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ABSTRACT
A growing literature on human-AI decision-making investigates
strategies for combining human judgment with statistical models
to improve decision-making. Research in this area often evaluates
proposed improvements to models, interfaces, or work�ows by
demonstrating improved predictive performance on “ground truth”
labels. However, this practice overlooks a key di�erence between
human judgments and model predictions. Whereas humans com-
monly reason about broader phenomena of interest in a decision –
including latent constructs that are not directly observable, such as
disease status, the “toxicity” of online comments, or future “job per-
formance” – predictive models target proxy labels that are readily
available in existing datasets. Predictive models’ reliance on simplis-
tic proxies for these nuanced phenomena makes them vulnerable
to various sources of statistical bias. In this paper, we identify �ve
sources of target variable bias that can impact the validity of proxy
labels in human-AI decision-making tasks. We develop a causal
framework to disentangle the relationship between each bias and
clarify which are of concern in speci�c human-AI decision-making
tasks. We demonstrate how our framework can be used to artic-
ulate implicit assumptions made in prior modeling work, and we
recommend evaluation strategies for verifying whether these as-
sumptions hold in practice. We then leverage our framework to
re-examine the designs of prior human subjects experiments that
investigate human-AI decision-making, �nding that only a small
fraction of studies examine factors related to target variable bias.
We conclude by discussing opportunities to better address target
variable bias in future research.
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1 INTRODUCTION
A growing body of research aims to combine predictive machine
learning (ML) models with human judgment to improve decision-
making processes. In the machine learning community, researchers
have proposed improvements to ML models to better address gaps
in human judgment (e.g., [51, 65, 93, 100]). In the human-computer
interaction community, behavioral interventions have been devel-
oped to help humans better incorporate model outputs into their
decision-making (e.g., [4, 9–11, 15, 60, 64]). However, current eval-
uations of both model-level and human behavioral interventions
typically assess the quality of human decisions, algorithmic pre-
dictions, and hybrid combinations of the two by comparing their
accuracy on “ground-truth” labels that are readily available in exist-
ing data. This practice assumes that the labels targeted by predictive
models serve as a reliable measure of the underlying goals and ob-
jectives of human decision-makers.

Yet in real-world deployments of algorithmic decision support
(ADS) tools, labels are often imperfect proxies for the target out-
comes of interest to human experts. While making decisions, con-
tent moderators frequently assess the “toxicity” of online comments
[45] while physicians often consider the “cardiovascular disease
risk” of patients [2]. “Toxicity” and “cardiovascular disease risk”
are examples of latent constructs which are unobserved in data.
Because observed labels (e.g., toxicity annotations and diagnostic
test results) serve as indirect measurements of these phenomena
[54], they can be subject to measurement error. Additionally, hu-
mans often select among multiple possible actions (e.g., medical
treatments, social welfare interventions) in hopes of improving
a downstream outcome of interest. Because an outcome is only
observed for the selected action, labeled data does not contain the
counterfactual outcome that would occur had a di�erent option
been chosen instead. This introduces a set of additional challenges,
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including selective labels [63], intervention e�ects [22], and selec-
tion bias [85], which interact with measurement error in nuanced
ways depending on the nature of the speci�c decision-support task.

We refer to this collection of challenges – which can be char-
acterized as sources of statistical bias impacting labels – as target
variable bias (TVB).1 Following common terminology in statistics,
we use the term “bias” to describe systematic di�erences between
the target outcome of interest to human experts and its imperfect
operationalization in available data. Thus, while TVB describes a
broad conceptual di�erence between outcomes of interest and their
observed proxies, this di�erence can be formally studied under
existing statistical frameworks.

Target variable bias has been widely documented in real-world
deployments of algorithmic systems [5, 12, 16, 18, 37, 56, 57, 70,
71, 74]. Predictive models impacted by target variable bias have
contributed to unwarranted �ring of teachers [16], perpetuated
disparities in access to medical resources [74], and raised concerns
among social workers investigating allegations of child abuse and
neglect [18, 56]. Surprisingly, existing modeling e�orts and human
subjects experiments in the human-AI decision-making literature
have largely overlooked this challenge. Left unaddressed, this
disconnect could undermine the ultimate goal of human-AI
decision-making research: to develop algorithmic systems
that meaningfully improve decision-making in real-world
contexts.

Therefore, in this work, we bridge the divide between challenges
encountered in real-world deployments of predictive models and
current human-AI decision-making research practices by (i) raising
awareness of target variable bias, (ii) identifying gaps in previously
published modeling approaches and human subjects experiments,
and (iii) providing guidelines for improved research practices going
forward. In particular, we develop a causal framework which identi-
�es the sources and implications of target variable bias in human-AI
decision-making by examining the data generating process which
gives rise to predictive model training datasets. Our framework
enables us to distill ADS tasks studied in prior literature into their
underlying structural components, and identify which sources of
TVB (e.g., measurement error, intervention e�ects, selective labels)
are of concern in a speci�c task. Using our framework, we identify
opportunities to better address target variable bias through two
lines of human-AI decision-making research:

• Model development.We develop ameasurement and predic-
tion decomposition that articulates target variable modeling
assumptions. We use our decomposition to create a taxon-
omy of model-level improvements proposed in previous liter-
ature. We also propose a set of recommended measurement
model evaluation strategies.

• Experimental human subjects studies. We use our frame-
work to re-examine the design of prior human subjects exper-
iments studying human-AI decision-making. Our analysis
identi�es systematic gaps in our current understanding of
human-AI decision-making due to target variable bias.

1The term Target Variable Bias was introduced in [19, 35]. We use this as an umbrella
term describing sources of statistical bias known to impact proxy labels in decision
support tasks.

2 RELATEDWORK
We begin by introducing the body of human-AI decision-making
research our framework is designed to inform. We then summarize
modeling challenges and broader validity concerns that draw cur-
rent research practices (i.e., modeling assumptions, experimental
study designs, and measures of decision quality) into question.

2.1 Human-AI decision-making
Recent machine learning research proposes techniques designed to
complement the limitations of human judgement. Drawing from a
long line of work showing that actuarial risk assessments can out-
perform expert judgement in many prediction tasks [24, 44], meth-
ods have been proposed that learn to complement humans by adap-
tively routing decision instances [40, 65], leveraging heterogeneity
in human and machine decision performance [17, 33, 93, 100], lever-
aging consistency in expert decisions [26], and adapting to [51]
and training [69] human mental representations of model outputs.
Yet these techniques operate on a set of simplifying assumptions
about the world, which may or may not hold in a given deploy-
ment context. We provide a framework for articulating modeling
assumptions, and show that many common assumptions made by
prior work involving proxy labels are unlikely to hold in prac-
tice. Recent research has also studied opportunities for human-
AI complementary in algorithm-assisted human decision-making
[10, 14, 39, 42, 61, 62]. This work investigates the potential for tools
such as training protocols [13, 14, 61], explanations [11, 64], and
other behavioral interventions [10, 39], to improve how humans
make use ofmodel outputs.Whilemany online experimental studies
have focused on interventions to improve predictive performance,
little work to date has experimentally studied other key factors that
are present in real-world deployment contexts, such as asymmetric
access to information [50, 52], measurement error [41], and omitted
payo�s [43].

2.2 Modeling challenges in algorithmic decision
support

Prior work has surfaced a litany of challenges impacting predictive
models designed for algorithmic decision support (ADS), including
unobservables [57], selective labels [63], selection bias [25, 89], and
intervention e�ects [22]. Additional work has examined the quality
of proxy labels in decision support tasks. For example, Obermeyer
et al. [74] surfaced “label choice bias”, in which racial disparities in
access to health resources were introduced by poor label selection
decisions. “Omitted payo�s bias” describes factors of interest to hu-
mans that are incompletely re�ected by predictive models targeting
available labels [16, 26, 57]. While this bias describes challenges spe-
ci�c to prediction (e.g., model unobservables, measurement error
[57]), this term also applies when humans care about a broader set
of decision-making factors beyond predictive risk [16, 42]. In this
work, we use the lens of measurement and validity to examine sys-
tematic di�erences between target outcomes of interest to humans
and proxy labels observed in data [54]. In adopting this lens, we
draw upon a rich set of existing knowledge and methodologies from
adjacent disciplines (e.g., psychology, political science, sociology)
designed to evaluate how latent phenomena of interest to humans
are quanti�ed in data [86].
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2.3 Measurement and validity in algorithmic
systems

Recent work has raised broader concerns regarding whether al-
gorithmic systems successfully achieve their purported function
[5, 23, 54]. Synthesizing concepts from measurement theory in
the quantitative social sciences, Jacobs and Wallach [54] argue
that “algorithmic fairness” is a latent construct that is imperfectly
operationalized by statistical fairness measures. Bao et al. [5] ex-
amine statistical biases present in criminal justice datasets (e.g.,
ProPublica’s COMPAS Dataset [3]) used in fairness benchmarks
of algorithmic Risk Assessment Instruments (RAIs). This analy-
sis identi�es several biases in the outcome variable . targeted by
models, which we further characterize in this work. Coston et al.
[23] highlight validity concerns impacting RAIs, including many
discussed in § 2.2. Recent work has also surfaced validity issues in
content moderation [41] and recommender systems [68, 92].

Despite this growing awareness, we currently lack a holistic
understanding of validity threats to prediction targets in human-
AI decision-making. Addressing this gap is critical for preventing
algorithmic harms in real-world deployment contexts. Therefore,
in this work, we use causal diagrams to examine the relationship
between measurement error and additional modeling challenges
(i.e., § 2.2) that can impact the validity of prediction targets in real-
world decision support settings. To our knowledge, our work o�ers
the �rst holistic examination of how measurement error, unobserv-
ables, selection bias, intervention e�ects, and confounding interact
to impact target variable validity in real-world ADS deployments.

3 FRAMEWORK
We now describe our framework scope (§ 3.1) and development
process (§ 3.2) before introducing our causal diagram (§ 3.3). We
then use our framework to map algorithmic decision support tasks
to relevant sources of target variable bias (§ 3.4).

3.1 Scope
Our framework applies to settings in which a supervised learning
model is introduced to augment human decision-making by predict-
ing (i) a future event (e.g., medical [74], criminal justice [31], child
welfare [19], or real estate [52, 83] related outcomes); (ii) a subjective
human annotation (e.g., perceived content toxicity [41]); or (iii) fac-
tual information (e.g., food nutrition [10]). In these settings, model
predictions are combined with human decision-making, either by
showing model predictions to a human (i.e., algorithm-in-the-loop
[42]), who makes the �nal decision, or via a hybrid �ow of agency
(e.g., deferral-based learning [65], learning with bandit feedback
[40]). Given our focus on prediction-based decision tasks, we do not
directly examine decision-support settings involving unsupervised
learning (e.g., clustering), tasks relying upon generative models
(e.g., text or image generation), or sequential settings with time
dependency (e.g., reinforcement learning) in this work.

3.2 Framework development
Understanding which statistical biases are of concern in a given
ADS task requires examining the historical data generating process
that gave rise to the model training dataset. Causal diagrams, which

are graphs that show causal relationships between nodes via con-
nected edges [78], are tools speci�cally designed for this purpose.
If the direction of a causal pathway is known, this is shown via a
directed arrow from the parent to child node. An undirected edge
is used to connect nodes when the causal direction is unknown or
varies across settings described by the diagram [78]. Our frame-
work introduces a causal diagram to examine challenges impacting
the labels available in data. Therefore, we speci�cally consider
variables (i.e., nodes) and relationships (i.e., edges) that directly
relate to the target variable; we abstract away other important
factors, such as the training [13, 14, 61], decision-making process
[43], and work�ow [42] of the human decision-makers using the
predictive model. While prior work has examined these factors in
detail [13, 14, 42, 43, 61], our framework foregrounds factors most
salient for understanding target variable bias. In § 5.3, we outline
how our approach can be extended to systematically examine a
broader set of components beyond target variables in human-AI
decision-making research.

Our causal diagram was developed and re�ned through an it-
erative series of discussions among the authors and external re-
searchers spanning a range of disciplines. Based on a review of
real-world case studies (see Table 3 in Appendix A), we synthesized
candidate causal diagrams that could adequately characterize the
target variable of interest across settings, and then stress-tested
these diagrams by attempting to identify counterexamples. Through
our discussions with external researchers, we also cross-referenced
our framework with existing terminology and methods developed
in adjacent disciplines, such as medical diagnostic testing, educa-
tional assessment, behavioral health, and statistics.

3.3 Causal diagram
3.3.1 Diagram structure. Figure 1 shows our proposed causal di-
agram, which represents a space of directed acyclic graphs
(DAGs) describing the relationship between predictors, decisions,
target variables, and their proxies in ADS tasks.

Predictors.- describes covariates used to generatemodel predic-
tions. Covariates are often drawn from administrative data sources
(e.g., medical records, lending history) available to an organization
for model development. In ADS settings, humans can also make use
of unobserved contextual information / while making decisions. For
example, a physician might consider real-time medical test results
(e.g., electrocardiograms [71]) unavailable to a model, while a social
worker might weigh contextual factors described via phone calls
while deciding whether to recommend investigation of child mal-
treatment allegations [56]. In some cases, human decision-makers
can also be unaware of a subset of covariates (e.g., due to organiza-
tional policy or prohibitively large datasets) [52]. Figure 1 refers to
- and / asmodel observables andmodel unobservables, respectively,
based on whether the predictors are available to a model.

Decisions. The blue shaded box in Figure 1 shows the joint
human-algorithm decision⇡ .We decompose this node into separate
variables for human decisions ⇡� and algorithm predictions ⇡� .
Prior to deployment of an algorithm, decisions result solely from
human judgement (⇡� ). In some cases, post-deployment decisions
result from humans incorporating predictions into their decision-
making (i.e., algorithm-in-the-loop [42]). In other cases, the joint
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Target
variable

Observed
proxy

Model
observables

Model
unobservables

Decision-dependent
target variable

Unobserved
in data

Decision

HumanModel

Figure 1: Our causal diagram represents a space of causal graphs, spanning di�erent possible relationships between predictors,
decisions, target variables, and their proxies in algorithmic decision support tasks. Edges with directionality that can vary across
ADS settings are indicated via undirected edges. Observed variables are shown with solid lines, while unobserved variables are
shown in dotted lines. An arrow pointing to a shaded box is shorthand for separate arrows pointing from the source to nodes
contained within the box.

decisions result from a learned combination of ⇡� and ⇡� [17, 33,
40, 51, 65, 93, 100].

Target variables. The node . ⇤ describes the unobserved target
variable of interest to human decision-makers. For example, a model
might be introduced to weigh the risk of unobserved constructs
such as “medical need” , “recidivism”, “creditworthiness”, or “job
performance.” . describes the observed proxy that is targeted by a
model in place of . ⇤. For example, a model might predict “cost of
medical care” [74], “re-arrest” [35], “loan default”, or “supervisor
performance reviews” in place of the targets listed previously. The
grey box in Figure 1 represents a measurement model mapping the
unobserved construct to the observed proxy targeted by a predictive
model (see § 3.4.1).

Edges. We now describe the space of possible relationships con-
necting nodes in ADS tasks. Covariates and model unobservables
both contribute to human decisions (⇡� ), while algorithmic pre-
dictions (⇡�) are only in�uenced by covariates (- ). For example, a
physician might make use of medical records (- ) and real-time test
results (/ ), while an algorithm only has access to medical records
(- ). We show these relationships via directed arrows - ! ⇡ and
/ ! ⇡� . Decisions (⇡) can also in�uence the target and proxy
outcomes (. ⇤, . ). For example, enrollment in a medical treatment
program can increase medical costs (. ) while also improving pa-
tient health (. ⇤). We show this relationship via the directed arrow
⇡ ! . ,. ⇤.

The direction of causality between covariates (- ), unobservables
(/ ), and prediction targets (. and. ⇤) can vary across ADS domains.
In Figure 1, we convey this ambiguity via undirected edges. Causal
diagrams for prediction tasks often show covariates (- ) and unob-
servables (/ ) contributing to downstream outcomes (. , . ⇤) via a
domain-speci�c causal pathway [7]. In our diagram, this �ow of
information would be communicated via directed edges from - to
(. ,. ⇤), and from / to (. ,. ⇤). However, in some cases, the causal

pathway can be reversed [47]. For example, this is possible if a pa-
tient’s unobserved disease status (. ⇤) contributes to their medical
history (- ) or real-time test results (/ ). Therefore, bidirectional
edges shown in Figure 1 map to directed edges with directionality
that varies depending on the domain. 2

3.4 Mapping algorithmic decision support tasks
to sources of target variable bias

We now leverage our causal framework to identify sources of target
variable bias that can impact predictive models in algorithmic deci-
sion support tasks. We begin by introducing two distinct regimes
of ADS tasks described by our generalized diagram shown in Fig-
ure 1; those with: (1) decision-dependent target variables, and (2)
decision-independent target variables. ADS tasks with decision-
dependent target variables are subject to more sources of
TVB than those with decision-independent target variables.
While it is possible to de�ne many other speci�c regimes of our
generalized diagram (e.g., di�erent directions of causality between
(. ,. ⇤) and - or / , or di�erent �ows of agency between ⇡� and
⇡� ), we introduce the distinction between decision-dependent and
independent target variables here because it is useful for identifying
task-speci�c sources of TVB.

ADS tasks with decision-dependent target variables occur
when the decision informed by an algorithm also impacts the down-
stream outcomes . and . ⇤. Real-world ADS deployments often
involve prediction tasks with decision-dependent target variables.
For example, re-arrest is only observed among defendants released
on bail [57], while child welfare screening decisions can in�uence

2In order for the causal diagram to remain valid (i.e., a directed acyclic graph), one of the
edges connecting nodes must remain disconnected in these settings (i.e., when target
variables are decision-dependent and . ⇤ ! - , . ! - , . ⇤ ! / , or . ! / ). While
this requirement is consistent with the scope of our framework, which considers non-
sequential settings, feedback loops are an important factor to consider in sequential
settings [34].
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Outcome measurement errorA
ConfoundingE

Uniform & 
Class-dependent

Intervention effectsB

Selection bias C
   Decision-dependent
   target variable

Feature-dependent
Indicated via:

Selective labelsD

Figure 2: Sub-graphs of the diagram in Figure 1 introducing statistical biases that impact the target variable . ⇤. Outcome
measurement error (A) can occur in settings with both decision-dependent and independent target variables. In decision-
dependent settings, intervention e�ects (B), selection bias (C), selective labels (D), and confounding (E) are also of concern.

the risk of adverse care outcomes [22]. More generally, decisions in-
formed by algorithms often constitute risk mitigating interventions
(e.g., medical treatments, educational programs) or opportunities
(e.g., loans, new candidate hires) that change the likelihood of the
target outcome (e.g., disease prognosis, educational attainment). Set-
tings with decision-dependent target-variables include the orange
arrow from ⇡ to . and . ⇤ shown in Figure 1. 3

In contrast, the target variable is not in�uenced by the proposed
decision in ADS tasks with decision-independent target vari-
ables. ADS are frequently deployed in the real world with the goal
of informing decisions that can change the predicted outcomes.
However, lab-based experimental studies of human-AI decision-
making often conduct evaluations via ADS tasks with decision-
independent target variables. For instance, studies have examined
models that predict factual content (e.g., food nutrition [10]) and per-
ceptual information (e.g., counts of objects [76], geometric shapes
[101]). These tasks are decision-independent because the prediction
target (i.e., food nutrition, geometric shape) is not in�uenced by
the prediction made by a human and/or model. 4 ADS tasks in the
decision-independent regime do not contain the arrow from ⇡ to
. and . ⇤ in Figure 1.

We now introduce �ve sources of target variable bias relevant
in ADS tasks. Outcome measurement error is of concern in
both decision-dependent and decision-independent regimes,
while intervention e�ects, selective labels, selection bias, and
confounding bias are only relevant in decision-dependent
regimes.

3.4.1 Outcome measurement error. Human experts often make de-
cisions involving unobserved, latent constructs such as “recidivism
risk” and “job performance.” These latent constructs are not directly
observable in the world, but can be operationalized via a measure-
ment model [46, 54]. Adopting a label observed in data as a proxy
for an unobserved latent construct serves as a de factomeasurement
model. For instance, in criminal justice settings, defendant re-arrest

3 This regime maps directly to the “predictive optimization” setting recently studied by
Wang et al. [96] and the discussion of predictive model validity provided by Coston
et al. [23].
4ADS tasks in which labels are assigned via human annotations also fall within the
decision-independent regime. In these tasks, the ratings of human annotators (. )
serve as a proxy for the broader construct of interest (. ⇤) of interest in the model
deployment setting (e.g., comment “toxicity” or “hate speech” [41] ).

is commonly adopted as a proxy for recidivism risk [5, 37], while in
commercial hiring settings, manager reviews are frequently adopted
as a proxy for future job performance. Outcome measurement error
(Figure 2.A) occurs when there is a systematic di�erence between
the target variable of interest to experts and policymakers (. ⇤)
and its operationalization by a proxy (. ). This challenge has been
extensively documented in judicial [12, 35], child welfare [18, 56],
and hiring [16] ADS domains.

Because proxy labels impacted by measurement error o�er an
incomplete re�ection of the actual goals of human decision-makers,
they serve as an incomplete measure of human-AI decision qual-
ity. Therefore, before adopting a proxy as a measure of human-AI
decision quality, it is critical to assess whether it serves as a satis-
factory approximation of the target variable of interest to humans.
Measurement theory in the quantitative social sciences provides
tools to conduct this assessment by weighing the construct validity
and reliability of observed labels [46, 54] (see § 4.3.1). In practice,
measurement error in proxies is often studied via measurement
error models. These models make assumptions on the relationship be-
tween the target outcome (. ⇤) and its proxy (. ) (see Appendix A.1).
Outcome measurement error is of concern in decision-dependent
and independent regimes because observed labels can be subject to
construct validity and reliability concerns in both settings.

3.4.2 Intervention e�ects. In many ADS tasks, decisions serve as
risk mitigating interventions intended to improve the chances of
a favorable policy-relevant outcome [6, 22, 59]. As a result, past
human decisions⇡� in�uence the probability of the target outcome
. ⇤ and its proxy . (Figure 2.B). However, many existing predictive
techniques mistakenly assume that decisions⇡ and outcomes. ,. ⇤
are statistically independent [6, 22, 59]. This practice can be traced
back to formulation of ADS as a prediction-policy problem [58], in
which models are trained to maximize predictive performance with
respect to observed outcomes without considering causal e�ects
from ⇡ to . and . ⇤. Yet, we argue that accounting for the causal
connection between decisions and outcomes is of central interest in
manyADS tasks. For instance, consider two distinct policy problems
that arise in tasks with decision-dependent target variables:

• Selective Intervention (SI): In this policy setting, orga-
nizations provide resources to individuals who are at high
baseline risk under no intervention. For example, developers of
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the Allegheny Family Screening Tool (AFST) introduced the
tool with the goal of assessing “latent risk” of maltreatment
prior to county child welfare interventions [94]. Similarly,
predictive models have been introduced in educational set-
tings to identify students at-risk of failing given no tutoring
resources [90]. This task requires causal inference because
it involves inferring what would occur if an individual does
not receive the proposed intervention.

• Selective Opportunity (SO): In this policy setting, an orga-
nization grants an opportunity (e.g., a new loan, or pre-trial
release on bail) to decision subjects while trying to minimize
risk of an adverse outcome (e.g., loan default, recidivism)
given an individual receives the opportunity. This prediction
task requires causal inference because it involves predicting
what would occur under the hypothetical scenario that an
individual receives the opportunity under consideration.

Naively structuring an ADS task as a prediction policy prob-
lem in SI and SO settings can lead to misleading assessments of
model performance. For example, Coston et al. [22] demonstrate
that predicting observed labels in SI settings systematically underes-
timates the risk for high-risk individuals who would respond most
favorably to the intervention. This source of bias is only relevant
in the decision-dependent regime because intervention e�ects are
introduced by the connection ⇡ ! . ,. ⇤.

3.4.3 Selective labels. Another challenge introduced by the con-
nection ⇡ ! . , . ⇤ in the decision-dependent regime is selective
labels (Figure 2.D). This bias has been widely discussed in connec-
tion to pre-trial risk assessments, where recidivism-related proxy
outcomes (e.g., re-arrest, failure to appear) are only observed among
defendants released on bail [5, 37, 57, 63]. Selective labels also occur
in child welfare settings, in which some outcomes (e.g., placement
in foster care) are only observed among cases screened-in for inves-
tigation [25]. Selective labels maps directly to selective intervention
and selective opportunity policy problems because we never observe
how an individual would have bene�ted from a missed opportunity
(SO), or how an intervention would have impacted an individual
who historically received no additional resources. Selective labels
pose the greatest challenge when selection bias was also present in
the data generating process.

3.4.4 Selection bias. This bias, which occurs when covariates (- )
or model unobservables (/ ) in�uenced past decisions (⇡) (Figure
2.C), complicates selective labels and intervention e�ects. Because
a previous decision-making policy may have been more likely to
intervene (SI) or grant opportunities (SO) to some sub-populations,
these groups may be systematically over- or under- represented
in historical outcome data. As a result, ADS models trained on
historical data will not perform equally well on all sub-populations
during deployment [8]. This e�ect has been well-documented in
recidivism prediction settings, in which models predicting re-arrest
outcomes have worse performance among sub-populations histor-
ically denied bail [55]. While selection bias can cause challenges
in any setting in which data is collected non-randomly [49], this
challenge is compounded in decision-dependent outcome tasks be-
cause the connection - ! ⇡� ! . ⇤,. causes selection e�ects to

cascade to selective observation of outcomes . and . ⇤. The con-
nection between selection bias and other downstream issues (e.g.,
intervention e�ects, selective labels) underscores the importance
of considering the full data generating process while diagnosing
sources of bias impacting proxy labels.

3.4.5 Confounding bias. In causal inference settings, this bias oc-
curs when unmeasured variables in�uence both the treatment and
response variable [78]. Confounding impacts ADS tasks when un-
observables in�uenced past decisions and downstream outcomes
(Figure 2.E) [78]. When confounding impacts ADS models, it is not
possible to fully mitigate treatment e�ects and selective labels via
traditional causal inference techniques [79]. Yet, confounding is
not introduced by model unobservables / in decision-independent
tasks because there is no arrow from ⇡ to . and . ⇤. In these tasks,
unobservables may serve as an opportunity for complementarity
between humans and models arising from asymmetric access to
information [50, 52]. Therefore, by mapping an ADS task to its
underlying causal diagram and identifying the appropriate task
regime, it is possible to identify whether model unobservables pose
a treat or opportunity for a given ADS deployment.

4 MODEL DEVELOPMENT
We now provide a framework for specifying target variable assump-
tions during predictive model development. We argue that predic-
tive modeling for ADS involves two distinct steps: measurement
and prediction. During the measurement step, tool developers con-
struct a measurement model that operationalizes the target variable
of interest . ⇤ using readily available datasets. During the second
step, tool designers train a prediction model that targets the proxy
outcome returned by the measurement model. We now discuss each
of these modeling steps in detail.

4.1 Measurement model
During the measurement step, the unobserved outcome of interest
(. ⇤) is approximated using historical data from the causal diagram
in Figure 1. This step involves establishing a measurement hypothe-
sis (.̂ ⇤) using observed information: covariates - , past decisions
⇡ , and one or more outcome proxies . . In some settings, a subset
of unobservables are available during model development, but un-
available in during deployment. Such runtime confounders /A ✓ /
can occur when protected attributes (e.g., race, gender) are available
during development, but not during deployment for legal purposes
[21, 29]. Given information - , /A , ⇡ , . recorded in existing data,
we can construct a measurement model approximating the target
variable . ⇤:

.̂ ⇤ = �< [- ,/A ,⇡,. ] (1)

Unlike statistical models commonly used in machine learning
contexts, a measurement model cannot be learned from past data
because the target outcome . ⇤ is unobserved. Instead, �< relies on
measurement assumptions concerning the relationship between the
unobserved outcome of interest and recorded information available
for modeling. Therefore, it is not possible to assess the quality of
.̂ ⇤ by comparing against held-out data, as is common in predic-
tion settings. Instead, evaluating measurement models requires a
multifaceted approach, including assessments of construct validity,
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Work Measurement (�<) Prediction (�? ) Assumptions Bias
Mitigated

Gao et al. [40]

.̂ ⇤ = �< [. ]
.̂ = �̂? [- ,⇡� ]

Human decisions ⇡�
available at runtime

Proxy and target
variables are

equivalent . ⇤ = .
None

Madras et al. [65]
Wilder et al. [100]
Tan et al. [93]

Hilgard et al. [51]

De-Arteaga et al.
[26]

.̂ ⇤ = �< [- ,⇡,. ], where
.̂ ⇤ = ⇡ expert consistency
instances and . otherwise

.̂ = �̂? [- ]
Human decisions ⇡�
unavailable at runtime

Expert consistency
assumption

Measurement
error, Selection

bias
Lakkaraju et al.

[63] .̂ ⇤ = �< [. ] Heterogeneous
acceptance rates Selection bias

Coston et al. [22] .̂ ⇤ = �< [.3 ], where .3 is
a potential outcome

Causal identi�ability
conditions

Intervention
e�ects

Coston et al. [20] .̂ ⇤ = �< [.3 ,/A ], where
.3 is a potential outcome

Causal identi�ability
conditions

Intervention
e�ects,

Confounding

Wang et al. [97] .̂ ⇤ = �< [. ], where .
error is group-dependent

Con�dent learning
assumptions (see [73])

Measurement
error

Label noise
Menon et al. [67]

.̂ ⇤ = �< [. ], where .
class-conditional or

positive and unlabeled

ERM with surrogate
loss (see [72]) Weak separability Measurement

error

Latent Class
Analysis

McCutcheon [66]

.̂ ⇤ = �< [. ], where
. = {. 1, ...,. } are
independent factors

3-step LCA with
covariates (see [95]) . 8 ?? . 9 | . ⇤ Measurement

error

Hui-Walter
Framework Hui
and Walter [53]

.̂ ⇤ = �< [. ], where
. = {. 1, ...,. } are
diagnostic tests

N/A Test Se/Sp identi�ability
assumptions

Measurement
error

Table 1: Taxonomy of measurement and prediction approaches. Top: methods proposed in ADS literature. Bottom: methods
applied in machine learning, social sciences, and bio-statistics.

synthetic experiments, sensitivity analyses, and other evaluation
strategies described in § 4.3.

All predictive models in ADS introduce a measurement model.
However, this model is often implicitly de�ned and makes tacit
assumptions on the relationship between available data sources ( - ,
/A ,⇡ ,. ) and the target variable (. ⇤). Table 1 provides a detailed list
of the measurement models assumed by existing ADS approaches.
This table rei�es often-implicit measurement assumptions adopted
by prior work. In the bottom three rows, we apply our taxonomy to
workhorse methods used in machine learning [67, 72], quantitative
social sciences [66], and bio-statistics [53] literature. The Bias Miti-
gated column of Table 1 refers to the source of TVB addressed by
the modeling technique. For instance, we mark “None” for Wilder
et al. [100] and Madras et al. [65] because these approaches are not
designed to mitigate any TVB sources listed in § 3.4.

4.2 Prediction model
After establishing a measurement model to estimate . ⇤ given (- ,
/A , ⇡ , . ), tool designers then train a prediction model for use in
decision-support settings. This prediction model takes observed

covariates (- ) and predicts the measurement hypothesis (.̂ ⇤) estab-
lished during the preceding measurement step. Because /A and .
are unavailable during deployment, these are not included in the
prediction model. Most often, prediction models do not assume hu-
man decisions⇡ are available at runtime (i.e., algorithm-in-the-loop
[42]). However, in some more nuanced decision-making work�ows,
models may also assume that human decisions are available at
run-time as an additional input (i.e., [40, 65, 93, 100]). Given - and
optionally ⇡ available at runtime, the prediction model estimates
the measurement hypothesis .̂ ⇤:

.̂ = �̂? [- ,⇡] (2)

Whereas a measurement model is constructed via measurement
assumptions, the prediction model �̂? is a learned mapping from -

(and in some cases⇡) to the measurement hypothesis .̂ ⇤. Therefore,
it is appropriate to evaluate generalization of �̂? to held-out data via
the standard slate of evaluation metrics (e.g., accuracy, AU-ROC, or
statistical fairness measures). Critically, this evaluation is conducted
with respect to the measurement hypothesis established during the
measurement step (.̂ ⇤) rather than the target outcome (. ⇤) directly.
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Thus, showing strong performance of �̂? is not su�cient to claim a
model generates valid predictions for the target outcome . ⇤.

4.3 Measurement model evaluation
Measurement model evaluation requires a holistic, multifaceted
approach leveraging converging sources of evidence. Informed by
methods used in statistics, quantitative social sciences, and learn-
ing sciences, we provide a recommended set of approaches for
validating measurement models in ADS tasks.

4.3.1 Construct reliability and validity. Measurement theory o�ers
a comprehensive set of criteria for assessing the quality of a mea-
surement model. Construct reliability describes the degree to which
a latent phenomena is consistently re�ected by a measurement
model (e.q. 1) over time. Threats to construct reliability have been
well documented in settings in which target variables are assigned
via subjective human annotations. In these settings, assignment
of target outcomes can vary substantially based on rater identity
[28, 28], context [77], and speci�cation of the annotation protocol
[82]. Construct validity describes the extent to which a measure-
ment model adequately captures an unobserved phenomenon of
interest. Thus, while construct reliability is roughly analogous to
the notion of statistical variance in �< , construct validity is analo-
gous to statistical bias in �< [54]. We refer the reader to [23] for a
detailed discussion of sub-components of construct reliability and
validity that pertain to risk assessment development and evaluation.

4.3.2 Outcome cross-validation. In many ADS domains, multiple
proxies are available that are believed to be related to the target
outcome of interest. In the criminal justice domain, courts often
track multiple recidivism-related outcomes (e.g., 2-year general and
violent recidivism, failure to appear). In the child welfare domain,
government agencies may track substantiation of abuse allegations,
acceptance for welfare services, agency re-referral, placement in
foster care, and hospitalization [94]. When multiple reference out-
comes are available, outcome cross-validation can be used to train
a model to predict one proxy, then evaluate this model on a slate
of additional reference variables that domain experts expect may
be reasonable proxies for the outcome of interest. If targeting a
proxy also results in strong performance across other reference
variables, this provides evidence suggesting that a proxy may serve
as a suitable measurement model. Outcome cross-validation has
been independently used by analyses of proxy outcomes in learn-
ing analytics [84], criminal justice [57], child welfare [26], and
healthcare [74]. Special cases of outcome cross-validation map to
sub-components of construct validity. For example, a model demon-
strates predictive validity if its predictions correlate with a reference
outcome known to be related to the construct of interest [46]. A
model demonstrates discriminant validity if its predictions are not
correlated with a conceptually distinct outcome.

4.3.3 Sensitivity analyses. Sensitivity analyses enable assessing the
degree of measurement model misspeci�cation permissible before
evaluation of a prediction model is invalidated. This technique has
traditionally been applied in causal inference settings to estimate
the magnitude of unobserved confounding necessary to invalidate
a treatment e�ect estimate [30, 87]. More recently, sensitivity anal-
yses have been developed for predictive model evaluation. For

instance, Fogliato et al. [35] proposed a sensitivity analyses frame-
work that examines the degree of outcome measurement error
permissible before fairness-related analyses are invalidated. Future
work in ADS would bene�t from sensitivity analysis frameworks
that examine multiple sources of target variable bias in parallel.

4.3.4 Synthetic evaluation. A limitation of leveraging real-world
datasets for measurement model validation is that one never knows
the actual relationship between. and. ⇤ in naturalistic data. Model-
level evaluations in ADS typically circumvent this issue via synthetic
evaluations which test whether proposed approaches are robust
to experimentally manipulated bias [22, 26, 67, 97]. Yet, synthetic
evaluations require assuming a speci�cmeasurement errormodel. If
the data generating process adopted by a synthetic evaluation does
not re�ect real-world conditions, this can lead to overcon�dence
in model performance in more realisitic settings. This concern
is salient because synthetic evaluations are often designed with
bespoke data generating processes intended to highlight the speci�c
challenge being addressed by the technique.

4.3.5 The Oracle Test. Chouldechova et al. [19] propose a concep-
tual tool called the “Oracle Test”, which can surface unforeseen
sources of target variable bias. This thought experiment supposes
that we have access to an oracle model that can predict a proxy
with perfect accuracy. The key question posed by this test is: “What
concerns remain given access to such an oracle?” Because we have
a “perfect” prediction model (e.q. 2), remaining concerns are often
related to measurement and validity (e.q. 1). For example, Choulde-
chova et al. [19] surface concerns related to measurement error
when they apply the Oracle Test to examine RAIs designed for ADS
models deployed in the child welfare domain. Green and Chen [43]
also leverage the Oracle Test by arguing that improvements to pre-
dictive accuracy do not equate to improved public policy outcomes
when competing factors in addition to risk (i.e., defendant liberty)
are overlooked.

5 ASSESSING GAPS AND OPPORTUNITIES
FOR EXPERIMENTAL RESEARCH

In this section, we leverage our framework to assess the extent to
which existing lab-based studies consider sources of target vari-
able bias (§ 5.1). Our analysis �nds systematic gaps in our cur-
rent understanding of human-AI decision-making in light of TVB.
We then show how our framework can be used by researchers
to assess threats to the ecological validity and generalizability of
lab-based studies (§ 5.2). We conclude by discussing opportunities
to use our methodology to explore a broader space of open chal-
lenges in human-AI decision-making research (§ 5.3). In Appendix
A.2, we provide a resource that helps researchers apply our causal
framework to examine the design and ecological validity of several
experimental human-AI decision-making studies.

5.1 Mapping existing experimental study
designs to our causal diagram

To assess the extent to which existing studies examine factors re-
lated to target variable bias in their study design, we revisit a com-
prehensive literature review conducted by Lai et al. [60] through
the lens of our causal diagram (Figure 1). Lai et al. [60] review over
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Target
variable

Observed
proxy

Model
observables

Model
unobservables

Decision

HumanModel

Sub-region of focus in
92% of studies

Under-studied
sub-region

Figure 3: 66 of the 72 studies (⇡ 92%) in our review exam-
ine a narrow sub-region of our proposed causal diagram.

Work Setting Sub-region of
causal diagram

Hemmer et al. [50] House price
prediction

Unobservables:
⇡  / ! .Holstein et al. [52]

Gordon et al. [41] Toxicity
detection

Measurement error:
. ⇤ ! .

Peng et al. [80] Hiring Selection bias:
- ! ⇡

Green and Chen [43]
Judicial

Omitted payo�s:
& ! ⇡�Fogliato et al. [36]

Table 2: Experimental studies examining the under-studied
sub-region provided in Figure 1.

one hundred experimental studies of algorithm-assisted decision-
making published in premiere venues between 2018 and 2021. Our
follow-up analysis extends this review to studies published in 2022
at the same set of venues, in addition to recent pre-prints. We
further limit selection criteria applied by Lai et al. [60] to studies
examining prediction-based decision-making settings (i.e., scope
outlined in § 3.1). Thus, we exclude studies included in the initial
review with a focus on NLP-related tasks.

Our analysis �nds that 66 out of 72 (⇡ 92%) studies satisfy-
ing our criteria conduct experimental evaluations focusing
on a narrow sub-graph of our causal diagram. These studies
investigate a modi�cation to the joint decision-making process (i.e.,
the blue ⇡� and ⇡� region) using observed attributes - and an
outcome proxy . (Figure 3). Such studies assume that (1) the target
variable and proxy are equivalent (i.e., no measurement error ), (2)
all predictors are observed by both the algorithm and the human
(i.e., no model unobservables), and (3) decisions and outcomes are
unrelated (i.e., no intervention e�ects).

Six of the remaining studies we review examine di�erent sub-
regions of the causal diagram described in Figure 1. Table 2 groups
these studies by the sub-region of focus, including unobservables
[50, 52], measurement error [41], selection bias [80], and omitted
payo�s [36, 43]. While these studies o�er early insight into how
target variable bias can impact algorithm-assisted human decision-
making, our empirical understanding of these challenges remains
limited compared to the joint human-AI decision region investi-
gated by ⇡ 92% of studies. Critically, no work in our review ex-
perimentally manipulated factors related to intervention e�ects or
examined multiple intersecting sources of bias in parallel. Given
the prevalence of compounding challenges in real-world settings,
this gap opens a broad space of open questions and future
opportunities for human-AI decision-making research.

5.2 Assessing the ecological validity of
lab-based studies

The gap we identify between real-world challenges and lab-based
studies (i.e., Figure 3) carries implications for the ecological validity

of experimental studies. Threats to ecological validity may be most
acute when �ndings from a controlled study conducted under sim-
pli�ed conditions are generalized to real-world ADS deployments
in which multiple sources of target variable bias are present. In
these settings, measurement error and intervention e�ects could
impact whether �ndings gathered via controlled experiments also
apply in more complex real-world conditions.

Fortunately, our causal diagram provides a tool for assessing
whether �ndings from a lab-based study are likely to generalize
to a given real-world ADS tool deployment. The �rst step in this
process involves mapping the ADS task to its corresponding regime
identi�ed in § 3.4 . Next, based on domain expertise, one can iden-
tify whether di�erent sources of bias are likely to be relevant in
the given real-world deployment. For instance, a model deployed
to allocate tutoring resources (i.e., a decision-dependent task) may
need to account for mismeasured learning outcomes and interven-
tion e�ects from prior tutoring program enrollment. In contrast,
a model deployed for a perceptual assessment task (e.g., predict-
ing current forest cover from satellite imagery [98]; a task with
decision-independent outcomes) may not need to address these con-
cerns. After identifying the appropriate ADS regime and relevant
sources of bias, one can assess whether an experimental study is
likely to generalize to this setting by examining whether the study
used a similar prediction task (e.g., also tested decision-dependent
or decision-independent outcomes).

To demonstrate how causal diagrams can be used to assess eco-
logical validity of lab-based studies, consider a previous lab-based
assessment conducted by Park et al. [76]. This study – which is
sampled from the 66 studies covered by the blue sub-region of the
causal diagram provided in Figure 3 – examines whether introduc-
ing a delay between when humans view observed features - and
algorithmic recommendations ⇡� improves their performance on
a perceptual jellybean counting task. Because the true quantity of
jellybeans does not depend on the decision under consideration,
this study involves a task from the decision-independent outcome
regime. Further, the in�uence of human-only observed attributes
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/ and measurement error is limited in this task. Therefore, �nd-
ings from this work may most readily generalize to real-world
decision-making settings with limited interference from outcome
measurement error, model unobservables, and intervention e�ects.

5.3 Sca�olding a science of human-AI
decision-making

Our work leverages causal diagrams to characterize sources of
bias impacting target variables. However, beyond this focus, causal
diagrams also o�er a powerful sca�olding for studying other aspects
of human-AI decision-making, such as the joint human-AI decision-
making process (i.e., the ⇡ node in our framework). For example,
Green and Chen [43] specify a causal diagram that models how
judges weigh risk against other competing factors (e.g., culpability,
value of defendant freedom) during pre-trial release decisions. The
authors then experimentally verify a hypothesized edge in this
causal diagram via a controlled online study. Through a series of
such studies, it may be possible to develop amore generalized theory
of AI-assisted human decision-making across decision support tasks.
This process of specifying, testing, and re�ning causal models is
central to existing empirical disciplines, including psychology and
sociology [78].

6 DISCUSSION
Our work surfaces a disconnect between the challenges that arise
in real-world deployments of algorithmic systems versus current
research practices (i.e., experimental study designs, modeling as-
sumptions, measures of human-AI decision quality) adopted in
the human-AI decision-making literature. Left unaddressed, cur-
rent gaps in this literature can amount to substantive downstream
harms. For instance, while prior studies of real-world ADS tool
deployments have surfaced patterns of apparent human under-
reliance arising from imperfect prediction targets [18, 56, 91], no
experimental human subjects studies to date have examined how
to disentangle warranted skepticism in a misaligned model versus
unwarranted under-reliance due to algorithm aversion. Absent such
knowledge, organizations may continue to pressure domain experts
to rely upon �awed predictive models [56], which have been shown
to misallocate of medical resources [74] and perpetuate historical
patterns of bias [1, 5, 37] (see Table 3 in Appendix A for additional
examples of real-world harms introduced by TVB).

Our work provides a critical �rst step for addressing this dis-
connect by clarifying the relationship between measurement error,
intervention e�ects, unobserved confounding, selective labels, and
selection bias via intuitive causal diagrams. Going forward, we hope
that this framework will support more comprehensive assessment
of modeling techniques (§ 4) and empirical human subjects studies
(§ 5) designed to facilitate human-AI decision-making. However,
further work is needed to gain a comprehensive understanding of
the sources and implications of target variable bias in human-AI
decision-making research.

In particular, future research should develop holistic measures of
decision-quality that re�ect factors beyond statistical performance
computed via a single outcome proxy. Thesemeasures should re�ect
both process-oriented considerations (i.e., how multiple decision-
relevant factors are weighted [42], and adherence to procedural,

interpersonal, and informational justice) in addition to outcome-
oriented considerations (i.e., whether a decision led to a bene�cial
outcome). Where possible, outcome-related measures should draw
upon multiple decision-relevant proxies to better account for limita-
tions of adopting any single proxy in isolation. While this practice
is standard in disciplines such as learning sciences, diagnostic med-
ical testing, and psychology, to date, human-AI decision-making
research has primarily adopted outcome-oriented measures that
hinge upon on a single potentially �awed proxy.

Our work also motivates exciting new lines of human-AI
decision-making research. For instance, our review of prior mod-
eling approaches �nds that, while many techniques have been de-
signed to address a subset of model reliability challenges (Table 1),
few examine how various sources of target variable bias compound
in real-world deployment scenarios. Additionally, our review of
experimental human subjects research provides a set of tools for (i)
identifying open empirical questions (i.e., Figure 3), (ii) designing
studies with robust ecological validity, and (iii) synthesizing �nd-
ings from multiple experimental studies into a complete scienti�c
understanding of human-AI decision-making. We hope that our
work will raise awareness of target variable bias in the human-AI
decision-making research community and spur e�orts to better
align research practices with the complex challenges encountered
in real-world ADS deployments.
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A APPENDIX
A.1 Descriptions of widely-studied outcome

measurement error models
• Uniform error assumes that the target outcome is randomly
corrupted by additive noise (i.e., . ⇤ = . + n) [81]. This
setting is also sometimes called classical measurement error
in statistics and economics. Because it is possible to learn
an unbiased estimate for . ⇤ given proxy labels . in uniform
error settings [67], this error model poses fewer threats to
validity than others discussed below.
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Work Domain Bias Reported

Kleinberg et al. [57]

Judicial

Unobservables, selection bias, and outcome measurement error impacting
pre-trial risk assessments

Bao et al. [5] Selection bias and measurement error impacting by recidivism RAIs

Butcher et al. [12] Measurement error in re-arrest proxy outcomes introduced by di�erential
arrest rates among Black and white defendants

Kawakami et al. [56]
Cheng et al. [18]

Child
Welfare

Documents social worker concerns that measurement error and unobservables
impact the quality of ADS predictions

Obermeyer et al. [74]

Medical

Measurement error arising from adopting “cost of care” as a health proxy
Mullainathan and
Obermeyer [70]

Measurement error introduced when using medical records as a proxy for
stroke outcomes

Mullainathan and
Obermeyer [71]

Unobservables, selection bias, and measurement error in clinical decision
support

Chal�n et al. [16] Hiring Omitted payo�s, measurement error, and selection bias arising in teacher
value-add proxy used for educator hiring

Table 3: Documented examples of target variable bias impacting predictive models across numerous ADS domains.

• Class-dependent error assumes that positive and negative
target outcomes are misclassi�ed at di�erent rates. As with
uniform error, measurement error in this setting is uncorre-
lated with co-variates (. ?? . ⇤ |- ) and model unobservables
(. ?? . ⇤ |/ ). This model is referred to as asymmetric or class
conditional label noise in machine learning literature [88],
and nondi�erential mismeasurement in statistics and epidemi-
ology [75]. In contrast to uniform error settings, training a
model to predict a proxy (. ) impacted by class dependent
error will lead to biased estimates for the target outcome
(. ⇤) when optimizing accuracy [67].

• Feature-dependent error occurs di�erentially across sub-
populations based on co-variates (.??/ . ⇤ |- ) or model un-
observables (.??/ . ⇤ |/ ). This model is called di�erential mis-
measurement in statistics and feature-dependent label noise
in machine learning literature [38]. This setting is also called
group-dependent error when the covariate in question is a
protected attribute (e.g., gender, race) [97]. Group-dependent
error inherits modeling challenges arising in the class depen-
dent case, and has been tied to disparities in criminal justice
[74] and medical [1] outcomes in real-world deployments of
ADS tools.

Human-AI decision-making research also stands to bene�t from
existing methodologies designed to characterize measurement error
in other disciplines. Latent Class Analysis (LCA) is an approach
used in psychology and political science to identify latent sub-
populations in data that are believed to carry an unobserved char-
acteristic (e.g., personality, political ideology, or disease status) [99].
LCA estimates a set of conditional probabilities mapping multiple
discrete factors (i.e., proxies) to a binary latent variable (e.g., target
outcome). While LCA is tailored to discrete latent variables, other
structural equation models (i.e., factor analysis [48]) are designed
for continuous latent variables. Within biostatistics, the Hui-Walter
framework is used to estimate the sensitivity and speci�city of
diagnostic tests in the absence of a gold standard [53]. Given multi-
ple proxies, Hui-Walter can therefore be adapted to estimate the

sensitivity and speci�city of each proxy. Like all measurement mod-
els, LCA and Hui-Walter make assumptions on the relationship
between the target outcome and its proxy. Table 1 states these
assumptions in the context of our measurement model taxonomy.

A.2 Extended review of prior experimental
studies through the lens of our causal
framework

In this section, we provide a resource to help researchers exam-
ine factors related to target variable bias during the design and
evaluation of experimental human-AI decision-making studies. We
provide a detailed examination of several studies included in our
review [10, 32, 41, 42, 52, 102]. For each study, we identify (1) the
sub-region of focus, and (2) the ADS regime used in the experi-
mental evaluation.

• The sub-region of focus describes the primary nodes and
edges considered in the experimental design and evaluation
of the work (e.g., regions shown in Figure 3). This region can
be determined by the description of the experimental design
(i.e., conditions and RQs), task, and methods provided by
the authors. For example, works often report the co-variates
used to train a model (- ), proxy label (. ), and experimental
manipulation of focus in the study. Formany studies included
in our review, the experimental manipulation involves a
modi�cation to the joint decision region of our diagram (⇡)
in the form of explanations [102], cognitive forcing functions
[10], model accuracy [32], or other behavioral interventions.

• The ADS regime describes the data generating process
that gave rise to the dataset used to train the predictive
model examined in the experimental evaluation. Our causal
framework contains two speci�c ADS regimes: those with
(1) decision-independent target variables and (2) decision-
dependent target variables. In contrast to the sub-region of
focus, the ADS regime is implicit in the description of prior
studies. This is because the majority of prior studies do not

700



FAccT ’23, June 12–15, 2023, Chicago, IL, USA Luke Guerdan, Amanda Coston, Zhiwei Steven Wu, and Kenneth Holstein

Target
variable

Observed
proxy

Model
observables

Model
unobservables

Decision

HumanModel

Target
variable

Observed
proxy

Model
observables

Model
unobservables

Decision

HumanModel

Target
variable

Observed
proxy

Model
observables

Model
unobservables

Decision

HumanModel
Target
variable

Observed
proxy

Model
observables

Model
unobservables

Decision

HumanModel

1 2

3 4

Dietvorst, Simmons & Massey (2015)

Green & Chen (2019)

Liu, Lai & Tan (2021)

Holstein, De-Arteaga, Tumati & Cheng (2023)

Zhang, Liao & Bellamy (2020)

Gordon et al. (2022)

Target
variable

Observed
proxy

Model
observables

Model
unobservables

Decision

HumanModel

Target
variable

Observed
proxy

Model
observables

Model
unobservables

Decision

HumanModel

5 6

   Decision-dependent
   target variable

Indicated via:

Figure 4: Causal diagrams for six of the studies included in our review of prior human-AI decision-making experiments
discussed in § A.2. Sub-regions of focus in the study are shown with bold blue borders. The arrow connecting the ⇡ node with
target variables . and . ⇤ is omitted in tasks falling under the decision-independent regime.

explicitly discuss factors related to outcome measurement er-
ror, unobservables, or treatment e�ects that may be relevant
in the task design.

A.2.1 Study 1: Dietvorst et al. [32]. In this study, Dietvorst et al.
[32] popularize the term algorithm aversion by �nding that “par-
ticipants more quickly lose con�dence in algorithmic than human

forecasters after seeing them make the same mistake.” This study
instructed participants to play the part of an MBA admissions o�-
cer by predicting the percentile the student would rank among their
peers given application information such as undergraduate degree,
GMAT scores, interview quality, essay quality, work experience,
average salary, and parents’ education. The primary experimen-
tal manipulation studied whether participants would elect to use
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human judgement versus a statistical model given di�erent infor-
mation about their relative performance. We show the sub-region
of focus and ADS regime in Figure 4.1.

• Sub-region of focus:⇡ ,- ,. . This study focuses on the sub-
region with joint decisions ⇡ , co-variates - and outcome
proxies . . We include co-variates (- ) because the authors
list an explicit set of features that are provided to both the
human and the model. We include the joint human-model de-
cision region (⇡) because the experimental treatment alters
participant awareness of human and model performance dif-
ferences. We include proxy labels (. ) because the authors de-
scribe an outcome variable of student “success”, de�ned as an
average of multiple performance measures (GPA, respect of
fellow students, and prestige of employer upon graduation).
We do not include . ⇤ because the authors do not examine
additional operationalizations of “success” or “student per-
formance” that could be possible in this admissions setting.
We do not include unobservables / because the authors do
not examine other factors (e.g., student demeanor, personal
connections) that might be available to an admissions o�cer
but not a model. We do not include the edge connecting
decisions ⇡ and outcomes . , . ⇤ because the authors do not
examine the impact of predictions and admissions decisions
on downstream student performance.

• ADS Regime: decision-dependent target variable. In
this setting, the decisions of admissions o�ers determine
which students are admitted to the graduate program, and,
consequentially, which students have academic performance
outcomes available. Recall from § 3.4 that this is a selective
opportunity setting because we only observe outcomes for
students provided the enrollment opportunity. As a result,
confounding and selection bias are relevant in this mod-
eling task, in addition to outcome measurement error. In
real-world deployments of predictive models for admissions
decisions, unobservables and outcome measurement error
may impact the ADS deployment due to private information
available to a loan o�cer and alternate de�nitions of “aca-
demic success” or “academic performance” that may be rele-
vant in this setting. As a result, �ndings from this study
may be most likely to generalize to other decision-
dependent target variable tasks (e.g., �nancial loan ap-
provals, commercial job hiring decisions, or pre-trial
release decisions).

A.2.2 Study 2: Holstein et al. [52]. In this study,the authors exam-
ine model unobservables as a potential source of complementary
in an AI-assisted house price prediction task. Participants were
shown a set of “Facts and Features” about homes (e.g., year built,
type of heating, number of bathrooms, zoning classi�cation) and
asked to predict the house’s sale price. These facts corresponded to
tabular features available in the training data. Three of the eight fea-
tures were removed during model training to introduce synthetic
unobservables, and experimental conditions varied how partici-
pants were prompted to consider these unobservables during their
decision-making. We show the sub-region of focus and ADS regime
in Figure 4.2.

• Sub-region of focus: / , ⇡ , - , . . This study focuses on
the sub-region with joint decisions ⇡ , model observables
- , model unobservables / , and outcome proxies . . We
include model observables (- ) because the authors list an
explicit set of features that were provided to both the human
and the model. We include the joint human-model decision
region (⇡) because the experimental treatment involved dif-
ferent participant prompts for considering unobservables
during their decisions. We include the unobservables region
(/ ) because the authors explicitly omit predictive features
from the model during training, but provide these to par-
ticipants at decision time. We include the proxy label (. )
because the authors list a predictive outcome of house sale
price. However, we do not include . ⇤ because the authors do
not examine other potential operationalizations of “house
worth” possible in this task (e.g., the amount a participant
would pay for a house versus its actual market sale price).
We do not include the edge connecting decisions ⇡ and out-
comes . , . ⇤ because the authors do not examine the impact
of price predictions on downstream sales.

• ADS Regime: decision-independent target variable. In
this setting, the sale price predictions of participants does
not impact downstream house sale prices. Therefore, we list
this task as decision-independent target variable. While it
is conceivable that loan o�cer, real estate agent, or online
platform price predictions could impact house sale prices
(e.g., Zestimates) in similar settings, this is not the case in
this particular evaluation because there is not a decision
being informed by the model that directly impacts observed
prices. In particular, the historical data available for model
training lists a full set of houses and their corresponding
prices, with no prior human decisions/price predictions that
might have impacted the price. Because observed prices are
not connected to the prediction task in this study, we list
this as decision-independent. Therefore, while outcome mea-
surement error could be a concern in this setting due to
di�ering notions of “house quality”, selection bias, confound-
ing, selective labels, and treatment e�ects are not a concern
in this evaluation. As a result, �ndings from this study
may be most likely to generalize to other decision-
independent target variable tasks (e.g., nutrient con-
tent prediction, forest cover prediction) and may be
less likely to generalize to real-world predictive model
deployments with decision-dependent outcomes.

A.2.3 Study 3: Liu et al. [64]. This study examines whether in-
teractive explanations and out-of-distribution examples can foster
human-AI complementary. Out-of-distribution examples refers to
a setting in which the human-AI team makes decisions involving
instances from a distribution that di�ers in composition from the
model training dataset. The authors experimentally manipulate
(1) sources of distribution shift and (2) presentation of interactive
explanations. The authors conduct evaluations via recidivism pre-
diction tasks (see Study 6 below) and an occupation classi�cation
task in which participants predict an individual’s occupation given
a written biography drawn from the BIOS dataset. We show the
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sub-region of focus and ADS regime for the occupation prediction
task in Figure 4.3.

• Sub-region of focus: ⇡ , - , . . This study focuses on the
sub-region with joint decisions (⇡), model observables (- ),
and outcome proxies (. ). We include model observables (- )
because participants were shown a written biography about
each person drawn from the BIOS dataset [27]. We include
decisions ⇡ because the authors experimentally manipulate
the explanation type and data distribution and examine im-
pacts on human-AI decision quality. We include the proxy
label (. ) because the authors list a prediction target involv-
ing the reported occupation of an individual in the dataset
(e.g., psychologist, physician, surgeon, teacher, and profes-
sor). We do not include . ⇤ because the reported occupation of
individuals in the BIOS data can overlook reporting bias or
multiple professions (e.g., physician and professor), which is
not examined in the experimental manipulation. We do not
include / because the study participants and model were
both given access to the same biography information. We
do not include the edge connecting decisions ⇡ and out-
comes . , . ⇤ because participant guesses do not in�uence
the occupation of individuals in the BIOS data.

• ADS Regime: decision-independent target variable. Be-
cause participant responses do not in�uence the occupations
of individuals in the dataset, this is a task with decision-
independent target variables. The authors do examine se-
lection bias by modifying the distribution at run-time (e.g.,
out-of-distribution examples). Therefore, this evaluation
may generalize to ADS deployments in which models
are subject to selection bias, but may generalize less
readily to decision-dependent outcome tasks or those
with pronounced outcome measurement error.

A.2.4 Study 4: Zhang et al. [102]. This study examines whether
showing model con�dence scores (probability estimates) and local
explanations helps humans make more accurate decisions while
using predictive models. This study also examines whether these
decision-time interventions help humans better calibrate trust in the
models predictions, de�ned as following recommendations more
often when the model is more con�dent. To test this hypothesis, the
authors trained a model to predict whether an individuals income
would exceed $50 given tabular demographic and job information
from the UCI Adult Data Set. We show the sub-region of focus and
ADS regime in Figure 4.4.

• Sub-region of focus: ⇡ , - , . . This study focuses on the
sub-region with joint decisions ⇡ , observables - , and out-
come proxies . . We include model observables (- ) because
both the human and the model had access to the same set
of 8 attributes about individuals while predicting their in-
come. We include the proxy label (. ) because the authors
list a target outcome involving whether an individual makes
more or less than $50 . We include joint human model deci-
sions (⇡) because the experimental treatment involves di�er-
ent decision-time interventions shown to participants (i.e.,
model con�dence scores or explanations). We do not include
. ⇤ because the authors do not examine sources of measure-
ment error that can impact the reported income available in

data. The authors leverage the UCI Adult dataset based on
1994 Census Data, which could be subject to various sources
of reporting bias. We do not include the edge connecting
decisions ⇡ and outcomes . , . ⇤ because participant guesses
do not in�uence the income of individuals in the dataset.

• ADS Regime: decision-independent target variable. Be-
cause participant responses do not in�uence the income of
participants, this task includes decision-independent target
variables. As a result, confounding, selection bias, interven-
tion e�ects, and selective labels are not a concern in this task.
As a result, �ndings from this studymay bemost likely
to generalize to other decision-independent target
variable tasks (e.g., house price prediction, jellybean
counting) and may be less likely to generalize to real-
world predictive model deployments with decision-
dependent outcomes.

A.2.5 Study 5: Gordon et al. [41]. This work proposes a normative
and technical framework called Jury Learning, which is intended
to help practitioners “recognize and integrate annotator disagree-
ment in the classi�er pipeline [41].” Under the proposed framework,
model developers specify groups of users whose opinions should be
considered during moderation decisions (i.e., juries), along with a
relative weighting of each group. At inference time, amodel predicts
the annotations of each individual annotator, and a �nal decision
is reached by combining predictions via the speci�ed jury rule.5
As part of the framework evaluation, the authors recruited online
moderators from Discord, Twitch, and Reddit, and evaluated the
diversity of annotator pools constructed via Jury Learning against
a baseline of “majority vote” aggregation in a comment toxicity
classi�cation task. Thus, this study di�ers from those discussed
above because the involvement of human subjects occurs at model
development time rather than at decision time. Nevertheless, this
toxicity classi�cation task falls within our framework scope (§ 3.1).
We show the sub-region of focus and ADS regime in Figure 4.5.

• Sub-region of focus: - , . , . ⇤. We include model observ-
ables (- ) because both the human and the model have access
to the same set of information about comments.We include.
and . ⇤ because the study investigates how practitioners con-
struct di�ering jury rules for mapping observed ratings from
participants (. ) to the latent construct of “toxicity” being
predicted by the model (. ⇤). The ⇡ region is not included in
this study because the authors do not examine content mod-
eration decisions or toxicity ratings at deployment time. We
omit unobservables / because the authors do not study how
unobserved information could impact toxicity perceptions
of annotators or the learned jury decisions.

• ADS Regime: decision-independent. In this setting, the
label targeted by toxicity classi�cation models is determined
by the subjective opinion of the annotator viewing the con-
tent. As a result, measurement error is relevant in this set-
ting because the operationalization of “toxicity” targeted by
the model depends on the identity of the user, the context
in which the post is viewed, and the annotation protocol,
among other factors. However, confounding, selection bias,

5See [41] for framework details not discussed in this summary, such as repeated
sampling over several trials.
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selective labels, and treatment e�ects are not of concern in
this setting because there is not a time dependency of deci-
sions and outcomes. Therefore, �ndings from this study
may be most likely to generalize to other decision-
independent target variable tasks (e.g., house price pre-
diction, jellybean counting) and may be less likely to
generalize to real-world predictive model deployments
with decision-dependent outcomes.

A.2.6 Study 6: Green and Chen [42]. This work examines whether
risk assessments improve the accuracy, fairness, and reliability of
human decisions in �nancial lending and recidivism prediction
tasks. The authors train risk assessments to predict re-arrest and
loan default outcomes given tabular administrative data. The ex-
perimental conditions test several variations of the procedure for
presenting risk assessment information to participants (e.g., no
score, local explanation, immediate outcome feedback) before par-
ticipants make the �nal decision. We show the sub-region of focus
and ADS regime in Figure 4.6.

• Sub-region of focus: ⇡ , - , . . We include the ⇡ region be-
cause experimental conditions manipulate the joint human-
model decision-making process. We include the - region
because participants were provided with a narrative pro�le

containing factual content that coincides with the model
training features (e.g., defendant age, applicant credit score).
We include the proxy label region . because the authors list
a target outcome consisting of failure to appear or re-arrest
(recidivism) and loan default. We omit the target variable . ⇤
because the authors do not examine sources of measurement
error impacting recorded re-arrest and default outcomes (e.g.,
crimes that go unreported). We do not bold the arrow from
⇡ to . and . ⇤ because the authors do not examine how the
historical decisions of judges or loan o�cers might in�uence
the outcomes available for the applicant pool.

• ADS Regime: decision-dependent target variable. Both
experimental tasks included in this study involve a setting
in which a model is trained on data from decisions made
under an earlier decision-making policy. As a result, loan re-
payment is only observed among approved applicants, while
re-arrest and failure to appear is only observed among re-
leased defendants. As a result, the model included in this
experimental task is subject to selection bias, selective la-
bels, confounding, intervention e�ects, and measurement
error. Therefore, �ndings from this study may be most
likely to generalize to other decision-dependent target
variable tasks.
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