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Abstract
Dual-porosity models are often used to describe solute transport in heterogeneous media, but the parameters within these

models (e.g., immobile porosity and mobile/immobile exchange rate coefficients) are difficult to identify experimentally or relate to
measurable quantities. Here, we performed synthetic, pore-scale millifluidics simulations that coupled fluid flow, solute transport,
and electrical resistivity (ER). A conductive-tracer test and the associated geoelectrical signatures were simulated for four flow rates
in two distinct pore-scale model scenarios: one with intergranular porosity, and a second with an intragranular porosity also defined.
With these models, we explore how the effective characteristic-length scale estimated from a best-fit dual-domain mass transfer
(DDMT) model compares to geometric aspects of the flow field. In both model scenarios we find that: (1) mobile domains and
immobile domains develop even in a system that is explicitly defined with one domain; (2) the ratio of immobile to mobile porosity
is larger at faster flow rates as is the mass-transfer rate; and (3) a comparison of length scales associated with the mass-transfer
rate (Lα) and those associated with calculation of the Peclet number (LPe) show LPe is commonly larger than Lα. These results suggest
that estimated immobile porosities from a DDMT model are not only a function of physically mobile or immobile pore space, but
also are a function of the average linear pore-water velocity and physical obstructions to flow, which can drive the development of
immobile porosity even in single-porosity domains.

Introduction
To predict solute transport in porous media, the

advection-dispersion equation (ADE) is commonly
used. Because the ADE assumes Fickian spreading, it
cannot predict “anomalous” behavior including late-time
concentration tailing from the slow release of solutes and
concentration rebound (e.g., Feehley et al. 2000; Levy
and Berkowitz 2003; Major et al. 2011), which impede
remediation efforts and drive up remediation costs at
many contaminated sites in both fractured rock (e.g.
Meigs and Beauheim 2001; Becker and Shapiro 2003; Liu
et al. 2007; Kang et al. 2015, 2017; Nagare et al. 2020)
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and porous media (e.g. Zheng et al. 2011; De Barros
et al. 2013; Moradi and Mehdinejadiani 2018). Conse-
quently, conceptual models that divide groundwater solute
transport into multiple domains of differing connectivity
to the main flowpath(s) have been shown to better describe
transport in many systems (Harvey and Gorelick 2000;
Karimi-Fard et al. 2006; Liu and Kitanidis 2012; De
Dreuzy et al. 2013; Bolster et al. 2019).

One such conceptual model that breaks solute
transport into two domains is dual-domain mass transfer
(DDMT), which assumes the aquifer material can be
described by two parameters beyond those in the ADE: an
immobile porosity and the mass-transfer rate coefficient
between the mobile and immobile porosity. In 2D,
DDMT is described by:

εm
∂Cm

∂t
+ εim

∂Cim

∂t

= εm

(
∂Cm

∂x

(
D

∂Cm

∂x

)
+ ∂Cm

∂y

(
D

∂Cm

∂y

))

− εm

(
∂u(x)Cm

∂x
+ ∂u(y)Cm

∂y

)
, (1a)

εim
∂Cim

∂t
= α (cm − cim) , (1b)

where εm and εim are the mobile and immobile porosi-
ties [dimensionless], respectively; cm and cim are the
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concentrations in the mobile and immobile porosities
[M/L3], respectively; D is the hydrodynamic dispersion
coefficient [L2/T], which is defined as the sum of mechan-
ical dispersion (De) [L2/T] and molecular diffusion (D*)
[L2/T]; u is the average linear pore water velocity in the
x and y direction [L/T]; and α is the mass-transfer rate
coefficient [T−1]. In DDMT, the mobile domain porosity
is defined as the fraction of aquifer where advection and
dispersion occur, whereas the immobile domain porosity
is the fraction where solute is stagnant and diffuses
to/from the mobile domain. The ratio of the immobile to
mobile porosity is referred to as β, the capacity coeffi-
cient. The mass-transfer rate coefficient, α, is a parameter
that describes how easily mass can move between these
porosities and is related to the characteristic diffusive
length scale, Lα , by (Haggerty and Gorelick 1998):

Lα =
√

D∗/α, (2)

Other mass-transfer formulations consider diffusion
to/from regions of various shapes, for example, spherical
grains, as tabulated in Haggerty and Gorelick (1998). The
mass-transfer rate is commonly determined by adjusting
model variables until model results match the data (e.g.,
Rao et al. 1980; Knox et al. 2016). Despite notable
previous work that employs DDMT models, one open
question is what exactly “immobile” porosity means in
many aquifer systems (e.g., Wheaton and Singha 2010;
MahmoodPoor Dehkordy et al. 2018; Foster et al. 2021).

For this work, we consider two dimensionless
numbers that are often used to determine the importance
of advective, diffusive, and mass-transfer controls in
groundwater systems. For example, the importance of
the advective versus mass transfer is described by the
Damkohler I number (Bahr and Rubin 1987):

DaI = α (1 + β)
x

u
, (3)

where x is the distance traveled from the solute source
to the observation location [L]; thus, DaI is the ratio
of advective time scale (x/u) to the time scale of mass
transfer ([α (1 + β)]−1). Values of DaI > 1 and Da1 < 1
describe, respectively, zones where mass-transfer dom-
inates and zones where advection dominates. One of
the assumptions of the DDMT model is that immobile
regions are diffusively controlled whereas mobile regions
are advectively controlled. The relative roles of advection
and diffusion are quantified by the dimensionless Peclet
number:

Pe = LPeui

D∗ , (4)

where LPe is the characteristic length [L] and ui is the
local velocity [L/T]. Thus, values of Pe > 1 and Pe < 1
describe zones of advectively and diffusively controlled
transport, respectively (Bahr and Rubin 1987). Here, we
look to explore how the ratio of diffusively to advectively
controlled areas in the numerical models, based on the
Peclet number, compare to estimated ratios of immobile

porosity to mobile porosity (β). While the Peclet number
is commonly employed at the field scale, we follow
previous work that has defined a local Peclet number at
the pore scale (Hasan et al. 2019, 2020). What defines
a characteristic length varies by investigation (Huysmans
and Dassargues 2005), and it is an open question as to
whether LPe is or should be related to Lα . Consequently,
the goal of this work is to explore how immobile porosity
is determined in systems when an immobile porosity is,
and is not, explicitly defined.

One other complication is that although DDMT mod-
els have shown to fit experimental data better than the
ADE in some cases (Feehley et al. 2000; Liu et al. 2010;
Zheng et al. 2011; Liu and Kitanidis 2012), they include
more unknown variables. Recent research has attempted
to resolve the difficulty in parameterizing DDMT models
by determining information on the immobile pore space
by using fluid sampling coupled with electrical resistivity
monitoring of conductive tracers (e.g., Singha et al. 2007).
Fluid sampling from wells in the field preferentially
draws from the mobile domain, therefore providing
limited information on the immobile pore space whereas
electrical resistivity is sensitive to the bulk composition
of an aquifer. Therefore, electrical resistivity can be used
in conjunction with co-located fluid sampling to infer the
mass transfer rate and ratio of immobile/mobile porosity
(e.g., Day-Lewis and Singha 2008). In particular, DDMT
models can explain the hysteresis between the injection
and flushing limbs on plots of fluid electrical conductivity
versus bulk apparent electrical conductivity in the field
(e.g., Singha et al. 2008; Briggs et al. 2013; Scruggs
et al. 2019), in numerical studies (e.g., Wheaton and
Singha 2010; Day-Lewis et al. 2017), and in laboratory
work (e.g., Swanson et al. 2012, 2015; Foster et al. 2021).
There have also been a number of excellent experimen-
tal papers recently looking at pore-scale studies of
transport in millifluidics cells (De Anna et al. 2014;
Jiménez-Martı́nez et al. 2015). Several of these papers
used electrical monitoring (Jougnot et al. 2018; Visen-
tini et al. 2023), including for reactive transport (Izumoto
et al. 2022). Here, we also look to explore how the
hysteresis between bulk apparent and fluid conduc-
tivity contribute to our qualitative, if not quantitative,
understanding of mass transfer at this small scale.

We developed a pore-scale multiphysics numerical
model in 2D to simulate (1) fluid flow, (2) solute
transport, and (3) direct-current electrical conduction.
Like others previous work (e.g., Jougnot et al. 2018;
Visentini et al. 2023) a pore-scale model is formulated
such that every pore and grain is represented explicitly
so that we can systematically assess hydrologic param-
eters controlling solute transport and the response of
electrical resistivity monitoring. However, we employ a
pore-scale model so that we can explore how the mass
transfer rate and immobile porosity are estimated in
systems of varying complexity. Two saturated systems
are simulated: one explicitly defined as a single domain
with only intergranular porosity (i.e., the grains are
impermeable and not porous), and another model defined
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Figure 1. Physical representation of the water-saturated model domain. The gray space is defined as fluid and the white
circles represent individual grains. The left border serves as the model inlet where groundwater, solute, and electrical current
enter the domain, whereas the right border serves as the outlet for groundwater, solutes, and electrical current. The top and
bottom boundaries, as well as grain surfaces, serve as no-flow boundaries and electrical insulators for the impermeable grains
model scenario; however, in the second scenario, the grains are defined as permeable.

with an additional, intragranular porosity (i.e., the grains
are permeable and porous); we refer to these as the
impermeable-grains model scenario and permeable-grains
model scenario hereafter. The impermeable grains model
scenario replicates that of Liu and Kitanidis (2012),
which enables comparison of our single-domain results
to those previously published, although we add electrical
conduction modeling to that scenario. We then extend
that work by simulating permeable grains to explore
systems with an explicitly defined secondary porosity.
In both model scenarios, we add electrical conduction
modeling and simulate a range of pressure gradients to
observe how changes in the velocity impact the estimates
of mass transfer and immobile porosity.

Model Setup and Equations
The 2D pore-scale model was created using COM-

SOL Multiphysics 5.6, which uses the finite-element
method to solve systems of partial differential equations
(PDEs). As in Liu and Kitanidis (2012), the domain
is defined as 1 × 2 cm with grains with radii of 0.090,
0.045, and 0.020 cm (Figure 1). Although the model
domain was traced digitally, Liu and Kitanidis (2012)
report a porosity of 0.41, whereas the model domain
for this analysis was found to have a porosity of 0.51.
The discrepancy in defined porosity may be because we
traced a pixelated image of the model domain defined by
Liu and Kitanidis (2012).

The model is assumed to be a plane view of a porous
medium; therefore, the effects of gravity are neglected.
For simulating fluid flow, solute transport, and the flow
of electric currents, COMSOL Multiphysics solves the
respective 3D PDEs by assuming the normal vector in
the z -direction is 0, therefore simplifying to a 2D PDE.
Resolving 3D PDEs in 2D allows the user to define
more physically meaningful units like one might see in
performing field or lab work; for example, concentration
is defined as mol/m3 instead of mol/m2.

Three physical processes are simulated: (1)
steady-state fluid flow using Stokes flow (Equation 5a
through 5c) when grains are impermeable and incor-
porating the Brinkman equations (Equation 6a through
6c) when grains are permeable, (2) transient solute
transport via the ADE (Equations 7a, 7b, 8a, and 8b), and
(3) steady-state electrical conduction assuming Ohm’s
law and current conservation (Equation 9a through
9c). We extract solute concentration (a proxy for fluid
conductivity) and simulated electrical data from the
model and use those data to calculate bulk conductivity
and estimate mass transfer rates and immobile porosities.
All parameters used in the numerical models are listed
and described in Table A1 in Supplemental Material.

The pore-water velocity field throughout the model
domain was determined using the COMSOL Creeping
Flow Interface. It assumes incompressible Stokes flow,
which neglects the inertial term in the Navier-Stokes
equation under the assumption of non-turbulent flow for
the impermeable grains model scenario. Therefore, when
the model is defined as a single domain the pore-water
velocity distribution can be described using

0 = ∇ · (−pI + G) + F, (5a)

ρ∇ · u = 0, (5b)

G = µ
(
∇u + (∇u)T

)
, (5c)

where p is pressure (Pa), I is the identity matrix (−), G
is the viscous stress tensor (Pa), F is the volume force
vector (N/m3), ρ is the density of water (kg/m3), and µ

is the dynamic viscosity of water (Pa·s).
The Brinkman equations (Equation 6a through 6c) are

included when permeable grains are defined. Therefore,
the Navier–Stokes equations are solved for the velocity
and pressure field in open regions, and the Brinkman
equations apply in the porous regions; at the interface
between open regions and porous regions, velocity
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and pressure are considered continuous (Le Bars and
Worster 2006). The Brinkman equations combine the
continuity equation and the momentum equation:

0 = ∇ · [pI + G] −
(

µκ−1 + Qm

ε2
p

)

u + F, (6a)

ρ∇ · u = Qm, (6b)

G = µ
1
εg

(
∇u + (∇u)T

)
− 2

3
µ

1
εg

(∇ · u)I, (6c)

where κ is the permeability tensor of the porous medium
(m2), εg is the intragranular porosity (−), and Qm is the
mass source/sink (kg/[m3s]).

To solve for the movement of solutes throughout the
domain, the velocity u is solved for as the dependent
variable from the Navier-Stokes and Brinkman equations
and incorporated as the independent variable of the ADE:

∂ci

∂t
+ ∇ · (Mi + uci) = Ri + Si, (7a)

Mi = −
(
De + D∗) ∇ci,n, (7b)

where ci is the local concentration of species i (mol/m3),
M i is the mass flux relative to the mass averaged
velocity (mol/[m2s]), Ri is the reaction rate for the species
(mol/[m3s]), and Si is an additional source/sink term
(mol/[m3s]). Ri and S i are defined as 0 mol/(m3s) for our
purposes. The mechanical dispersion coefficient De is also
defined as 0 m2/s here. When an intragranular porosity is
defined, Equations 7a and 7b are expanded to simulate
pore-water concentrations in the intragranular porosity and
intergranular porosity as:

∂
(
εgci,g

)

∂t
+

∂
(
ρci,p

)

∂t
+ ∇ · (Mi + uci) = Ri + Si,

(8a)

Mi = −
(
De +

εg

τ
D∗

)
∇ci,n, (8b)

where ci,g is the local intragranular concentration, ci,p is
the local intergranular concentration, and τ is the tortu-
osity (dimensionless) which is considered proportional to
the cubic root of porosity, τ = εg

−1/3 .
Lastly, the electrical conduction is simulated as a

current conservation problem where the solute concen-
tration field is converted to fluid electrical conductivity
using a linear transform where each 1 mg/L equates
to 0.002 mS/cm (Keller and Frischknecht 1966). This
equation was coupled with the molar mass of NaCl so
that the conversion from concentration in mol/m3 to
fluid electrical conductivity in S/m is represented by
58.44 g/mol × 0.0002 S/m. The Electric Currents interface
solved for the electric potential at steady-state at a series
of timesteps via the following equations:

∇ · J = Qj,v, (9a)

J = σ E + Je, (9b)

E = −∇V, (9c)

where J is the current density (A/m2) and the subscript
e denotes an externally generated current density, Qj,v
is the externally generated volumetric current source
(A/m3), σ is the bulk electrical conductivity (S/m), E is
the electric field, and V is the electric potential or voltage
difference (V). It should be noted that Qj,v is invoked
because the code assumes a unit (1 m) out-of-plane
thickness for 2D simulations and the current is applied
along the domain boundary which is therefore treated as a
surface. A unit out-of-plane thickness for 2D simulations
of electric currents is required to resolve the flow of
electric currents, where the electric potential only varies
in the x and y directions but is considered constant in
the z direction (out-of-plane).

Model Boundary Conditions and Parameters
The physical parameters and boundary conditions

of the impermeable-grains model scenario are shown
in Figure 1 and Table 1 and are defined to reproduce
those of Liu and Kitanidis (2012). In the model domain,
the flow is defined as moving from left to right by a
prescribed pressure gradient. The top and bottom bound-
aries are defined as no-flux boundaries. When grains are
impermeable, they are defined with a no-slip condition.

For modeling solute transport and electric currents,
several additional boundary conditions were defined
(Figure 1). Solute is injected from the left boundary as
a mass flux which defines the concentration at the inlet
as 1.684 mol/m3 and the electric potential is defined
as 0 V. At the right boundary, the solute is allowed to
flow freely through an open boundary condition and
the electric potential is defined as 1 V. Additionally,
the top and bottom boundaries are defined as no-flux
boundaries for both electric current and solute transport.
Lastly, in the model scenario with impermeable grains,
the grain boundaries are defined as electric insulators
and no-flux boundaries. In the permeable-grains model
scenarios, electric current and solutes can flow through
the intragranular porosity of the grains; however, the
grains themselves are electric insulators, so their electrical
conductivity is a function of concentration.

Using a constant mass flux boundary condition,
which behaves like a fixed concentration boundary con-
dition at each timestep, we inject saline solute at 0.684
(background and flushing) and 1.684 (tracer injection)
mol/m3. We define the initial background concentration
before injection begins and during the flushing stage
as 0.684 mol/m3, which corresponds to natural freshwa-
ters (Fetter 2001), rather than 0 mol/m3 as in Liu and
Kitanidis (2012). Defining the background concentra-
tion as greater than 0 mol/m3 prevents having a fluid
with infinite electrical resistivity, which is unrealistic for
the electrical simulations. Therefore, the domain concen-
tration ranges between 0.684 mol/m3 and 1.684 mol/m3
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Table 1
Physical Parameters and Boundary Conditions Used in the Coupled COMSOL Models

Parameter Value Parameter Value

Inlet pressure head (p) 0.001, 0.01, 0.1, 1 Pa Outlet pressure head (p) 0 Pa
Initial inlet/outlet concentration (c0 ) 0.684 mol/m3 Injection concentration (ci ) 1.684 mol/m3

Inlet electric potential (V ) 0 V Outlet electric potential (V ) 1 V
Fluid density (ρ) 1000 kg/m3 Dynamic viscosity of fluid (µ) 8.9 × 10−4 Pa-s
Diffusion coefficient (DD ) 1 × 10−9 m2/s Dispersion coefficient (De) 0 m2/s
Intragranular porosity (εg ) 1% Intragranular permeability (κ) 1 × 10−20 m2

Injection transition period 5 s

All parameters are constant for every model scenario, except for the inlet pressure (p), intragranular porosity (εg ) and intragranular permeability (κ). The inlet pressure
is adjusted to define the hydraulic gradient, whereas the intragranular porosity and permeability are defined to create the permeable grains model scenario.

Table 2
The Eight Model Scenarios Conducted

Model
Scenario

Grain
Parameters

Hydraulic
Gradients

Models 1–4:
Impermeable
grains scenario

Grain permeability
(κ) = 0 m2

Intragranular porosity
(εg ) = 0%

5.1 × 10−6,
5.1 × 10−5,
0.00051,
0.0051

Models 5–8:
Permeable
grains scenario

Grain permeability
(κ) = 1 × 10−20 m2

Intragranular porosity
(εg ) = 1%

5.1 × 10−6,
5.1 × 10−5,
0.00051,
0.0051

whereas the simulations of Liu and Kitanidis should
range between 0 and 1 mol/m3. Saline injection was per-
formed for 8.0 min in all models, which allowed near
saturation of the model domain and was followed by a
flushing period of equivalent duration with comparatively
fresh water of 0.684 mol/m3 to remove solute from the
model domain for the electrical simulations. Lastly, for
both the impermeable- and permeable-grains scenarios,
the pore-water flow regime is simulated at four pressure
gradients (Table 2): 50, 5, 0.5, and 0.05 Pa/m, equiv-
alent to hydraulic gradients of 5.1 × 10−6, 5.1 × 10−5,
0.00051, 0.0051, respectively (Table 2). This correlates
to pore-water velocities ranging from 6.3 × 10−7 m/s to
6.4 × 10−4 m/s, whereas Liu and Kitanidis (2012) consid-
ered velocities from 2.4 × 10−8 m/s to 1.4 × 10−6 m/s.

Calculating the Bulk Apparent Conductivity of the
Millifluidics Device

The bulk apparent conductivity of the domain is
calculated from Ohm’s law, where the electric potential
is directly related to the product of electric current and
resistance of the medium. To estimate the electrical
resistance, the normal current density flux at the outlet
is calculated, thus allowing for a time-dependent estimate
of current at the outlet; additionally, the electric potential
difference between the inlet and outlet is 1 V as defined
in the boundary conditions. Lastly, as would be done in
a field investigation, a homogeneous medium is assumed,
and the geometric factor K [L] can be defined as follows

at the pore scale (Binley and Slater 2020):

K = A/w (10)

where A is the cross-sectional area [L2], and w is the
length [L] between the observed voltage difference. For
this study, because the model is defined with a unit
thickness, the geometric factor K is equal to 0.5 cm.
We note that the normal current density at the outlet is
used instead of defining potential electrodes within the
interior of the domain due to the scale of investigation.
Additionally, we use the normal current density at the
outlet because potential electrodes situated perpendicular
to the direction of the potential gradient would induce a
potential difference of 0 V. The bulk apparent conductivity
estimated via COMSOL is then plotted in time-series
against the calculated fluid conductivity for mass transfer
analyses of immobile porosity and mass-transfer rate
(Singha et al. 2007; Briggs et al. 2014).

Improving the Numerical Stability of the Simulation
Several stabilization techniques were employed

to minimize numerical instabilities in the model (e.g.,
Zheng and Bennett 2002). First, the concentration at
the inlet was ramped up to the tracer concentration
and back down to background concentration over 5 s
using a numerically smoothed transition from 0.684
to 1.684 mol/m3. Injection of saline tracer, defined as
1.684 mol/m3, occurs between 20 s and 500 s, otherwise
the background concentration of 0.684 mol/m3 is injected
at all other times. Second, we include streamline and
crosswind diffusion, which introduce numerical diffusion
in the direction of, and orthogonal to, the transport direc-
tion (Zienkiewicz et al. 2013). Together, these efforts
eliminated artificial oscillations in the breakthrough
curves.

Fitting Analytic Solutions of the DDMT Equation
In all model simulations, an analytic solution of the

1D version of Equation 1 was fit to the advective flux of
concentration from the outlet of the millifluidic cell. We
use the multi-rate Laplace-domain code of Day-Lewis
et al. (2017) to solve 1D transport within the column,
representing all diffusion as mass transfer and assuming
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a single rate and immobile domain. The Laplace-domain
solution simplifies to:

c̃m = cinj

[
1
s

− 1
s

exp (−Toffs)

]

× exp
[−xs

v

(
1 + αβ

α + s

)]
H(x) + c0, (11a)

c̃im = αβ

α + s
cim + c0, (11b)

where c̃m and c̃im are the Laplace-transformed mobile-
and immobile-domain concentrations, respectively; H (x)
is the Heaviside function; v is average linear pore fluid
velocity; T off is the time at which injection of tracer ends
and flushing begins; and c0 is the initial concentration,
equal in both domains and uniform within each immobile
compartment; and s is the Laplace parameter. The inverse
Laplace transform is implemented using the de Hoog
algorithm and code by Hollenbeck (1998).

To calculate the outlet concentration for use in
parameterization of the 1D analytic model, we computed
the advective flux as a line integral at the outlet,
where the advective flux was considered analogous
to transport predominantly contributed through mobile-
porosity pathways. The advective flux of concentration
at the outlet is used for Equation 1, which is fit using a
nonlinear least-square regression technique in MATLAB
built on a trust-region-reflective algorithm (Coleman and
Li 1996); this effectively equates the outlet concentration
with what would be obtained via sampling from a
representative elementary volume of dual-domain media.
It iteratively adjusts the estimates of β and α until the
magnitude of the residuals between the model output
and the analytical solution is minimized. In addition
to the fitting parameters β and α, the average linear
velocity is required for the analytic solution; this is
calculated based on the median arrival time of tracer at
the outlet.

Peclet Analysis
We compare our β values estimated from the

analytical solution to the ratio of area within the model

domain that is diffusively controlled versus advectively
controlled as defined by a local Peclet number:

βpe =
∑

Pei < 1∑
Pei > 1

. (12)

For the Peclet analysis, the velocity data were
transferred from COMSOL to MATLAB on a regular
grid that was spaced at 1140 × 570 points in the 2-cm
by 1-cm domain. The Peclet analysis was performed as
a binary assessment where Pei was calculated locally at
each grid cell from Equation 4 using a parameter sweep
over LPe . For each value of LPe , a local calculation
of Pei was categorized as Pei > 1 or Pei < 1 and
counted (Equation 12), thus allowing us to estimate
areas of advectively or diffusively controlled transport.
The parameter sweep was performed to determine the
corresponding LPe at which β and βPe match. The range
of Lpe was bounded between 1.07 × 10−3 cm and 2.00 cm,
corresponding to twice the approximate side length of the
smallest mesh element and the length of the millifluidics
cell, respectively. As such, lengths that are slightly
larger than the smallest spatial discretization, up to the
distance between the source of the solute and observation
(Huysmans and Dassargues 2005) are assessed. Lastly, we
then compared the estimated LPe to Lα as calculated from
Equation 2.

Results and Discussion
Considering two model scenarios of permeable grains

and impermeable grains at four hydraulic gradients, the
results of eight model iterations are discussed below.

Model Scenario with Impermeable Grains

Electrical Hysteresis
The characteristics of electrical conductivity hys-

teresis and thus the estimated DDMT parameters vary
depending on the hydraulic gradient for the model
scenario of impermeable grains. Given the four hydraulic
gradients, the pore-water velocity at the outlet varies
between 6.4 × 10−5 and 6.4 × 10−2 cm/s (Figure 2),

Figure 2. Pore-water flow regimes for the scenarios of: (A) impermeable grains, and (B) permeable grains. For both model
scenarios, the pore-water velocity scales from 0 to 4 × 10−4 cm/s, 0 to 4 × 10−3 cm/s, 0 to 4 × 10−2 cm/s, and 0 to 4 × 10−1

cm/s for hydraulic gradients (dh/dL) of 5.1 × 10−6, 5.1 × 10−5, 5.1 × 10−4, and 5.1 × 10−3, respectively.
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Figure 3. Concentration maps for the scenario of (A,B) impermeable grains, and (C,D) permeable grains. For both model
scenarios, the two highest and lowest hydraulic gradients (dh/dL) are shown: 5.1 × 10−6 and 5.1 × 10−3.

Figure 4. Hysteresis curves from plotting the bulk apparent versus fluid electrical conductivity in both model scenarios at
various head gradients, where A-D are results from impermeable grains at head gradients of (A) 5.1 × 10−6, (B) 5.1 × 10−5,
(C) 5.1 × 10−4, (D) 5.1 × 10−3 and (E,F) are results from permeable grains at head gradients of (E) 5.1 × 10−6, (F) 5.1 × 10−5,
(G) 5.1 × 10−4, (H) 5.1 × 10−3.

which drives expected changes in the concentration
(Figures 3, S1 and S2). At the lowest hydraulic gradient
of 5.1 × 10−6, hysteresis between the fluid and bulk
apparent conductivity occurs (Figure 4A), implying
DDMT behavior even in the absence of a defined sec-
ondary porosity. As the hydraulic gradient is increased by

one and two orders of magnitude, the hysteresis behavior
remains (Figure 4B and 4C), but as the hydraulic gradient
is increased by three orders of magnitude, DDMT is
reduced (Figure 4C) and eventually eliminated altogether
at a hydraulic gradient of 0.0051 (Figure 4D), such that
the fluid versus bulk apparent conductivity plots follow
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a straight line. Hysteresis curves that collapse to a line
(i.e., Archie’s Law) suggest the absence of DDMT.

We additionally note that bulk apparent electrical con-
ductivity changes faster than fluid electrical conductivity,
thus creating a ‘backwards’ hysteresis loop. Backwards
hysteresis occurs from difficulty in collocating the fluid
and bulk apparent conductivity measurements because the
model is defined at the pore scale, with the fluid sam-
pling location defined at the outlet and the bulk apparent
electrical conductivity measurements defined across the
entire model domain from inlet to outlet. Several model
iterations were performed with different configurations of
current and potential electrodes, which sometimes pro-
duced backwards hysteresis between apparent bulk and
fluid electrical conductivities. Backwards hysteresis, at
this scale, results from a convolution of two issues: (1)
difficulty with collecting collocated fluid and apparent
bulk electrical conductivity measurements, and (2) a scale
issue, where the scale associated with electrode measure-
ments is not well suited to the scale of the model domain.
Potential electrodes situated in diffusively or advectively
dominated regions appeared to impact behavior of hys-
teresis. When the fluid sampling location is situated in
an advective pathway, hysteresis proceeds in a “normal”
direction, whereas when the fluid sampling location is
situated in a more strongly diffusive pathway, hysteresis
proceeds in a “backwards” direction. Briggs et al. (2014)
discussed backwards hysteresis at the field scale exten-
sively, attributing the behavior to non-collocated fluid and
bulk apparent conductivity measurements. In a pore-scale
numerical model, non-collocation is impossible to avoid.
In our case, we see that observed change in the fluid elec-
trical conductivity measurements is delayed by the time
required for solute to travel across the model domain.
In general, bulk apparent electrical conductivity measure-
ments increase faster than the fluid electrical conductivity
because the bulk apparent electrical conductivities are sen-
sitive to the entire composition of the model domain.

Parameterizing the 1D Analytic Solution of the DDMT
Equation

We estimated α and β by fitting the model concen-
tration histories to the analytic solution of the DDMT
equation, and then calculated the DaI for the best-
fit parameters. The results of estimated α, β, and DaI
exhibit several trends that imply more pronounced DDMT
behavior at lower hydraulic gradients. As the hydraulic
gradient increases from 5.1 × 10−6 to 0.0051, α increases
from 0.018 s−1 to 1.6 s−1 (Figure 5A), β increases from
0.9 and 4.1 (Figure 5B), and DaI decreases from 4.6
to 2.0 (Figure 5C). These results are consistent with
observations of hysteresis between the fluid and bulk
apparent electrical conductivity, which show greater
separation in the hysteresis curves at low flow (Figure 4A
through 4D). β trends upwards with increasing flow,
indicating the development of preferential flowpaths as
pore-water velocity increases. At the fastest flow, DDMT
is negligible. At low flows, we see: (1) slower mass
transfer rate coefficients, (2) greater Damkohler numbers,

and (3) greater separation between lines in the hysteresis
curves.

Liu and Kitanidis (2012) similarly show that
the effective mass-transfer rate coefficient increases
non-linearly at higher velocity regimes; it can also
be inferred from their work that estimated immobile
porosity non-linearly increases with increasing velocity.
Our results generally agree with theirs, which show
increasing immobile porosity with velocity; however, we
consider slightly higher velocities. On the other hand,
at flows notably lower than assessed in this experiment,
transport would likely be sufficiently characterized by
the ADE because the model would become a diffusive
transport problem (Liu and Kitanidis 2012). Although
Liu and Kitanidis (2012) conclude that mobile porosity
approaches an asymptotic value with increasing velocity
our results do not reach an asymptote.

Model Scenario with Permeable Grains

Electrical Hysteresis
The results from modeling with permeable grains

show more ideal hysteresis shapes, as described in pre-
vious work (Briggs et al. 2014). At the lowest hydraulic
gradient of 5.1 × 10−6 (Figure 4E), the hysteresis pat-
tern remains in a clockwise (i.e., “backward”) direction,
like all observable hysteresis results associated with the
impermeable-grains model. However, as the hydraulic
gradient increases to 5.10 × 10−5 (Figure 4F), the hys-
teresis pattern rotates weakly counterclockwise, indicating
that the change in bulk apparent electrical conductiv-
ity is proceeding at a similar rate as change in fluid
electrical conductivity. As the hydraulic gradient equals
and exceeds 5.10 × 10−4 (Figure 4G and 4H), the fluid
electrical conductivity changes at a faster rate than the
bulk apparent electrical conductivity, with hysteresis in a
more strongly counter-clockwise (i.e., “forward”) direc-
tion. Faster change in fluid electrical conductivity than
bulk apparent electrical conductivity indicates that solute
is trapped in the permeable grains and leaches out, indica-
tive of the presence of immobile porosity.

Parameterizing the 1D Analytic Solution of the DDMT
Equation

We again observe clear trends in α and DaI and
mixed results in β with different hydraulic gradients
when parameterizing the analytic solution of the DDMT
equation to the breakthrough curves produced from
the permeable-grains model. As the hydraulic gradient
increases from 5.1 × 10−6 to 5.1 × 10−3, α increases
from 1.7 × 10−2 s−1 to 1.8 s−1 (Figure 5A), β increases
from 1.0 and 4.1 (Figure 5B), and DaI decreases from
4.1 to 2.5 (Figure 5C). To establish a baseline estimate
for β, we compare the analytical results for β (Figure 5B)
to the ratio of intra- to intergranular porosity, which are
assumed to be representative of the immobile and mobile
porosities, respectively. The intragranular porosity is
defined as 1% in COMSOL and the intergranular porosity
is defined as 51%, thus leading to baseline estimated ratio
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Figure 5. (A) mass transfer rates α, (B) ratios of immobile to mobile porosity β, (C) Damkohler number DaI , and (D) a
characteristic length scale Lα and dominant grain radii for model scenarios of permeable and impermeable grains at four
hydraulic gradients including 5.1 × 10−6, 5.1 × 10−5, 5.1 × 10−4, 5.1 × 10−3. Values for (A), (B), and (C) were produced from
the linear least-squares regression parameterization of the 1D analytic solution of the DDMT equation (Equation 1) whereas
values for (D) were produced by Equation 2. Grain radii are demarcated on (D) for comparison to estimated length scales.

of immobile/mobile porosity of 0.0097. The underesti-
mate of this back-of-the-envelope calculation compared
with the model-output results of 1.0-4.1 means that more
zones of immobile porosity exist than can be estimated
by the assigned porosities, likely because of some “dead
end” pores on the leeward side of grains.

Comparison Between Permeable and Impermeable Grain
Scenarios

We see clear differences when comparing the
impermeable-grains scenario versus those of the
permeable-grains scenario. First, when grains are perme-
able, we can see that the hysteresis curves between fluid
and bulk apparent electrical conductivity are larger and
show a more ideal shape at higher hydraulic gradients
than the impermeable-grain hysteresis curves (Figure 4).
Although we see electrical resistivity methods are
sensitive to DDMT regardless of an explicitly defined
secondary porosity at high hydraulic gradients, the

relationship of DDMT is obscured by a changing direc-
tion of hysteresis seen in the graphs when a secondary
porosity is defined at lower hydraulic gradients. Therefore,
we note that it can be difficult to reconcile the hysteretic
relationship of non-local transport at the pore-scale due
to issues of support volume as mentioned earlier.

Our results show that advective transport plays a
larger role for the impermeable-grains scenario when
compared to the permeable-grains scenario at the three
lowest hydraulic gradients assessed. For three of four
pore-water velocities, α is greater in the impermeable-
grains scenario than for permeable-grains scenario
(Figure 5A), likely because “immobile” zones are defined
by slower-advection flowpaths, and because α is a
function of average linear pore water velocity. This latter
result was also seen in Liu and Kitanidis (2012) in their
synthetic experiments, and the same hypothesis has been
used to describe data in the field (e.g., Liu et al. 2007). The
effective α is, consequently, controlled by what defines

268 L. Dorchester et al. Groundwater 62, no. 2: 260–275 NGWA.org

 17456584, 2024, 2, D
ow

nloaded from
 https://ngw

a.onlinelibrary.w
iley.com

/doi/10.1111/gw
at.13328 by C

olorado School O
f M

ines, W
iley O

nline Library on [22/04/2024]. See the Term
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline Library for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons License



the immobile porosity, whether larger-scale preferential
pathways and/or intragranular porosity. Higher β exists
when grains are permeable than when they are imperme-
able for three of four hydraulic gradients (Figure 5B); this
is not surprising as one would expect higher immobile
porosity to be present in a system where immobile poros-
ity is explicitly defined. However, at the lowest hydraulic
gradient in the impermeable-grains scenario, greater
immobile pore space is estimated than in the permeable
case, which could be attributed to a poorly parame-
terized analytic model as indicated by comparatively
large root-mean-square error (RMSE) and percent bias
(Table 3). Lastly, estimated DaI is always greater than 1
in these simulations, and larger in the impermeable-grains
scenario than the permeable-grains scenario at the three
lowest hydraulic gradients (Figure 5C). In contrast, at the
highest hydraulic gradient of 0.0051, DaI is larger for the
permeable-grains scenario than the impermeable-grains
scenario, perhaps indicating that advection dominates in
the impermeable-grains scenario at the highest hydraulic
gradient whereas diffusion still contributes notably with
the permeable grains. Lastly, we observe a decreasing
trend in DaI as hydraulic gradients increase, which aligns
with the understanding that the ratio of the diffusive to
advective timescales is velocity dependent, with diffusion
being increasingly important at lower velocity regimes.

Length-Scale Analysis
Coats and Smith (1964), among others, conceptual-

ized the length scale from the definition of mass-transfer
rate as the length over which diffusion occurs through a
pore throat. However, our results show that the grain radii
were a reasonable proxy regardless of grain permeability,
which is in agreement with Haggerty et al. (2000). For the
length-scale analysis, we explored the relations between
Lα , calculated from the mass-transfer rate coefficient
(Equation 2) and the grain radii. For the impermeable-
and permeable-grains model scenarios, the largest Lα were
0.075 and 0.076 cm and the smallest length scales were
0.0080 and 0.0073 cm, respectively (Figure 5D), which
were in the general range of the smallest and largest
grain radii, which were 0.020 and 0.090 cm, respectively.
Furthermore, our results show a decreasing trend of Lα

for both the permeable- and impermeable-grains model
scenarios, indicating that Lα is a function of pore water
velocity, in addition to geometric controls like grain size
and grain permeability. Lastly, larger Lα observed at lower
hydraulic gradients is attributed to increased importance
of diffusion, compared to smaller Lα observed at higher
hydraulic gradients, which correspond to more advectively
dominated model conditions.

We also explored whether the ratio of diffusively to
advectively controlled areas based on βPe (Equation 12,
Figure 6) compared favorably to the estimated values of
β from parameterizing Equation 1. βPe and β are similar
in six out of eight simulations with only two results
showing a percent difference of 10% or greater (Table 4).
There are two values of βPe and β that are notably
different, which are observed in the impermeable-grains

Figure 6. Results of calculating a local Peclet number
(Equation 4), where areas of light blue are regions classified
as advectively controlled transport, dark blue are regions
of diffusively controlled transport, and black indicates
impermeable grains. The ratio of the area of dark blue
divided by the area of light blue represents estimated βPe
(Equation 12).

model at the highest hydraulic gradient of 0.0051, and
permeable-grains model at the lowest hydraulic gradient
of 5.1 × 10−6. For the model scenario of impermeable
grains at a high hydraulic gradient, there are two expla-
nations for poorly matching βPe and β, including (1) no
hysteresis observed between fluid and bulk apparent EC
measurements (Figure 4D), and (2) values of α, β, and
DaI (Table 3) that indicate model conditions that are not
well described by DDMT. The poor match in the model
scenario of permeable grains at the lowest hydraulic gra-
dient is likely because the calibrated 1D analytic DDMT
model does not match the breakthrough curve well
compared to other simulations (Table 3). This simulation
exhibits “immobile” porosity in regions of intragranular
porosity as well as between regions of preferential flow
pathways (Figure 6E), and therefore may be better rep-
resented by a multi-rate mass transfer model rather than
single-rate DDMT model. Besides these two cases, the
remaining six scenarios had βPe that were comparable to β

(Table 4, Figure 7B). In these six scenarios, the immobile
porosity can be defined as diffusively controlled areas if an
appropriate length scale (Equation 4) is determined. How-
ever, from these methods, immobile porosity can only be
defined as diffusively controlled regions via numerically
parameterizing Equation 12, therefore making these meth-
ods difficult to apply in a field setting. Nonetheless, our
approach provides valuable, visual insight into the spatial
pattern of the pore space where diffusively dominated
transport occurs and constitutes immobile porosity.

We estimated LPe in all eight model simulations
(Equation 4) which facilitated estimates of the ratio
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Table 3
Best-ft Model Parameters (α and β) from the 1D Analytic Solution of the DDMT Equation

dh/dL Average Solute Velocity (m/s) α (s−1) β (−) DaI (−) RMSE (−) % Bias (−)

Impermeable grains
5.1 × 10−6 0.00018 0.018 1.3 4.6 0.022 −0.89
5.1 × 10−5 0.0018 0.12 1.4 3.1 0.009 0.015
0.00051 0.013 1.0 0.90 2.9 0.009 −0.0027
0.0051 0.04 1.6 4.1 2.0 0.011 −0.0054

Permeable grains
5.1 × 10−6 0.00018 0.017 1.0 4.1 11 −3.4
5.1 × 10−5 0.0016 0.075 1.5 2.4 0.35 −0.068
0.0051 0.013 0.78 1.0 2.4 0.20 −0.0084
0.00051 0.02 1.9 4.1 2.5 0.80 −0.22

The associated goodness-of-fit metrics are calculated between the observed numerical breakthrough curve and the 1D analytic solution for the DDMT equation. Note
the maximum values are bold, and minimum values are italicized for the root-mean-square error (RMSE) and % bias.

Table 4
Summary Results Comparing βpe to β and LPe to Lα

Comparison of β and βpe

Model Scenario
Hydraulic

Gradient (−)

β from Parameterization
of the Analytical DDMT

Equation (−)

βpe as Calculated
from the Peclet

Analysis (−)

% Difference
Between

β and βpe (−)
Ratio of
βpe /β (−)

Impermeable grains 5.1 × 10−6 1.3 1.3 0.023 1.0
5.1 × 10−5 1.4 1.4 0.42 1.0
5.1 × 10−4 0.90 0.93 3.6 1.0
5.1 × 10−3 4.1 1.8 78 0.44

Permeable grains 5.1 × 10−6 1.0 2.4 79 2.3
5.1 × 10−5 1.5 1.5 0.0034 1.0
5.1 × 10−4 1.0 1.1 0.0023 1.0
5.1 × 10−3 4.1 4.5 9.1 1.1

Comparison of LPe and Lα

Model Scenario
Hydraulic

Gradient (−)

LPe (cm) Associated
with Best Matching

βpe to β

Lα (cm) as
Calculated

form Equation 2

% Difference
Between

LPe and Lα (−)
Ratio of

LPe /Lα (−)

Impermeable grains 5.1 × 10−6 1.31 0.075 180 17
5.1 × 10−5 0.131 0.029 125 4.3
5.1 × 10−4 0.0161 0.0010 47 1.6
5.1 × 10−3 0.0011 0.0080 153 0.13

Permeable grains 5.1 × 10−6 2.01 0.0761 185 26
5.1 × 10−5 0.41 0.037 167 11
5.1 × 10−4 0.55 0.011 192 48
5.1 × 10−3 0.0011 0.0073 149 0.15

Values that may be potential outliers are bolded and italicized.

of diffusively to advectively controlled areas (βPe ;
Equation 12). For the impermeable-grains scenario, the
results show a good match between βPe and β for
three out of four simulations. Our results show the
minimum and maximum lengths of LPe that produce a
match between βPe and β are estimated as 0.0011 and
1.3 cm, respectively. For the impermeable-grains scenario,
LPe is estimated as 0.0011 cm at the highest hydraulic
gradient of 5.1 × 10−3, which is non-physical. This LPe ,
which falls on the bounds of the parameter sweep, is

not an adequate representation of the length scale for
parameterizing Equation 12, as demonstrated by a percent
difference between βPe and β of 78% (Table 4). However,
at the other three hydraulic gradients, percent differences
between βPe and β are less than 10% and were deemed
acceptable matches.

The results for the permeable-grains scenario also
show a good match between βPe and β for three out of
four simulations. Our results show the minimum and max-
imum LPe estimated are 0.0011 and 2 cm, respectively,
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Figure 7. (A) Comparison of the diffusive length scale (Lα , Equation 2), with the Peclet length scale (LPe) (Equation 4), and
(B) comparison of the ratio of immobile to mobile porosity estimated via analytically parameterizing the DDMT equation
(Equation 1) to the estimated area of diffusively to advectively controlled areas (βPe , Equation 12) in the model domain.

which spans the bounds of the parameter sweep. However,
only one problematic result is observed, which occurs at
the lowest hydraulic gradient of 5.1 × 10−6. At the lowest
hydraulic gradient, an LPe of 2 cm is not an appropriate
representation of the length scale as evidenced by the per-
cent difference between βPe and β of 79%. The remaining
three estimates of LPe for the impermeable-grains scenario
are adequately described for Equation 12 as evidenced by
percent differences between βPe and β that are less than
10%. Lastly, we note the estimate of LPe at the high-
est hydraulic gradient, is 0.0011 cm, which corresponds
to the minimum bound of values considered in this anal-
ysis. We see that it is in the vicinity of the appropriate
length scale, as demonstrated by the percent difference
between βPe and β of 9%. Overall, for impermeable- and
permeable-grains scenarios, we were able to estimate an
reasonable LPe in six of eight simulations that describes
the ratio of immobile to mobile porosity as the ratio of
diffusively to advectively controlled areas.

Peclet Versus Diffusive Length Scales
We found a weak relationship between the magni-

tudes of the Peclet length scale LPe , the diffusive length
scale Lα , and grain radii when βPe was parameterized
to match β (Table 4). First, in both the impermeable-
and permeable-grain model scenarios, we see that Lα and
LPe decrease as velocity increases. In each simulation
we found that the difference between LPe and Lα was
greatest at the lowest pore-water velocity. This difference
decreases at intermediate velocities, whereas Lα is larger
than LPe at the highest pore-water velocity (Table 4).
The difference between LPe and Lα is more pronounced
at lower hydraulic gradients for the impermeable-grains
model scenario, whereas a similar relationship is less well
defined for the permeable-grains model scenario. Collec-
tively, these results show a weak relationship between Lα

and LPe , where LPe is often one to two orders of magni-
tude larger than Lα and Lα is in the range of the dominant
grain radii (Figure 5D).

The Peclet length scale LPe was required to estimate
Equation 12 and used to compare ratios of diffusively to
advectively controlled regions (βPe) with ratios of immo-
bile to mobile porosity (β). From our analysis, we find
that the immobile porosity can be defined as diffusively
controlled areas in six of eight model scenarios; however,
this is a numerical result that is dependent on LPe , not
one based on geometric characteristics of the pore space.
Therefore, investigating the relationship between LPe and
associated hydrologic parameters, like the characteris-
tic diffusive length scale Lα and/or pore-water velocity,
may prove useful in parameterizing DDMT models from
physical measurements obtained from the field or labora-
tory. Furthermore, defining the relationship between LPe
and associated hydrologic parameters, could help extend
these methods to the field system. We estimated LPe
by exploring a wide range of lengths due to the wide
range of definitions for a Peclet number. The variety
of definitions of Peclet numbers and subsequent length
scales is thoroughly discussed by Huysmans and Dassar-
gues (2005), who note that LPe is problem dependent
but can be defined variously including as (1) the dis-
tance from source of contamination to observation, (2)
the waste container radius, (3) the pore/fracture size, or
(4) the average particle diameter, among others. There-
fore, because the length scale used in calculating a Peclet
number is not straightforward, it seems prudent to con-
tinue working to define what an appropriate length scale is
when defining a Peclet number in the context of DDMT.
Defining LPe may help practicing engineers and scien-
tists establish a framework that helps better define advec-
tive versus diffusive controls in a groundwater system
and may even help define ratios of immobile to mobile
porosity.

Conclusions
Dual-porosity models are often used to describe

solute transport in field systems, but the parameters within
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these models are difficult to identify experimentally or
relate to measurable quantities. Here, we sought to explore
how (1) a DDMT model fits simulated data in the
presence and absence of explicit immobile porosity and
(2) the effective characteristic length scale based on both
diffusive mass transfer (Lα) and the Peclet number (LPe)
compares to geometric aspects of pore structure and the
velocity field. We have three primary conclusions: (1)
mobile and immobile domains develop even in a system
that is explicitly defined with one domain; (2) the ratio
of immobile to mobile porosity and mass-transfer rate
coefficients are smaller at slower flow rates; and (3) a
comparison of length scales associated with the mass-
transfer rate (Lα) and those associated with calculation
of the Peclet number (LPe) show LPe is typically larger
than Lα by one to two orders of magnitude.

With respect to our first conclusion, our results show
the presence of immobile porosity regardless of whether
it is explicitly defined. This conclusion is drawn from
the hysteresis between fluid and bulk apparent electrical
conductivity observed in seven of eight models and was
confirmed by parameterizing a 1D analytic solution of
the DDMT equation to concentration breakthrough curves.
The presence of DDMT is dictated, at minimum, by two
physical properties: (1) physical geometric controls like
dead-end pores, and (2) presence of differently advective
transport pathways.

In terms of the second conclusion, we find that
estimates of β, α, and DaI are functions of average linear
pore-water velocity. We note that the distribution of the
velocity field does not change with gradient; however,
where Pe is greater or less than 1 will change. β, α,
and DaI qualitatively relate to the hysteresis curves
produced, which have more separated limbs at lower
velocities than higher velocities. In the presence of explicit
intragranular porosity, α and β increase non-linearly
as the average linear pore-water velocities increase,
whereas DaI decreases. This finding is consistent with
previous investigations and underscores the importance
of considering time-varying hydraulic conditions when
parameterizing DDMT models.

Lastly, we attempted to define immobile porosity in
terms of the area of the millifluidics cell where diffusion
was dominant, by comparing our estimates of β from
the 1D analytical solution to the DDMT model to βPe
estimated throughout the domain. While six out of eight
model scenarios show that the immobile porosity can be
defined by diffusively dominated regions via similar β

and βPe , it is difficult to proactively apply this idea in the
field because we see that LPe is velocity dependent and
it deviates from previous definitions of the length scale
used to estimate a Peclet number.

These results suggest that estimated immobile
porosities from a DDMT model are not only a function of
diffusion-accessible pore space, but also are a function of
average linear pore-water velocity and geometric controls,
such as obstructions to flow that cause less-advective
pathways. This work demonstrates that the definition of
“immobile” is a function of the pore-water velocity and
domain geometry, where physical obstructions to flow can
control the presence of advective and diffusive pathways,
and demonstrates that the complicated dependence of
transport on hydraulic gradient and the exact configuration
of preferential flowpaths makes it difficult to extrapolate
dual-porosity models calibrated in one situation to
unexplored configurations such as might be imposed for
remediation or solute extraction. While DDMT is a useful
model for predicting solute transport, the definition of
immobile pore space remains difficult to interpret, even
at the pore scale, and subsequently in field investigations
as well.
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APPENDIX
The following table displays all parameters that were

used in this work. It is grouped by parameters used to
simulate three physical processes of fluid flow, solute
transport, and electric currents. There is one additional
section for the analytic modeling of solute transport via
the DDMT equation.
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Table A1
Model Parameters

Variables Parameter Variables Parameter

For the modeling of fluid flow using the Navier–Stokes and Brinkman’s equations
ρ Fluid density (kg/m3) u Velocity vector (m/s)
p Pressure (Pa) µ Dynamic viscosity of fluid (kg/[m × s])
I Identity matrix εg Intragranular porosity
F Volume force vector (N/m3) κ Permeability tensor of the porous medium
G Viscous stress tensor (Pa) Qm Mass source or sink (kg/(m3s))

For the modeling of solute transport using mass conservation equations
ci Local node concentration of species i (mol/m3) S i Source/sink term (mol/(m3s))
c0 Initial inlet concentration (mol/m3) ci,g Local intragranular concentration of species i

(mol/m3)
ci,p Local intergranular concentration of species i

(mol/m3)
DD,i Effective diffusion coefficient (m2/s)

M i Mass flux relative to the mass averaged velocity
(mol/[m2s])

De,i Effective dispersion coefficient (m2/s)

Ri Reaction rate of species i (mol/(m3s))

For the modeling of electric currents
J Current density (A/m2) where the additional

subscript ‘e’ denotes externally generated
σ Electrical conductivity (S/m)

Qi,v Externally generated current source (A/m3) V Electric potential (Voltage, V)
E Electric field K Geometric factor

For the analytic modeling of dual-domain mass-transfer behavior
εm,im Mobile and immobile porosity (−) ε Total porosity (−)
cm,im Mobile and immobile concentration (mol/m3) α Mass transfer rate (s−1)
D Hydrodynamic dispersion coefficient (m2/s) β Ratio of immobile to mobile porosity (−)
D* Molecular diffusion constant (m2/s) βPe Ratio of diffusively controlled zones to

advectively controlled zones
Pe Local Peclet number at the i th location LPe Advective length scale (cm) associated with

solute transport
ui Local velocity magnitude Lα Diffusive length scale (m) associated with mass

transfer
DaI Damkohler number (−)

Supporting Information
Additional supporting information may be found online
in the Supporting Information section at the end of
the article. Supporting Information is generally not peer
reviewed.

Data S1. Supporting Information.
Figure S1. Concentration distribution for seven timesteps
at each hydraulic gradient for the impermeable grains
model scenario. Saline injection begins at 20 s, it spans
8 min, and has a five second transition period between
the injection and flushing period. Note, the figures do not
show the flushing period.
Figure S2. Concentration distribution for seven timesteps
at each hydraulic gradient for the permeable grains model
scenario. Saline injection begins at 20 s, it spans 8 min,
and has a five second transition period between the
injection and flushing period. Note, the figures do not
show the flushing period.
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