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ABSTRACT. Birational properites of generically finite morphisms X — Y of algebraic
varieties can be understood locally by a valuation of the function field of X. In finite
extensions of algebraic local rings in characteristic zero algebraic function fields which are
dominated by a valuation there are nice monomial forms of the mapping after blowing up
enough, which reflect classical invariants of the valuation. Further, these forms are stable
upon suitable further blowing up. In positive characteristic algebraic function fields it is
not always possible to find a monomial form after blowing up along a valuation, even in
dimension two. In dimension two and positive characteristic, after enough blowing up,
there are stable forms of the mapping which hold upon suitable sequences of blowing
up. We give examples showing that even within these stable forms, the forms can vary
dramatically (erratically) upon further blowing up. We construct these examples in
defect Artin-Schreier extensions which can have any prescribed distance.

1. INTRODUCTION

Suppose that ¢ : X — Y is a morphism of algebraic varieties over a field k. We would
like to find resolutions of singularities X; of X and Y; of Y such that there is an induced
morphism X; — Y7 which has the simplest possible local structure. In [4, Problem 6.2.1],
it is asked if, with the assumption that k& has characteristic zero, there always exists such
an X; — Y7 which is toroidal (the problem of toroidalization). Certainly no simpler
global structure can always be found. This toroidal form can be found if the varieties
have characteristic zero and are of dimension < 3 ([10], [11] and a simplified proof in [9]).
Stronger local forms than toroidalization are true in complete generality in characteristic
zero. To formulate this result, we use valuations.

The use of valuations converts the study of birational properties of morphisms into a
problem in local commutative algebra. This approach was initiated and developed by
Zariski. Suppose that ¢ : Y — X is a dominant morphism of projective (or proper)
k-varieties and we have a commutative diagram of morphisms

Y1 — X1
4 \
Yy - X

where Y7 — Y and X; — X are birational and projective (or proper). A valuation w of
the function field k(YY) (which is trivial on k) restricts to a valuation v on k(X). The
valuations have centers at points y and x on Y and X respectively and have centers y;
and x1 on Y; and X; respectively. The behavior of the morphisms in the diagram near
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the centers of the valuations is determined completely by the commutative diagram

R1 — Sl
T T
R — S

where R, S, R1,S1 are the respective local rings Ox ., Oy, Ox 2, Oyy,- Thus, we are
able to formulate locally problems in birational geometry in terms of valuation theory and
local commutative algebra.

A classical example of this approach is the problem of local uniformization as formulated
by Zariski. Suppose that R is a local domain which is essentially of finite type over a field
k with quotient field K. Let v be a valuation of K which dominates R. If R — S is
an extension of local rings such that the maximal ideal of S contracts to the maximal
ideal of R then we say that S dominates R. If S is dominated by the valuation ring O,
of a valuation w we say that w dominates S. A local uniformization of R along v is a
birational extension R — R; where R; is a regular local ring which is essentially of finite
type over R and is dominated by v. Zariski proved local uniformization in all dimensions
and characteristic zero in [36] and established resolution of singularities in characteristic
zero from local uniformization in dimension three [37]. Hironaka later proved resolution
of singularities in all dimensions and characteristic zero in [22], using a different method.
All current proofs of resolution of singularities of 3-folds in positive characteristic are
accomplished by first proving local uniformization ([3], A simplification of this proof in
[13], Cossart and Piltant [7]). As of this time, the existence of resolution of singularities in
dimension > 4 is unknown in positive characteristic. The problem of local uniformization
(and resolution of singularities) is closely related to the problem of finding good local
forms of mappings along a valuation, as the construction of a resolution of singularities
generally starts with a generically finite projection onto a nonsingular variety.

In characteristic zero, there is a very nice local form for morphisms, called local monomi-
alization. This result is a little stronger than what comes immediately from the assumption
that toroidalization is possible.

Theorem 1.1. (local monomialization)([8], [11]) Suppose that k is a field of characteristic
zero and R — S is an extension of reqular local rings such that R and S are essentially of
finite type over k and w is a valuation of the quotient field of S which dominates S and S
dominates R. Then there is a commutative diagram

R1 — Sl
T T
R — S

such that w dominates Sy, S1 dominates Ri and the wvertical arrows are products of
monoidal transforms; that is, these arrows are factored by the local rings of blowups of
prime ideals whose quotients are reqular local rings. In particular, R1 and S1 are reqular
local rings. Further, R1 — S1 has a locally monomial form; that is, there exist reqular
parameters ui, ..., upy in Ry and x1,..., 2, in Sy, an mxn matric A = (ai;) with integral
coefficients such that rank(A) = m and units §; € Sy such that

n

Qs

U; = 5@ H l‘j”
J=1

for1 <i<m.



The difficulty in the proof is to obtain the condition that rank(A) = m. To do this, it
is necessary to blow up above both R and S.

In the case when the extension of quotient fields K — L of the extension R — S is a
finite extension and k has characteristic zero, it is possible to find a local monomialization
such that the structure of the matrix of coefficients recovers classical invariants of the
extension of valuations in K — L, and this form holds stably along suitable sequences of
birational morphisms which generate the respective valuation rings. This form is called
strong local monomialization. It is established for rank 1 valuations in [8] and for general
valuations in [19]. The case which has the simplest form and will be of interest to us in this
paper is when the valuation has rational rank 1. In this case, if Ry — S; is a strong local
monomialization, then there exist regular parameters ui,...,u, in R; and vy,...,v,, in
S1, a positive integer a and a unit 6 € Sy such that

a
(1) up = 0vf, ug = Vo, ... Uy, = Uy

The stable forms of mappings in positive characteristic and dimension > 2 are much
more complicated. For instance, local monomialization does not always hold. An example
is given in [16] where R — S are local rings of points on nonsingular algebraic surfaces
over an algebraically closed field k of positive characteristic p and k(X) — k(Y') is finite
and separable.

This leads to the question of determining the best local forms that are possible along
a valuation for a generically finite morphism of surfaces in positive characteristic. In this
paper, we will consider this situation, assuming that & is algebraically closed of positive
characteristic p.

The obstruction to local monomialization is the defect. The defect d(w/v), which is a
power of the residue characteristic p of O,,, is defined and its basic properties developed in
[39, Chapter VI, Section 11], [25], [19, Section 7.1]. The defect is discussed in Subsection
2.1. We have the following theorem, showing that the defect is the only obstruction to
strong local monomialization for maps of surfaces.

Theorem 1.2. ([19, Theorem 7.35]) Suppose that K — L is a finite, separable extension
of algebraic function fields over an algebraically closed field k of characteristic p > 0,
R — S is an extension of local domains such that R and S are essentially of finite type
over k and the quotient fields of R and S are K and L respectively such that S dominates
R. Suppose that w is valuation of L which dominates S. Let v be the restriction of w
to K. Suppose that the extension is defectless (6(w/v) = 1). Then the conclusions of
Theorem 1.1 hold. In particular, R — S has a local monomialization (and a strong local
monomialization) along w.

Suppose that K — L is a Galois extension of fields of characteristic p > 0 and w is a
valuation of L, v is the restriction of w to K. Then there is a classical tower of fields ([21,
page 171])

K- K= K' — K’ — L.
where KV is the ramification field and the extension K — KV has no defect. Thus the
essential difficulty comes from the extension from K" to L which could have defect. The
extension K'Y — L is a tower of Artin-Schreier extensions, so the Artin-Schreier extension
is of fundamental importance in this theory.

Kuhlmann has extensively studied defect in Artin-Schreier extensions in [26]. He sepa-
rated these extensions into dependent and independent defect Artin-Schreier extensions.

This definition is reproduced in Subsection 2.5. Kuhlmann also defined an invariant called
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the distance to distinguish the natures of Artin-Schreier extensions. This definition is
given in Subsections 2.3 and 2.5.

We now specialize to the case of a finite separable extension K — L of two dimensional
algebraic function fields over an algebraically closed field k£ of characteristic p > 0, and
suppose that w is a valuation of L which is trivial on k and v is the restriction of w to K.
If L/K has defect then w must have rational rank 1 and be nondiscrete. We will assume
that w has rational rank 1 and is nondiscrete for the remainder of the introduction.

With these restrictions, the distance § of an Artin-Schreier extension is < 0~ when
the extension has defect. We will define a~ in Subsection 2.2. If the Artin-Schreier
extension is a defect extension with § = 07 it is an independent defect extension. If it is a
defect extension and the distance is less than 0~ then the extension is a dependent defect
extension.

A quadratic transform along a valuation is the center of the valuation at the blow up
of a maximal ideal of a regular local ring. There is the sequence of quadratic transforms
along v and w

(2) R—R —-Ry—---and S— 5 =S5y —---.

We have that U, R; = O,, the valuation ring of v, and U2, S; = O,,, the valuation ring
of w. These sequences can be factored by standard quadratic transform sequences (defined
in Section 3). It is shown in [19] that given positive integers ry and sg, there exists r > 7
and s > sg such that R, — S5 has the following form:

(3) u=6z% v = 2’(yty + zQ)

where u, v are regular parameters in R, x, y are regular parameters in S, v and 7 are units
in Sg, € S, a and d are positive integers and b is a non negative integer. If we choose
ro sufficiently large, then we have that the complexity ad of the extension R, — S is a
constant which depends on the extension of valuations, which we call the stable complexity
of (2). When R, — S has this stable complexity, we call the forms (3) stable forms.

The strongly monomial form is the case when b = 0 and d = 1; that is, after making a
change of variables in y,

u=0x*v=uy.

As we observed earlier (Theorem 1.2) if the extension K — L has no defect, then the
stable form is the strongly monomial form. If there is defect, then it is possible for the
a and d in stable forms along a valuation to vary wildly, even though their product ad is
fixed by the extension, as we will see in Theorem 5.4. An interesting open question is if
we can always find stable local forms (3) with b = 0.

We make an extensive study of the local forms which can occur in an Artin-Schreier
extension under a sequence of quadratic transforms in Section 4. In an Artin-Schreier
extension, the stable complexity is either 1 or p. If the stable complexity is 1, then a
stable form R, — S, is unramified. If the stable complexity is p, then a stable form
R, — S, is either of type 1 or of type 2, as defined below, and the type can vary within
the sequences (2). The two types are defined as follows. There are regular parameters
U, Uy in R, and zg, ys in S5 such that if R, — S5 has type 1, then

(4) Up = Xg, Uy = YEy + 252
where 7 is a unit in S; and ¥ € S,. If R, — S; is of type 2, then

(5) Uy = 'ng’ Ur = Ys
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where 7, 7 are units in Sy and Q € Ss. The Artin-Schreier extension L/K has no defect if
and only if the stable forms R, — S5 are of type 2 for r > 0 (Proposition 5.3). Observe
that type 2 is the condition of being strongly monomial.

In Theorem 5.4, it is shown that we can construct defect Artin-Schreier extensions with
any prescribed (nonpositive) distance and any prescribed switching between types. Since
we are constructing defect extensions, we must impose the condition that the stable forms
are not eventually always of type 2.

The construction is such that if

(6) R=R0—>Rl—>R2—>"-andS:SO—>S1—>SQ—>~-'

are the sequences of standard quadratic transform sequences along the valuation, then
R; — S, is a stable form for all ¢, and if ® : N — {1,2} is any function (the prescribed
switching) which is not equal to 2 for all sufficiently large integers, then R; — S; is of type
®(7) for all 7.

We use a formula derived in Proposition 7.9 to compute distances from sequences (2)
in Artin-Schreier extensions by Piltant and Kuhlmann [27]. For the reader’s convenience,
we give a proof of this formula in the appendix to this paper. A more general form of the
theorem is proven in [28].

We analyze in Section 6 an example in [19], showing failure of strong local monomial-
ization. This example is of the type of the constructions in Theorem 5.4. It is a tower of
two defect Artin-Schreier extensions, each of the type of Theorem 5.4. The first extension
is of type 1 for even integers and of type 2 for odd integers. The second extension is of
type 2 for even integers and of type 1 for odd integers. The composite gives a sequence of
extensions of regular local rings R; — 5;, where R; has regular parameters u;,v; and S;
has regular parameters x;, y; such that the stable form is

(7) u; =yt vp = yiT 4+ 20

for all 4.

Using the formula of Proposition 7.9, we compute the distances of these two Artin-

Schreier extensions, concluding that both extensions have dependent defect. We show
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that the first Artin-Schreier extension has distance ( —g 4:%

_cp3+(c—1)p2+cp+c

pt-1
defining the second extension. The first of these distances was computed in [23] by a
different method.

Suppose that K — L is a finite extension of fields of positive characteristic and w is a
valuation of L with restriction v to K. It is known that there is no defect in the extension
if and only if there is a finite generating sequence in L for the valuation w over K ([35],
[30]). The calculation of generating sequences for extensions of Noetherian local rings
which are dominated by a valuation is extremely difficult. This has been accomplished for
two dimensional regular local rings in [33] and [20] and for many hypersurface singularities
above a regular local ring of arbitrary dimension in [18].

The nature of a generating sequence in an extension of S over R determines the nature
of the mappings in the stable forms. It is shown in [15, Theorem 1] that if R — S is
an extension of two dimensional excellent regular local rings whose quotient fields give a
finite extension K — L and w is a valuation of L which dominates S then the extension
is without defect if and only if there exist sequences of quadratic transform R — R; and
S — 51 along v such that w has a finite generating sequence in S; over R;. This shows us
5
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that we can expect good stable forms (as do hold by Theorem 1.2) if there is no defect,
but not otherwise.

I thank Franz-Viktor Kuhlmann and Olivier Piltant for telling me about the beautiful
formulas from [27], comparing distance and ramification cuts in an Artin-Schreier exten-
sion, and sharing their manuscript [27] with me. For the readers convenience, I give proofs
of these formulas in the appendix.

In [5], it is shown that quite generally there are distance bounds for Artin-Schreier
extensions, and in particular in the case considered in this paper of two dimensional
algebraic function fields over an algebraically closed field, the bound is 4.

I thank the reviewer for their careful reading and helpful comments.

2. PRELIMINARIES

2.1. Some notation. Let K be a field with a valuation v. The valuation ring of v will
be donoted by O,, vK will denote the value group of v and Kv will denote the residue
field of O,,.

The maximal ideal of a local ring A will be denoted by m4. If A — B is an extension
(inclusion) of local rings such that mp N A = m4 we will say that B dominates A. If a
valuation ring O, dominates A we will say that the valuation v dominates A.

Suppose that K is an algebraic function field over a field k. An algebraic local ring A of
K is a local domain which is a localization of a finite type k-algebra whose quotient field
is K. A k-valuation of K is a valuation of K which is trivial on k.

Suppose that K — L is a finite algebraic extension of fields, v is a valuation of K
and w is an extension of v to L. Then the reduced ramification index of the extension is
e(w/v) = [wL : vK] and the residue degree of the extension is f(w/v) = [Lw : Kv].

The defect d(w/v), which is a power of the residue characteristic p of Oy, is defined and
its basic properties developed in [39, Chapter VI, Section 11], [25] and [19, Section 7.1].
In the case that L is Galois over K, we have the formula

(8) [L: K] = e(w/v)f(w/v)d(w/v)g
where ¢ is the number of extensions of v to L. In fact, we have the equation (c.f. [26] or
Section 7.1 [19])
G (w/v)| = e(w/v) fw/v)d(w/v),
where G*(w/v) is the decomposition group of L/K.

If K — L is a finite Galois extension, then we will denote the Galois group of L/K by
Gal(L/K).

2.2. Initial and final segments and cuts. We review some basic material about cuts
in totally ordered sets from [26]. Let (S, <) be a totally ordered set. An initial segment
of S is a subset A of S such that if @« € A and 5 < a then 8 € A. A final segment of
S is a subset A of S such that if « € A and 8 > « then § € A. A cut in S is a pair
of sets (A”, A) such that A” is an initial segment of S and A% is a final segment of S
satisfying AY UAR = S and AL N AR = (. If Ay and As are two cuts in S, write A; < Ao
if Al C AL, Suppose that S C T is an order preserving inclusion of ordered sets and
A = (A*,AR)is a cut in S. Then define the cut induced by A = (A%, A%) in T to be the
cut AT = (AP 1T, T\ (A* 1 T)) where A" 1 T is the least initial segment of 7" in which
A" forms a cofinal subset.
We embed S in the set of all cuts of S by sending s € S to
st={teS|t<s}{teS|t>s}).
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we may identify s with the cut sT. Define
sT={teS|t<sh{teS|t>s}).
Given a cut A = (A*, Af) of an ordered Abelian group S, we define —A = (—A% —AL)

where —AY = {—s| s € Al'} and —AF = {—s | s € A®}. We have that if A; and Ay are
cuts, then A; < As if and only if —Ay < —Aj.

2.3. Distances. Let K — L be an extension of fields and w be a valuation of L with
restriction v to K. Let vK be the divisible hull of VK. Suppose that z € L. Then the
distance of z from K is defined in [26, Section 2.3] to be the cut dist(z, K) of vK in which
the initial segment of dist(z, K) is the least initial segment of VK in which w(z — K) is
cofinal. That is,
dist(z, K) = (A*(z, K), A (2, K)) 1 vK

where

A (2, K)={w(z—¢) | c€ K and w(z — ¢) € vK}.
The following notion of equivalence is defined in [26, Section 2.3]. If y,z € L, then z ~g y
if w(z —y) > dist(z, K).

2.4. Higher ramification groups. We recall material from pages 78 and 79 of [39].
Suppose that K — L is a finite Galois extension with Galois group G and w is a valuation
of L. Suppose that I C O, is an ideal. Associate to I higher ramification subgroups of G
b,

’ Gr={seG|s(x)—x el for every z € O},

Hr={se G|s(x)—z € Iz for every x € L}.

The group Hy is denoted by G’ in [27]. We always have that Hy C G;. If I C J then
Grc Gyand Hy C Hy.

2.5. Artin-Schreier extensions. Let K — L be an Artin-Schreier extension of fields of
characteristic p > 0 and w be a valuation of L with restriction v to K. The field L is
Galois over K with Galois group G' = Z,,, where p is the characteristic of K.

Let © € L be an Artin-Schreier generator of K; that is, there is an expression

0P -0 =aq
for some a € K. We have that
Gal(L/K) = Zp = {ld, O1y... ,O'p_l},

where 0;(0) = 0 + 4.

Since L is Galois over K, we have that ge(w/v)f(w/v)d(w/v) = p where g is the number
of extensions of v to L. So we either have that g = 1 or g = p. If g = 1, then w is the unique
extension of v to L and either e(w/v)f(w/v) = p and d(w/v) =1 or e(w/v)f(w/v) =1
and §(w/v) = p. In particular, the extension is defect if and only if it is an immediate
extension (e = f = 1) and w is the unique extension of v to L.

For a € wL, we have an associated ideal I, = {f € O, | w(f) > a}. We have that
f < o implies I, C Ig. Thus {& € wL | Gy, = 1} is a final segment of wL. We define the

ramification cut Ram(w/v) of the valued field extension L/K to be the cut in v K induced
by this final segment; that is, Ram(w/v) = (Ram(w/v)¥, Ram(w/v)f) where Ram(w/v)%
is the smallest final segment of K in which {a € wL | Gy, = 1} is coinitial.

From now on in this subsection, suppose that L is a defect extension of K. By [26,

Lemma 4.1}, the distance § = dist(©, K) does not depend on the choice of Artin-Schreier
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generator O, so 0 can be called the distance of the Artin-Schreier extension. Since L/K
is an immediate extension, the set w(© — K) is an initial segment in ¥/ which has no
maximal element by [26, Theorem 2.19].

We have, since the extension is defect, that

(9) § = dist(0,K) < 0~

by [26, Corollary 2.30].

A defect Artin-Schreier extension L is defined in [26, Section 4] to be a dependent defect
Artin-Schreier extension if there exists an immediate purely inseparable extension K (n) of
K of degree p such that n ~g ©. Otherwise, L/K is defined to be an independent defect
Artin-Schreier defect extension. We have by [26, Proposition 4.2] that for a defect Artin-
Schreier extension,

(10) L/K is independent if and only if the distance § = dist(©, K') satisfies 6 = pd.

2.6. Extensions of rank 1 valuations in an Artin-Schreier extension. In this sub-
section, we suppose that L is an Artin-Schreier extension of a field K of characteristic p,
w is a rank 1 valuation of L and v is the restriction of w to K. We suppose that L is a
defect extension of K. To simplify notation, we suppose that we have an embedding of
wL in R. Since L has defect over K and L is separable over K, wl is nondiscrete by the
corollary on page 287 of [38], so that wL is dense in R.

We define a cut in R by extending the cut dist(0, K) in vK to a cut of R by taking the
initial segment of the extended cut to be the least initial segment of R in which the cut
dist(0, K) is cofinal. This cut is then dist(©, K) T R. This cut is either s or s~ for some
s € R. If L is a defect extension of K then dist(0, K) T R = s~ where s is a non positive
real number by [26, Theorem 2.19] and [26, Corollary 2.30]. We will set dist(w/v) to be
this real number s, so that

dist(0, K) TR = s~ = (dist(w/v))".

The real number dist(w/v) is well defined since it is independent of choice of Artin-Schreier
generator of L/K by Lemma 4.1 [26].

With the assumptions of this subsection, by (9) and (10), the distance § = dist(0, K)
of an Artin-Schreier extension is < 0~ when the extension has defect. If it is a defect
extension with distance equal to 0~ then it is an independent defect extension. If it is a
defect extensions and the distance is less than 0~ then the extension is a dependent defect
extension. Thus if L/K is a defect extension, we have that dist(w/r) < 0 and the defect
extension L/K is independent if and only if dist(w/v) = 0.

3. EXTENSIONS OF TWO DIMENSIONAL REGULAR LOCAL RINGS

Suppose that M is a two dimensional algebraic function field over an algebraically
closed field k of characteristic p > 0 and p is a nondiscrete rational rank 1 valuation of
M. Suppose that A is an algebraic regular local ring of M such that p dominates A. A
quadratic transform of A is an extension A — A; where A; is a local ring of the blowup of
the maximal ideal of A such that A; dominates A and Ay has dimension two. A quadratic
transform A — Aj is said to be along the valuation p if ; dominates Aj.

Let

A:A0—>A1—>A2—)-"
be the sequence of quadratic transforms along p so that the valuation ring O, = UA;

(by [1, Lemma 12]). Let P be a height one prime ideal in A such that A/P is a regular
8



local ring. A; is said to be free if the radical of PA; is a height one prime ideal (so that
A;//PA; is a regular local ring). In particular, Ay is free.

Now there exist (as explained in more detail in [19, Definition 7.11]) positive integers
r} and 7; such that Ay = A,r and for all i > 1, ry < T <rjy — 1such that if rj <j <7
then Aj is free and if 7; < j < 7, then A; is not free. Here we modify [19, Definition
7.5] slightly by definng Ey on Spec(Ap) to be Z(P) and E; on Spec(A4;) to be Z(PA;).

Suppose that A; is free. Then there exists ¢ such that r; < j < 7;. Let u,v be regular
parameters in A; such that v = 0 is a local equation of Z(PA;); that is, (u) = \/PA;.
We will say that u,v are admissible parameters in A;. Let @, 7 be defined by

u=u"0+ )", v =1+ o)

where
v(u) _—m

with ged(m, ¢) =1 and 0 # « € k is such that v(v) > 0.

Then there exists k > j such that @ and v are regular parameters in Ag. Further, Ag
is free, and w = 0 is a local equation of the reduced exceptional divisor of Spec(Ax) —
Spec(A), so that u,v are admissible parameters in Ag. If u(v) € p(u)Z, then m > 1 and
k=i . If p(v) € p(u)Z then m =1 and k < 7.

A regular system of parameters with u(v) € p(u)Z can always be found from a given
regular system of parameters u,v by possibly replacing v with the difference of v and a
suitable polynomial g(u) € k[u] (which necessarily has no constant term).

We will call the sequence Ay = Aré — Ap — Ay — -+ the sequence of standard
sequences of quadratic transforms along p. Observe that this sequence depends on the
choice of P in A.

Let K — L be a finite separable extension of two dimensional algebraic function fields
over an algebraically closed field k. Suppose that R is a two dimensional regular algebraic
local ring of K and S is a two dimensional regular algebraic local ring of L such that S
dominates R. Let P be a height one prime ideal in R such that R/P is a regular local
ring and let @) be a height one prime ideal in S such that S/Q is a regular local ring. We
do not insist in this definition that the good condition that @ N R = P holds.

Let R+ Ry — - — R,and S — S§1 — -+ — 55 be sequences of quadratic transforms
such that Sy dominates R,. Let E; be the divisor Z(PR;) and F}j be the divisor Z(Q5;).

Definition 3.1. (19, Definition 7.5]) Suppose that Ss dominates R,. The map R, — Ss
is said to be prepared if both R, and Ss are free, the critical locus of Spec(Ss) — Spec(R,)
is contained in Fs and we have an expression u = yx®, where u is part of a regular system
of parameters of R, such that u = 0 is a local equation of E,, x is part of a regular system
of parameters of Ss such that x = 0 is a local equation of Fs and v is a unit in Ss.

Suppose that R, — S, is prepared. Let (u,v) and (z,y) be admissible parameters in R,
and S, respectively; that is, u is part of a regular system of parameters of R, such that
u = 0 is a local equation of E,., x is part of a regular system of parameters of S5 such that
x = 0 is a local equation of F. Further, u = yx%, where ~ is a unit in S;. Then there is
an expression

(11) u =~z v=a"f
where v € S is a unit, f € Sg and x does not divide f in Ss.

Definition 3.2. We will say that R, — S5 is well prepared if f is not a unit in Ss.
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Suppose that R, — S5 is well prepared. The complexity of R, — S5 is ad where d is
the order of the residue of f in the one dimensional regular local ring S,/ (z).

The complexity is defined in [19, Definition 7.9]. It is shown there that the complexity
depends only on the extension R, — S;.

Proposition 3.3. ([19, Proposition 7.2]) Suppose that Ss dominates R,, R, — S5 is well
prepared and R, and Ss have admissible parameters (u,v) and (z,y) satisfying the equation
(11). Let S* be the local ring which is the localization of the normalization of R, in L
which is dominated by Ss. Then there exists a commutative diagram

S* - S
) )
R, — R*

where all arrows are dominating maps such that R* is a two dimensional algebraic normal
local Ting of K such that Ss is a local ring of the integral closure o R* in L. We have

[QF(S.) : QF(R)] = ad
where d is the order of the residue of f in the one dimensional regular local ring Ss/(x).

Remark 3.4. Suppose that assumptions are as in Proposition 3.3 with the additional
assumption that K — L is Galois. Then the complexity ad of R, — Ss divides the degree
[L: K].

Proof. Let S be the integral closure of R* in L. Let my,...,my be the maximal ideals
of S. The local ring S is one of the localizations Sm,. The Galois group G(L/K) acts
transitively on the local rings S,,, so these rings are all isomorphic k-algebras. The mp«-

adic completion of S is the direct sum of the complete local rings S,,,, and one of these
local rings is Ss. We have that

L K] = S IQF(S,0,) : QF(R)]

i=1
by [2, Proposition 1]. Thus [L : K] = g[QF(S,) : QF (R*)] = gad. O
The following remark follows from [1, Theorem 2].

Remark 3.5. Suppose that w is a rational rank 1 nondiscrete valuation of the quotient
field of K* with restriction v to K such that w dominates S; for all j and v dominates
R; for all i. Then given rg > 0 and sqg > 0 there exist v > g and s > sy such that Ss
dominates R, and R, — Ss is well prepared. This result is true for any initial choice of
PinRand Q in S.

Proposition 3.6. Let K — L be a finite separable extension of two dimensional algebraic
function fields over an algebraically closed field k of characteristic p > 0, w be a rational
rank 1 nondiscrete valuation of L (with residue field k) and v be the restriction of w to K.

Suppose that A is an algebraic local ring of K which is dominated by v. Then there
exists an algebraic reqular local ring R’ of K which is dominated by v and dominates A
with the following property.

Suppose that R is a reqular algebraic local ring of K which dominates R’ and S is a
reqular algebraic local ring of L which is dominated by w and dominates R such that

10



1) There exist reqular parameters x,y in S and u,v in R such that u = vyz* and
v=abf withy a unit in S and f € S such that f is not a unit in S, x does not
divide f.
2) The critical locus of Spec(S) — Spec(R) is contained in Z(zS).
Then letting d = dimgS/(f,x), we have that the complexity ad = e(w/v)é(w/v).

This is proved in [19, Section 7.9] and [14, Proposition 3.4].

Let K — L be a finite separable extension of two dimensional algebraic function fields
over an algebraically closed field k of characteristic p > 0, w be a rational rank 1 nondiscrete
valuation of L (with residue field k) and v be the restriction of w to K. Let R be a regular
algebraic local ring of K and S be a regular algebraic local ring of L which is dominated
by w and dominates R. Let P be a height one prime ideal in R such that R/P is a regular
local ring and let @ be a height one prime ideal in S such that S/@ is a regular local ring.
Let

(12) R—>R— -—-andS—>5—>-—--

be the infinite sequences of quadratic transforms along v and w respectively. By Remark
3.5 and Proposition 3.6, there exits a positive integer rg such that whenever r > rg and
R, — S, is well prepared, we have that the complexity ad of this extension is equal to
e(w/v)d(w/v). We will call this the stable complexity of the sequences (12).

Suppose that K — L is a finite extension of two dimensional algebraic function fields,
R is an algebraic regular local ring of K which is dominated by a regular algebraic local
ring S of L such that dim R = dim S = 2. Let z,y be regular parameters in S and u, v be
regular parameters in R. Then we can form the Jacobian ideal

Ooudv Ouldv

This ideal is independent of choice of regular parameters.
The following proposition is established in [19].

Proposition 3.7. Suppose that A is an algebraic local ring of K and B is an algebraic
local ring of L which is dominated by a rational rank 1 nondiscrete valuation w of L such
that B dominates A. Then there exists a commutative diagram of homomorphisms

R — S
) )
A — B

such that R is a regular algebraic local ring of K with reqular parameters u,v, S is a regular
algebraic local ring of L with regular parameters x,y such that S is dominated by w, S
dominates R, J(S/R) = (z¢) for some non negative integer ¢ and there is an expression

u =~z v =2’(y"r + 2Q)

where 7,7 are units in S, Q € S andn >0, 0 < b < a. Thus the quadratic transform of
R along v is not dominated by S.

Proof. By two dimensional local uniformization (or resolution of singularities), [2], [29] or
[6], there exists a commutative diagram

RQ-)S()

) )
A — B
11



such that Sy is an algebraic local ring of L which dominates B, Ry is an algebraic regular
local ring of K which dominates A, w dominates Sy and Sy dominates Ry. Fix regular
parameters ug, vg in Ry.

Let So — S be a sequence of quadratic transforms along w such that S is free and S
dominates Rj, and the support of ugJ(Sy/Rp)S is the last exceptional divisor F' of the
sequence of quadratic transforms factoring Sy — S (such an S exists since w has rank
1 and w is nondiscrete). Let z,y be regular parameters in S such that £ = 0 is a local
equation of I in Spec(S). Thus J(S/Ro) = J(So/Ro)J(S/So) = (x!) for some positive
integer f. Further, ug = 2! for some unit v in S and positive integer I. Thus there exist
b,n € N, a unit 7 in S and Q € S such that vg = xb(ry™ + 22). There exists a sequence
of quadratic transforms Ry — R; along v such that S dominates R;, and after replacing
Ry with Ry we have that n > 0. If L%j = 0 then the quadratic transform of Ry along v is
not dominated by S and we set R = Ry. If |2] > 0, then set e = [}] , and let Ry — R be
the sequence of e quadratic transforms along v. Then R — S satisfies the conclusions of
the proposition. O

Remark 3.8. Let K — L be an Artin-Schreier extension of two dimensional algebraic
function fields over an algebraically closed field k of characteristic p > 0. Let w be a
rational rank 1 nondiscrete valuation of L (with residue field k) and v be the restriction
of w to K. Since L is Galois over K, we have that g(w/v)e(w/v)d(w/v) = p where
g = g(w/v) is the number of extensions of v to L. So we either have that g =1 or g = p.
If g =1, then w is the unique extension of v to L and either e(w/v) =p and §(w/v) =1
or e(w/v) =1 and §(w/v) = p. If g = 1, we have by Proposition 3.6 that the stable
complexity of the sequences (12) is ad = p. If g = p, then e(w/v) =1 and 6(w/v) =1 and
the stable complexity of the sequences (12) is ad = 1.

The following proposition is proven in [31].

Proposition 3.9. Suppose that K — L is an Artin-Schreier extension of two dimensional
algebraic function fields over an algebraically closed field k of characteristic p > 0, w is a
rational rank 1 nondiscrete valuation of L with restriction v = w|K. Further suppose that
A is an algebraic local ring of K and B is an algebraic local ring of L which is dominated by
w such that B dominates A. Then there exists a commutative diagram of homomorphisms

—

=
— »n

_>

such that R is a reqular algebraic local ring of K with reqular parameters w,v, S is a
reqular algebraic local ring of L with reqular parameters x,y such that S is dominated by
w, S dominates R, R — S is well prepared with admissible parameters u,v in R and x,y
in S (with respect to the prime ideals P = uR in R and Q = xS in S). We further have
that R — S is quasi finite, J(S/R) = () for some non negative integer ¢ and one of the
following three cases holds:c

0) u==z,v=y (R— S is unramified).
1) u==x, v=2yPy+ a3 wherey is a unit in S and ¥ € S.
2) u=~aP, v=y wherey is a unit in S and Q € S.

12



Proof. By Proposition 3.7 and Remark 3.4, we may construct a diagram

R — S
) )
A — B

such that all the conclusions of the proposition hold, except possibly R — S is not quasi
finite, and we have a form

(13) u=o6z",v = xy
where b is an integer with 0 < b < p and § is a unit in S. We will show that after one
more sequence of blowups, we obtain a map of the form of 0), 1) or 2).

There exists a sequence of quadratic transforms S — S’ of regular local rings along w
such that S’ has regular parameters Z1,7; defined by
(14) v=3h+ )"y =83 +a)
where 0 # a € k and @b —a'b=1. Then we have an expression

u= (55:‘111 (h + @) v = i’{l (71 + a)”

where d1g1 — e1f1 = p. Let | = ged(dy, f1). The number [ must either be 1 or p. We have
that
0 = o + 2192 for some 0 # §y € k and Q2 € 5.

We have a sequence of quadratic transforms R — R’ of regular local rings such that S’
dominates R’ and R’ has regular parameters & and © such that

= 53[1(@1 + a)625f27@ = (71 + a)926h2 _ a925612

We have that lgo = p as

i d1 €1 i l €9

P=lf g |70 g
First suppose that [ = p. Then g = 1 and we have an expression of the form of 2). Now
suppose that [ # p. Then | = 1 and we have an expression of the form of 1). O

4. SOME CALCULATIONS IN TWO DIMENSIONAL ARTIN-SCHREIER EXTENSIONS

Let K — L be an Artin-Schreier extension of two dimensional algebraic function fields
over an algebraically closed field k£ of characteristic p > 0. Let R — S be an extension
from a regular algebraic local ring of K to a regular algebraic local ring of L such that S
dominates R.

Let u,v be regular parameters in R and x,y be regular parameters in .S. We will say
that R — S is of type 0 with respect to these parameters if

Type 0: uw = yx,v=y7 + 28

where «, 7 are units in .S and Q2 € 5, so that R — S is unramified. We will say that R — S
is of type 1 with respect to these parameters if

Type 1: u=~x,v=yPT+ 20

where 7,7 are units in S and 2 € S. We will say that R — S is of type 2 with respect to
these parameters if
Type 2: u=~zP, v =y7 + 2
where ~, 7 are units in S and Q € S.
13



These definitions are such that if one these types hold, and w, v are regular parameters
in R, T,y are regular parameters in .S such that @ is a unit in R times u and ¥ is a unit
in .S times x then R — S is of the same type for the new parameters u,v and , 7.

If we replace R — S with a well prepared map R; — S; in the sequences (12), we will
insist that the above parameters be admissible. We see that the three types are preserved
by allowable changes of variables (changes of variables which preserve the condition that
the regular parameters are admissible). In particular, we may obtain the respective forms
of Proposition 3.9 by an allowable change of variables.

Theorem 4.1. Suppose that R — S is of type 1 with respect to regular parameters x,y in
S and u,v in R and that J(S/R) = (2°). Let T = u, y =y — g(T) where g(T) € k[T] is a
polynomial with zero constant term, so that T,y are regular parameters in S. Computing
the Jacobian determinate J(S/R), we see that

(15) u=7,v="y"y+7%r + f(T)

where v, are unit series in S and f(T) = 3. e;T € k[[Z]]. Make the change of variables
v =v—Y eu’ where the sum is over i such that i < % so that u,v are regular parameters
in R.

Suppose that m,q are positive integers with m > 1 and ged(m,q) = 1. Let a be a
nonzero element of k. Let a',b' € N be such that mb' — qa’ = 1. Then define the sequence
of quadratic transforms S — S1 so that the two dimensional algebraic local ring S1 has
reqular parameters x1,y1 defined by

T=a7(p+a)”, 7=l (y +a).

We have that R — S is of type 1 with respect to the reqular parameters T,y and u,v.
Let o = ged(m, pq) which is 1 or p.

There exists a unique sequence of quadratic transforms R — Ry such that R1 has reqular
parameters uy, vy defined by

U = ulm(vl + ﬁ)c/,ﬁ = u?(vl + B)d/

with 0 # B € k giving a commutative diagram of homomorphisms

R1 — Sl
) T
R - S

such that Ry — S1 is quasi finite. We have that J(S1/R1) = (25') for some positive
integer c1. Further:

0) If L > 557 then Ry — Sy is of type 0.
1) If L <

c
p—1

and o =1 then Ry — 51 is of type 1 and

(525) = (Ea) e

2) If L < -5 and o = p then Ry — Sy is of type 2 and

(525) = (o) moo

In cases 1) and 2), m = om, pqg = oq and mc —qd = 1.
14




Proof. Define a monomial valuation p dominating S by prescribing that w(@) =m, pu(y) =
g and for 0 # > a;;7y € S, v(3 a;;Ty) = min{im + jq | a;j # 0}.
Expand

d
(16) o= eyt 4+ yEiy
i=1 i>d

where all 4; € k are nonzero, Z*y% have minimal p value p for 1 < i < d and Z%7” have
value larger than p for i > d and f; < -+ < 4. By our choice of 7 and (15), we have
that d < 2 and the initial form of T with respect to u has one of three special forms (to be
enumerated in the list of three cases in the “finer analysis” later in the proof). Further,
the substitution defining T ensures that

(17> 61 > 0.
Substitute
(18) =17y + )7 =2l (y + ).

into u and the expression (16) of T to obtain

= 2Py + )
mtlnm-&-ﬁw(yl + a)a/oq—i-b’ﬂlA

SRS

where
d Bi—B
1 P1
(19) A= (Zwl +a)’5 +x1sz>
i=1

with % € N for all . This expression for v is shown in [34] and in the proof of [17,
Theorem 8.4].

Assume that A is a unit. We will show later in this proof that with our choice of
variables, if A is not a unit then we will reach the case where R; — S7 is of type 0 in the
conclusions of the theorem.

Define
(20) o = ged(m, aym + f1q) = ged(m, Biq).
Let
B m a' B Py
(21) 7 = Det ( orm + Brg ond + Byl ) = pi(mb —a'q) = 51 > 0.
Let
m 0
(22) @_Det<a1m+[31q 1)—m>0.

Let R — R* be defined by u = u?vi]/, 7 = uhT? where g,¢',h, b € N, gh' — hg = £1
and
ur = 27 (y1 + )N, 01 = 27 (y1 + )N

where

(23) Det (

Ql Q

Ccl):J(d—c):T:ﬁl
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and
(24) Det( ;>—U(f—e)—g0—m.

Now perform a single quadratic transform R* — R; so that R; is dominated by S; and
Ry has regular parameters ui,v; satisfying

Ql 9

(25) w1 = af(y1 + @)°A% vy = % — A0,0)7¢a47¢ = (y; + @) eAS ¢ — A(0,0) ¢ad "
1

We have an expression for R — R; of the form

u=ul" (v + ﬂ)ﬁ/l,ﬁ = (v; + B)

m g
— _ m - _ oam+piq _ AT
where m = 2, ¢ = = and 3 =y a7

in y; sinced —c>0and f —e > 0.
We now make a finer analysis. We have three cases:

. We have that (%) (0,91) is a polynomial

1) T° is the unique minimal value term in the expansion (16).
2) T¢% and 3P are the two minimal value terms in the expansion (16).
3) yP is the unique minimal value term in the expansion (16).

Suppose that we are in Case 1), so that Z°% is the unique minimal value term in the
expansion (16), so f1 = 1. Further, A = v, + 21 (with 71 € £k #0). Now 5(d —¢) =7 =
f1=1,and 5(f —e) =m. Thusg=1,d—c=1and f — e =m. Thus

up = x1(y1 + a)°A°
v = (1 +a)(n+21Q)" = ot =y + 11
Thus Ry — S is unramifed and we are in Case 0) of the conclusions of the theorem.

Suppose that we are in Case 2), so that T°7 and y? are the two minimal value terms in
the expansion (16). The expansion of (16) is then

T = v12°G + 27" + higher value terms.

Since p(yP) = () we have that (p — 1)u(y) = cu(x). Thus char k # 2 since u(y) &
w(Z)Z. Let ¢ = ged(p — 1,€). Then in the substitution
T=al(y+ )", 7=y + o)
with mb/ — a’q = 1 of (18), we have ¥»m = p — 1 and ¥q = €. Substituting (18) in u and
v, we obtain
u=xz"(y1 +a)’
and - B B
o=y (g + )+ 2Py + )P+ = 2P (g + ) A

where A = 72 (y1 + a)¥ + 1 + 219.

Suppose that A is not a unit. Let d; = ord,, [(yl + a)“/a“b/A(O,yl)] We have that
0 < di < oo since A is not a unit. By [14, Proposition 3.1] and since our extension is
Galois, we have that the complexity md; of R — S divides p = [L : K|, which is a
contradiction to our assumption that m > 1 and the fact that m divides p — 1.

Suppose that A is a unit. Following the analysis of the case when A is a unit above, we
have that 7 = 1 = 1 and @ = ged(m,ém + q) = 1. Thus from (23), we have d —c =1
and from (24), we have f —e = m. From (25), we obtain

uy = z1(y1 + a)°A°
16



and
v = (y1 + )A™" — a(ya? + 7)™
We compute

v1(0,51) = (y1 + @) (2 (1 + @)Y +71)™ — a(20¥ +71)™

We have
2o-v1(0,91) (v2(y1 + @) +731)™ + (g1 + )m(v2(y1 + @) + 7)™ e (yn + )
= (e + )Y+ 7)™ ve(yr + a)? + 1+ myr + @)y (yr + o)V
= (r2(y1 + @)Y + 7)) (1 + a)¥ + 71 +y2(p — 1) (y1 + a)¥ 1
= (i +a)?+m)"

is a unit so ord,, v1(0,41) = 1. Thus the complexity of Ry — 51 is m < p, so the complexity
must be one, so that Ry — 57 is unramified and we are in Case 0) of the conclusions of
the theorem.

Now suppose that we are in Case 3) so that yP is the unique minimal value term of the
expansion (16) of . Then ; = p in (16) and A = v + 21Q is a unit in (19). In the
analysis of the case when A is a unit following (19), we have that d —c¢ =1 if @ = p and
d—c=pif g =1, so that

SIES]
||

cefme g fee_ [ 1 if
ordy, v1(0,41) = ordy, (y1 + @) 4 ¢ — a7 ¢ = { p if

Thus from (25), we see that R; — S is of type 1 if & = p and is of type 2 if 7 = 1.

We now establish that if Case 3) above holds (g is the unique minimal value term
n (16)), then the invariant @ = ged(m,a1m + Bi1q), defined in (20), is such that 7 =
ged(m, pg), so that the o defined in the statement of the theorem is @. Since 7P is the
unique minimal value term in (16), then ay = 0 and 8 = p, giving the desired equality.

In our analysis above, we saw that if u(z%) < u(y?) then Ry — S; is in Case 0) of the
conclusions of the theorem and if u(z°) > u(y?) then Ry — Sj is in Case 1) or Case 2)
of the conclusions of the theorem Since ,u(fiy) (me¢ + q) and u(y?) = pq, we have that
- < p%l then R; — S is either of type 1

or type 2
We now establish the formulas for the Jacobian ideal J(S1/R1). We have that

J(R1/R)J(S1/R1) = J(S/R)J(51/5),

where J(S1/Ry) = 551, J(S/R) = 7°S and J(S;/8) = &S,

We have that o = ged(m, pq) which is 1 or p. Thus m = om and pg = 0q. Further, we
have shown that ¢ = 1 implies R; — 57 is of type 1 and ¢ = p implies R — S is of type
2.

Now o = 1 implies p divides § and o = p implies p does not divide g, since p divides m
implies ¢ Jg = g. We have that J(Ry/R) = u]""7 'R} and thus

m+pg—1 ;
T S; ifo=1
J(R1/R)S1 = { 71n+pq—1’51

if 0 =p.

In the case o = 1 we have ("% 1)(251)8) = () (¢ ) Sy s0 (51)S) = (a:TE_(p_l)q)&

and we obtain the formula of Case 1) of the conclusions of the theorem. In the case o = p

we have (z7P17P)(25)S) = (7°) (278, so (258 = (27 PTHIETY) g and we

obtain the formula of Case 2) of the conclusions of the theorem. g
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Remark 4.2. Suppose that w is a rational rank 1 nondiscrete valuation of L dominating
S and R — S is of type 1. Let v be the restriction of w to K. Let T = u and y be the
difference of y and a nonzero polynomial in T so that w(y) ¢ w(T)Z. Let v be the change
of variables in Theorem 4.1.

Define m and q to be the unique relatively prime positive integers such that mw(y) =
qw(x). We have that m > 0. There exist 0 # o € k and o’ ,b' € N such that mb' — qa’ =1
and if S — 51 is the sequence of quadratic transforms defined by

=27y + )7 =2y + )’

then w dominates Si.
Let v be the restriction of w to K. The formulas of Cases 0), 1) and 2) of Theorem 4.1
can then be stated in terms of the valuation w. They are:

0) If L > pc]_ then Ry — S1 is unramified.
1) If L < and o =1 then Ry — S1 is of type 1 and

(pc—l 1) w(zry) = <p E 1) w(z) — w(@).

2) If L < 55 and 0 = p then Ry — S is of type 2 and

(pc—l 1) wiz) = <pf 1) w(z) — w(@) + w(z1).

In the conclusions of the theorem, suppose that R1 — Sy is of type 1. Then we necessarily
have that v(T) € v(u)Z since o =1 and thus T =m > 1.

c

Theorem 4.3. Suppose that R — S is of type 2 with respect to regular parameters x,y in
S and u,v in R and that J(S/R) = (z°). Let g(u) € k[u] be a polynomial with no constant
term. Make the change of variables, lettingv = v—g(u) and § = U, so that x, 7 are regular
parameters in S and u,v are reqular parameters in R.

Suppose that m, q are positive integers with ged(m,q) = 1. Let o be a nonzero element of
k. Consider the sequence of quadratic transforms S — S1 so that S1 has regular parameters
x1,y1 defined by

r=a(y+a)” 7 =2l +a)

where a’',b' € N are such that mb' — qa’ = 1.

Let 0 = gcd(pm, q) which is 1 or p. There exists a unique sequence of quadratic trans-
forms R — Ry such that Ry has regular parameters ui, v, defined by

w=uf"(v1 + B)", 7 = uf (v + B)"

where pm = om, q = oq, md' — g =1 and 0 # 3 € k, giving a commutative diagram of
homomorphisms

R1 — Sl
1) T
R - S

such that Ry — Sy is quasi finite. We have that J(S1/R1) = (z{') for some positive
integer c1. Further:

1) If o =1 then Ry — Sy is of type 1 and

(523) = (5
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2) If o = p then Ry — Sy is of type 2 and
Cc1 Cc
= — 1.
<p—1> <p—1)m "
Proof. Substitute

(26) z =27y + ) 7=l (y + ).

into v and v to obtain

u o= 2" (1 + ) P\ +2.9Q)
v o= 2y +a)
where 0 # A € k. Let
o = ged(mp, q).
Let
/
(27) 7 = Det < W;p ab/p > =p(mb —d'q) = p.

Let R — R* be the sequence of quadratic transforms defined by u = u‘{@i’l, v = u?@?/

where g,¢',h,h € N, gh/ — hg’ = £1 and
ui =27 (y1 + o)A+ 1), 01 = 27 (1 + @) (A + 11Q)/

where
(28) Det<g fl):a(d—c):T:p

Now perform a single quadratic transform R* — R; so that R; is dominated by S7 and
Ry has regular parameters u, vy satisfying
(29)

U1

up = x9(y1 + @) A+ 2192)% v = —

T ad=exf—e = (y1 + oz)d_c()\ + le)f—e —atene,
1

We have an expression for R — R; of the form
w=ul"(vy + B)™,7 = uf(vy + B

where = "2, G =% and § = as(0,0)"7. We have that v1(0,y1) = (y1 + o)A/ —¢ —

o

a?=e)\~¢ with d — ¢ > 0. Hence
0 < dy = ordy,v1(0,y1) < oo.

If 0 = p then d — ¢ =1 so that d; = 1 and the complexity of Ry — S1 = p. We then have
that R; — 57 is of type 2, so that it is in Case 2 of the conclusions of the theorem. If
o =1 then d — ¢ = p and d; = p so that the complexity of Ry — S1 is p and it is in Case
1 of the conclusions of the theorem.

If 0 = 1 then p divides m and o = p implies p does not divide m, since p then divides
q which implies p does not divide m = m.

We have that J(Ry/R) = (u]"™") and thus

pm—+q—1 .
I S ifo=1
s s ={ Ty 4770
— pmAq—1y ciyg _ (€ (,mta—1 ayg, _ (me—m(p—1)
In the case 0 = 1 we have (7 )(x7')S1 = (2°) (] )S1s0 (7)1 = (24 )S1
and we obtain the formula of Case 1) of the statement of the theorem.
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In the case 0 = p we have
(™) a5 = (0) (@S
SO
(2)8), = (x;né—(]?—l)m‘f'(p—l))sl
and we obtain the formula of Case 2) of the statement of the theorem. g

Remark 4.4. Suppose that w is a nondiscrete rational rank 1 valuation of L dominating S
and R — S is of type 2. Let v be the restriction of w to K. Make the change of variables,
letting v be the difference of v and a polynomial in u so that w(v) ¢ w(u)Z and letting
y="1.

Define m and q to be the unique relatively prime positive integers such that mw(y) =
qw(x). There exist 0 # « € k and o', b’ € N such that mb' — qa’ =1 and if S — Sy is the
sequence of quadratic transforms defined by

z =2y + ), 7=y + )’

then w dominates S.
The formulas of Cases 1) and 2) of Theorem 4.3 can then be stated in terms of the
valuation w. They are:

1) If o =1 then Ry — Sy is of type 1 and

(pc—l 1) wim) = <p ‘ 1) w(z) - w(w).

2) If o = p then Ry — Sy is of type 2 and
c c
(555 wton = (557 ) o) = (o) + (o)
If Ry — Sy is of type 2, then we have that v(y) & v(x)Z, since ged(pm,q) = p.

We will show that v(7) € v(z)Z if Ry — S is of type 2. We have that ged(pm, q) = p.
If v(y) € v(x)Z, then v(y) = qv(x) and since p | ¢, we have that v(v) = v(u?) with § = %,
a contradiction to the assumption that v(v) & v(u)Z.

5. SWITCHING OF TYPES OF EXTENSIONS UNDER BLOWING UP

Suppose that K and L are two dimensional algebraic function fields over an algebraically
closed field k of characteristic p > 0 and K — L is an Artin-Schreier extension. Suppose
that R is a regular algebraic local ring of K and S is a regular algebraic local ring of S such
that S dominates R and R — S is of type 1 or 2 as defined at the beginning of Section
4. Further assume that the Jacobian ideal J(S/R) satisfies \/J(S/R) = xS. Let P = uR
and @ = xS. Then R — S is well prepared and the regular parameters u,v and x,y are
admissible parameters. Such an extension R — S exists by Remark 3.5 and Proposition
3.9.

Inductively applying Theorems 4.1 and 4.3, and making choices for the construction
of S; — S;11 consistent with the assumptions of Theorems 4.1 and 4.3, we construct a
diagram where the horizontal sequences are birational extensions of regular local rings
(sequences of quadratic transforms)

S = S(] — Sl — SQ —
(30) tooot 1
R = Ro — R1 — R2 —
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Every R; — S; is well prepared of type 0, 1 or 2. Each R; has admissible regular
parameters (u;,v;) and (u;,v;) and each S; has admissible regular parameters (z;,y;) and
(Zi,Y;).- The map S; — S;y1 is defined by

(31) Ti = 21 (Uit + 1), Gy = 2 (i1 + igr) Vi
and the map R; — R;41 is defined by
(32) u; = u?ﬁfl(wﬂ + Biy1) 1, 0; = U;lfll (Vig1 + Bit1) %+

where 0 # a;4+1,0 # Biy1 € k. If R; — S; is of type 1 or of type 2 then 7;, y; and v; are
defined by our changes of variables in Theorem 4.1 or 4.3. If R; — .S; is of type 0, then we
take T; = u; and g, =v; = v;. If R; — 5; is of type 2, we will impose the extra condition
that

— pmi+1
(33) T ged(pmist, giv1)

We will say that the sequence (30) switches infinitely often if there are infinitely many
i such that R; — S; is of type 1 and there are infinitely may ¢ such that R, — S; is of
type 2.

Since trdegy = 2, we have that U2, R; and U2, .S; are valuation rings (by [1, Lemmal2]).
Further, given f € R; (or f € S;), there exists j > i such that there is an expression
f= u?% where ¢; € N and ~; is a unit in R; (or f = xf“yl where ¢; € N and ~; is a unit
in S;), as shown for instance in [1].

Let v and w be valuations which have these respective valuation rings and such that
w|K = v. These valuations are uniquely determined up to equivalence of valuations. We
have that w and v are nondiscrete rational rank 1 valuations, with value groups

vK =U2, %ZV(U) and wL = U;.ZI;ZU(ZE).
My - - - M; mimsy - m;

Equation (33) is just the statement that v(7;) € Zv(u;). The condition that all m;y; > 1
in Theorem 4.1 is just the statement that w(y;) & Zw(T;).

Suppose that @ is a valuation ring of L which dominates S which is nondiscrete of
rational rank 1 and 7 = @W|K. Then we can inductively construct a sequence (30) so that
w dominates S; for all ¢, and so Oy = U2, R; and Oy = U532, S;, so that the valuations w and
v determined by the sequence are w and ¥ respectively (up to equivalence of valuations).

The complexity of the maps R; — S; in the diagram (30) must either be p for all 4, or
will be p until some ig and then the complexity will be 1 for all j > iy, so that R; — S;
is of type 1 or 2 for j < iy and R; — S; is unramified (has type 0) for all j > i.

We will say a sequence (30) has stable complexity p if the complexity of R; — S; is p
for all ¢ > 0. With this assumption, each map R; — S; in (30) is either of type 1 or of
type 2. We draw the following conclusions from Theorems 4.1 and 4.3.

Assume that the stable complexity of a sequence (30) is p. If R, — S, is of type 1, then
Sy — Sr11 is the standard sequence of quadratic transforms along w. Further, R, — R, 11
is the standard sequence of quadratic transforms along v unless m,+1 = p. In this case,
mr+1 = 1, so that the standard sequence of quadratic transforms of R, along v dominates
Ryy1, and R,41 — Sy41 is of type 2.

If R, — S, is of type 2, then R, — R,41 is the standard sequence of quadratic trans-
forms along v. Further, S, — 5,41 is the standard sequence of quadratic transforms along
w unless my,41 = p. In this case, m,+1 = 1, so that the standard sequence of quadratic
transforms of S, along w dominates S,+1, and R,y1 — S,41 is of type 1.
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Proposition 5.1. Suppose that a sequence (30) has stable complexity p. Then the sequence
(80) switches infinitely often if and only if vK is p-divisible.

Proof. We have that wL is p-divisible if and only if vK is p-divisible (for instance by (3)
of [19, Lemma 7.32]).

Suppose that vK is not p-divisible. Then there exists rg such that for » > rg we have
that p fm, and p fm,. Now if r > ry and R, — S, is of type 1 then R, ;1 — S,41 must
be of type 1 since g,4+1 = p in Theorem 4.1 implies p divides m,4+1. Further, if R, — S,
is of type 2 then R,+1 — S,+1 must be of type 2 since 0,41 = 1 in Theorem 4.3 implies p
divides m,+1. Thus for r > ry there can be no switching.

Suppose that vK is p-divisible. Suppose that (30) doesn’t switch infinitely often. Then
there exists rg such that for » > ro R, — S, is of the same type as R,, — Sy,. Suppose
that R,, — Sy, is of type 1. Since wL is p-divisible, there exists r > 7y such that p divides
myy1. But then R,41 — S,41 must be of type 2 since 0,41 = p in Theorem 4.1. Suppose
that R,, — Sy, is of type 2. Since vL is p-divisible, there exists r > r such that p divides
my4+1. Now p divides m,4q implies p fg,+1 which implies 0,41 = ged(pmyi1,¢r41) = 1
in Theorem 4.3. But then R,y; — S,+1 must be of type 1. We have arrived at a
contradiction. This completes the proof that (30) switches infinitely often. U

Remark 5.2. Suppose that a sequence (30) has stable complexity p. If vK is not p-
divisible then m, = m, for r > 0 and we have that m, > 1 and m, > 1 forr > 0 in

(30).
As the following Proposition shows, the nicest form that a sequence (30) can take is

when R, — S, is of type 2 for all » > 0. This is the strongly monomial form (defined in
the introduction).

Proposition 5.3. The following are equivalent for a sequence (30) with stable complezity
p, and valuations v and w which it determines.

1) There exists an o such that R, — S, is of type 2 in (30) for r > rg.
2) [wL:vK]=p.
3) The valued extension L/K is defectless.

Proof. Since the stable complexity of the sequence (30) is p, we have that
p=|wL: vK]§(w/v)

by Remark 3.8 and Proposition 3.6. Thus statement 2) is equivalent to statement 3). We
now prove that statement 1) is equivalent to statement 2). Suppose that there exists rg
such that R, — S, is of type 2 in (30) for r > 7. Then u;, = vZ¢ for all i > ro and
m; = m; for i > rg by Theorem 4.3. Thus
1 1
vK = UfierlmZV(uro) = U011 mzpw(xm) = pwL.

If vK = wL then pwl = wlL which implies that wl is p-divisible, a contradiction to
Proposition 5.1. Thus [wL : vK]| = p.

Suppose that there exists 7o such that R, — S, is of type 1 in (30) for r > ry. Then
u; = x; for i > rg. Thus

vK =U2, Zv(u;) = U2, Zw(z;) = wl.

=79 =79
Finally, suppose that (30) switches infinitely often. Then vK and vL are p-divisible by
Proposition 5.1. Since [L : K] = p, wL = pwL C vK C wL which implies that vK = wL.
]
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We see that if the sequence (30) switches infinitely often then the extension must be a
defect extension. Any configuration of switching is possible. A sequence with prescribed
switching can be created by iterating the constructions of Theorems 4.1 and 4.3.

If a sequence stabilizes with R, — S, of type 2 for all > rg, then from iteration of
formula 2) of Theorem 4.3, for all s > 0 we have that

(cms) 1 B ( Cro ) 1 L 1
p_l ml""mr0+s p_l ml...mro ml...mTO ml"'+mr0+s‘

By Remarks 4.2 and 4.4, w(J(S;/R;)) = c¢;w(zx;) is monotonically decreasing with i. We
calculate that for s > 1,

w<J<sm+s/Rm+s>>=[ o =D p-l ]w(ﬂ«“o)-

ml'..mT‘O ml...mro ml'.'mT’O—‘rS

Thus since infinitely many m,; are greater than 1,

{53/ R) = |
Thus by Proposition 7.9,

_ =D } w(xo) € w(lL).

Cro
ml--.mro mlo--mro

. 1

In contrast, we can get any non-positive real number as the distance dist(w/v) on K
if we allow a sequence which does not stabilize to type 2, as is shown in the following
Theorem.

dist(w/v) = —

Theorem 5.4. Suppose that K is an algebraic function field of transcendence degree 2 over
an algebraically closed field k of characteristic p > 0, and that A is an algebraic reqular
local ring of K with regular parameters z and w. Let « € R > 0 and let  : N — {1,2}
be a function such that ®(n) is not identically equal to 2 for n > 0 . Then there exists an
Artin-Schreier extension K — L and a sequence (30) such that Ry = A, R, — S, is of
type 1 if ®(r) =1 and of type 2 if ®(r) = 2 and the induced defect extension of valuations
satisfies
dist(w/v) = —a,

where the valuation v of L is normalized so that v(z) = 1. We will further have that
m; > 1 and m; > 1 for all i in the sequence (30).

Proof. First assume that ®(0) = 1. Let Ry = A, up = z and vy = w. Let e be a positive
integer such that e > . Let ¢9 = (p—1)e. Let © be a root of the Artin-Schreier polynomial
XP — X —wouy ™. Let L = K(0©). Set zo = uo, yo = u§®. Let So = R[Yo(z0,y0), Which
is an algebraic regular local ring of L which dominates Ry. The regular parameters xq, yo
in Sy satisfy up = zo,v0 = yh — wg(p_l)yo, so that the extension R — S is of type 1. We
have that J(So/Ro) = (z§’), with %3 > a.

Suppose that we have a sequence

Sr — Sr+1

T T

RT — Rr—i—l

where R, — S, and R,y1 — S,11 are both of type 1. Then from Theorem 4.1, we have
that

(34) <CT+1 ) 1 — < c’l" > 1 _ q?”+1 ( 1 )
p—1) my---mppq p—1) my---mp  mppr \my--omy
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Suppose that we have a sequence

Sr — Sr+1 — s = ST+S — ST+$+1
T T T T
R, — Ryp1 — -+ — Ry — Regspa

where s > 1, R; — S;isof type lifi =ror¢=r+s+ 1 and R; — S; is of type 2 if
r+1<i<r+s. Then from Theorems 4.1 and 4.3, we have that

(35) <Cr+s+1> 1 :< Cr ) 1 ! < 1 )
p—1)my--Mmpysp1 p—1)my---mp Mg \mi---mp )

Let p’ be a prime distinct from p.

We now inductively construct the sequence (30), so that m; > 1 and m; > 1 for all i.
Suppose that the sequence has been constructed up to R, — S,, ®(r) = 1 and we have
that for all ¢ < r such that ®(¢) =1,

Ct 1 Ct 1 1 .
36 < d < — if ¢t > 0.
(36) @ <p—1>m1~-mtan (p—l)ml"-mt OH_%1

First suppose that ®(r + 1) = 1. There exists A(r + 1) € Z4 such that there exits
Gr+1 € Z4 such that ged(gr41,p') =1 and

Cr qr+1 Cr 1
(37) 1 —amy--my > (7D > P (a+ 2T+1> my - My.
Set myy1 = (p)* D). Then
1 cr 1 Gr+1 1
38 > — > a.
Now we have that g;—i < 77 with ged(my41,pgr+1) = 1 so we may define from

Theorem 4.1 and the above values of ¢, and m,; a commutative diagram

S, = Sr+1

T T

RT — Rr+1

such that R.;1 — Sy41 is of type 1. Further, (36) holds for t = r + 1 by (34) and (38).

Now suppose that ®(r+1) = 2. Let s > 1 be the smallest integer such that ®(r+s+1) =
1. There exists an integer A(r + 1) > 1 such that there exits ¢,.4+1 € Zy such that
ged(gri1,p) = 1 and

Cr dr+1 Cr 1
Set my,1 = p*"tY. Then
1 Cr 1 qr+1 1
40 > — > a.
(10) at > (G5 ) e () L
We have that g;—t:l < 1% with ged(my4+1,pgr+1) = p so we may define from Theorem

4.1 and the above values of ¢, and m,; a commutative diagram

S’r — Sr,«.t,.l
T T
RT — RT+1
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such that R,11 — Sy41 is of type 2. We have ¢ = p in Theorem 4.1 and m,1 = % > 1.
For r+1<i<r+4 s define

Si — Si+1

T T

R; — Rip

from Theorem 4.3 by taking m;y1 = (p')? and ¢;41 = p? if i < s and taking m; 1 = p?
and ¢;11 = (p/)? if i = 5. From Theorem 4.3 we have a commutative diagram

Sr — Sr_t,_l — s = S?"+S — Sr—‘rs-i-l
T ) T T
Rr — Rr,«+1 — s = RT+S — RT+5+1

such that R; — S;isof type 1 ift =rori =r+s+1and R; — 5; is of type 2 if
r+1 <i <r+s. Further, (36) is satisfied with ¢ = r + s + 1 by (35) and (40). We saw
above that m,41 > 1 and my41 > 1. If r+1 < i < r+ s, we have 0 = p in Theorem
4.3 so that m; = % =m; >1. If i =r+4+ s+ 1, then 0 = 1 in Theorem 4.3 and
Myts41 = pPMyyst1 > 1. Thus m; > 1 and my; > 1 forr < <r+s+1.

Now by Proposition 7.9, we have that

~dist(/v) = L int{w(J(Si/R)} = aw(zo) = a.

Now suppose that ®(0) = 2. Using the construction of the above case (when ®(0) = 1),
we can in this case construct an augmented sequence

B - S4 — S — S5 —
(41) 1 1 tot

A —- R4 —- Ry — R —

where ® is extended to the set {—1,0,1,2,...} by defining ®(—1) = 1, and such that the
conclusions of the theorem hold for this augmented sequence. We then get the statement
of the theorem by forgetting the map R_; — S_;. U

Remark 5.5. In the construction of the sequence (30) in Theorem 5.4, we have m; > 1
and m; > 1 for all i, so that w(y;) & w(T;)Z for all i and w(v;) & w(u;)Z for all i. Thus

Ry — Ry — Ro — - -+ is the sequence of sequences of standard quadratic transforms along
v and Sy — S1 — So — - -+ is the sequence of sequences of standard quadratic transforms
along w.

6. CALCULATION OF DISTANCE IN SOME EXAMPLES

We give an analysis of the tower of two Artin-Schreier extensions constructed in [19,
Theorem 7.38]. The example gives a diagram

R1—>A1—>Sl

\: A \x
R2—>A2—>52

i \ i

where the first two columns and the last two columns are diagrams of the type of (30).
The union of the S; is the valuation ring of a rational rank 1 nondiscrete valuation w. The
vertical arrows are all standard sequences of quadratic transforms.
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The rows are such that R; — A; is of type 2 if i is odd and of type 1 if ¢ is even. The
extension A; — S; is of type 1 if ¢ is odd and of type 2 if ¢ is even. We have that R; has
regular parameters u;, v; and .S; has regular parameters z;, y; such that

— P v = P
Ui = Y%y, Vi = TiY; + Tigi

for all i, where v;,7; are units in S; and g; € S;. A further analysis in [19] shows that
strong local monomialization fails for this example.

An example is given in the later paper [16] where the condition of local monomialization
itself fails.

The example of Section 7 of [19] is a composite of two defect Artin-Schreier extensions,

K = k(u,v) = K1 = k(z,v) - K* = k(z,y)

where
a:'p

v=y"—a%

with ¢ a positive integer which is divisible by p — 1. A rational rank 1 valuation w is given
of K*, which is trivial on k. Let v be the restriction of w to K and v be the restriction
of wto K.

We will determine the distances of these extensions, illustrating an application of Propo-
sition 7.9, showing that the extension K — K; — K* is a tower of two dependent de-
fect Artin-Schreier extensions. The first of these extensions was computed by a different
method in [23].

We have a sequence of algebraic regular local rings of K, K7 and K*,

Ry = k[uvv](u,v) — A = k[x7v](x,v) — 51 = k[xvy](x,y)

such that w dominates S;. We normalize w by setting w(z) = 1. There are sequences of
homomorphisms

—
— e
—

Ry — Ay — S
T T T
R, — A = 5
T T T
o
RQ — A2 — SQ
T T T

R1 — Al — Sl

where the vertical arrows are sequences of quadratic transforms which are dominated by
w and S, dominates A, and A, dominates R,. These sequences are calculated above R
and S7 in [19] and above A; in [14]. The homomorphism Rj — Ay is of type 1 if k is
even, and of type 2 if k is odd. The homomorphism A — S is of type 1 if k is odd and
of type 1 if k is even.

The local ring A, has regular parameters (4, ,va, ) and (x4, ,7x) such that Ay — Apy1
is defined (equations (70) and (71) of [14]) by

(43) Tp, = Iikﬂ (UAkH + 1),514,C = TAp if k is odd
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and
(44) TA, = xfkﬂ(vAHl +1),04, = w4,,, if k is even.
The local ring S, has regular parameters (rs,,ys,) and (zs,,¥g, ) such that Sy — Sy,1 is
defined for all k£ > 1 (equation (45) of [14]) by
2 ga— —
(45) LS, = x§k+1(yk+1 + 1),y = TSjtq-

By [19, Theorem 7.38], the local ring R, has regular parameters (zg,,yr,) such that the
homomorphism R; — Sj has a stable form

— p — P
UR, = VkTg, > VR, = QkYg, T TS, 9k

for all £ > 1, where v and oy, are units in Sy and g € Si. We have that w(z4,) =1 and
for k > 2, we deduce from (43) and (44) that

1 . .
W lf k is Odd,
1 . .
W if k is even.

w(wAk) =
Letting J(Ag/Ry) = (2%} ), we calculate from 2) of Remark 4.2 that if & is even, then

(46) <0k+11> w@a,) = ( ck >w(m) —w(@a) +w(@a,,) = (

P p—1
and if k is odd, we calculate from 1) of Remark 4.4 that

A (2 ) wtean) = (55 ) wlon) —wton) = (5% ) wlea) = g

C

) etan)

p—

p— p—1 p—1
From
P
Ty,
UR, = p—1° VR, = VA,
1-— Ty
1

we compute J(A;/Ry) = (a:ipl_Q) so w(J(A1/R1) = 2(p—1) and ¢; = 2p — 2. Now we
compute from equations (46) and (47) and Proposition 7.9 that

o0

1 . 1 ! —
_11%fw(J(Ak/Rk)) =1- <Z]f41> =1- <p4—1> :§4_1.

i=1

—dist(11/v) = p

Since dist(v1/v) is less than zero, the extension is dependent. This distance is computed
using a different method in [23].
From (45), we compute

1
(48) w(zs,) = Y]
p
for k > 1. If k is odd, we compute from 2) of Remark 4.2 that
Chk+1 Ck _ Ck
19) (25 ) wlos) = (27 ) wlos) — o) + o) = (525 ) wles,)
If k is even, we compute from 1) of Remark 4.4 that

50) (2 ) wles) = (5% wles) —wles) = (5% ) wles) -

p—1 p—1 p—1
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Now we compute from (42) that J(S1/A1) = (z§) so c1 = ¢. Now we compute from
equations (49) and (50) and Proposition 7.9 that

—diSt(w/Vl) = Z%lnfkw(J(Sk/Ak))
1 1
= 52 (X
_ e 1 p )_ cp®+(c—1)p?+ep+c
- p 1 p2\pt-1) pt-1 :

Now cp® + (¢ — 1)p? + ep + ¢ is positive for all positive integers ¢, so dist(w/v1) is less than
zero for all positive integral ¢ and thus the extension is dependent.

7. APPENDIX

In this appendix we give proofs of the results on defect cuts and ramification cuts
of Artin-Schreier extensions from [27]. These results are stated in [27] and their proofs
are outlined there. A much more general statement than Theorem 7.7 is proven in [28,
Theorem 3.5].

We suppose throughout this section that L is an Artin-Schreier extension of a field K
of characteristic p, w is a rank 1 valuation of L and v is the restriction of w to K. We
suppose that L is a defect extension of K. We will use the notation of Subsections 2.5
and 2.6.

Let © be an Artin-Schreier generator of K. We have that

Gal(L/K) =2 Z, ={id,01,...,0p-1},

where 0;(©) = © 4. Since L/K is an immediate extension, the set w(© — K) is an initial
segment in ¥K which has no maximal element. Further, w(©) < 0 by [26, Lemma 2.28|.
Let s = dist(w/v) € R, so that

dist(©, K) TR =s" =dist(w/v)” <0
There exists a sequence {¢;};cn in K such that
w(® —¢) <w(® —ciy1)
for all 4, and
ili)rg@w(@ —¢) = dist(w/v).
Let r and t be positive integers with » < ¢t. Then
vice—c) =w((®—¢)— (0 —¢)) =w(O —c¢).
Thus for r < t < u,
vick—c¢) =wO —¢) <w(® — ) =v(ey — ),

so {¢;} is a pseudo convergent sequence in K ([24] or Page 39 [32]). By the above, for
r € N, v(¢; = ¢,) has a common value ~, for all ¢ > r. Further, the above shows that

Y =w(O —¢).
The Artin-Schreier generator © is a pseudo limit of {¢;} ([24] or page 47 [32]).

Lemma 7.1. The pseudo convergent sequence {c;} does not have a pseudo limit in K.
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Proof. Suppose ¢ € K is a pseudo limit of {¢;} in K. Then
vic—c) =7 =w(O —¢) for all r.

Thus for all r,
wO—c)=w((®—c)+(cr —¢)) >w(O® —¢)
s0 w(O — ¢) > dist(w/v), a contradiction. O

Lemma 7.2. Suppose that f(x) € K|z| is a polynomial such that deg(f) < p. Then there
exists tg € N such that v(f(c)) = v(f(cy,)) fort > to.

Proof. Since v has rank 1, by [24, Lemma 10], the smallest degree of a polynomial g(x) €
K[x] such that v(g(c:)) does not stabilize for large ¢ is a power of p. Since {¢;} does not
have a pseudo limit in K, we have that this degree is > p. O

Proposition 7.3. Suppose that f(x) € K[z] is a polynomial of degree r < p. Let ©; =
© — ¢;. Then there are polynomials g;(Y') € K[Y] of degree < j such that

(51) F(©) = go(c)OF + g1(ci)OF ™ + -+ + gr_1(ci)O; + gr(cs)

for all i, with go(c;) = go a non zero element of K. Further, there exists ig and \j € VKK
(depending on f) such that

v(gj(ci)) = Aj
fori>ig and 0 < j <r, and
(52) w(g;(ci)0; ) # w(gr(ci)OF F)
forall0 < j < k<randi>ig.

Proof. We have a factorization f(z) = fofi(z)--- fi(x) where fy € K and f;(z) are monic
and irreducible for 1 < ¢ < 1. Let r; = deg(fj(z)). Let Q be an algebraic closure of K
containing L. We have factorizations

fi(x) = (x —aj)(z — aj2) - (z — ajr))
with aj; € Q for 1 < j <r, giving expressions
fi@) =a" — Si(aj1,...,a5,)a" 4 (=1)7 S, (a1, - -, agr;)

where S; is the elementary symmetric function of degree i. Let y be an indeterminate.
Then

file +y) =2 = Si(aj1 —y,..., a5, — a4 (=18 (a1 =y, ajr; — ).
Let Lj = K(ajl, .. .,ajrj) and set
h; = Si(&jl — Y Qjr; — y) € Lj[y]

for 1 <¢ < ;. h; is a polynomial of degree i. h; is invariant under permutation of the a;,
and L; is Galois over K (since it is a normal extension of K and r; < p). Thus h; € K[y
for i < rj;, and we have an expression

(53) fle+y) =gor" + ()" + -+ g1 (y)z + g,(y)

where ¢;(y) € K][y] is a polynomial of degree < i (g0 = fo). For i € N, we have an
expression

f(©) = f(©;+¢) = g0 +g1(c))O7 1+ + gr1(ci)O; + gr(cs).
29



By Lemma 7.2, there exists i such that v(g;(c;)) is a constant value \; for i > iy and
0<j<r. Now w(©;+1) > w(6;) for all i, so for all j,k with 0 < j < k < r, there exists
i(j, k) such that
Ak — A
() # =
for t any integer with 1 <t < r, whenever i > i(j, k).
Thus for 7 such that ¢ > iy and ¢ > max{i(j,k) |0 <j<k<r}and 0<j <k <r,

w(g;(ci)OL ) # wlgr(ci)Or 7).

Corollary 7.4. The valuation ring O, is generated as an O,-module by
(54) {g®g|g€K,O§j§p—1,i€Nandw(g@{)ZO}.

Proof. Let M be the O,-module generated by the set (54). The module M is certainly
contained in O,,. Suppose that h € O,,. Then w(h) > 0 and h = f(©) for some polynomial
f € KJz] of degree < p. By Proposition 7.3, we have an expression (51) of h. Taking i
sufficiently large (so that (52) holds) we have that

(55) 0 < w(h) = min{w(g;(c;)O] /) |0 < j <7},
Thus h € M. O
Corollary 7.5. Suppose that h € L. Then
w(o(h) —h) =w(r(h) — h)
for o,7 € Gal(L/K) which are both not the identity.

Proof. h = h(©) has an expression of the form (51) of Proposition 7.3 such that (52) holds.
We compute using (51) for 0 < j < p,
oj(h) —h = h(®+j)—h(0) =h(0;+j+c;) — h(Oi + )
= g0(ci))(©i+ )"+ + gr—1(ci)(Oi + j) + gr(c:)
—[90(ci)OF + -+ + gr-1(ci)©i + gr(ci)]

= gole)) (Xhzo ()57 0F) + 1) (Sh2d (3157717508 + -+ 4 gy ()i

Since w(©;) < 0, we have that

r—i—1
v <gl(ci) ( > (r ; l>jr_l_k@f>> = w(gi(e:)jO; 1) = wlgi(c)®] )

k=0
for 0 <[ <r—1. Thus
(56) w(oj(h) —h) = min{w(gl(ci)@;_l_l) l0<i<r-—1}
for i > 0 by equation (52). O

For o € wL, define the ideal I, = {f € Or | w(f) > a} in O,. Then Gy, (defined in
Subsection 2.4) is the subgroup

Gr, ={s€Gal(L/K) | w(s(z) —x) > a for all z € O,}

of G = Gal(L/K).
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Corollary 7.6. Continuing with our assumption that L/K is a defect Artin-Schreier
extension and w has rank 1, suppose that o € R. Then

[ {1y if a > —dist(w/v)
Gro = { Gal(L/K) if a < —dist(w/v).

Proof. Suppose that h € O,. Then h has an expression of the form (51) of Proposition
7.3 such that (52) holds. By the calculation of (55) of the proof of Corollary 7.4 we have
that for i > 0,

(57) 0 < w(h) = min{w(g;(c;)O] ) |0 < j <7},
By the calculation of (56) of the proof of Corollary 7.5 and (57), we have that for id #
o € Gal(L/K) and i > 0,

w(o(h) — h) = min{w(g(c;)OF ") [0 <1 < r—1} > —w(©;) > —dist(w/v).

Thus G, = Gal(L/K) for a < —dist(w/v). B
Given € > 0 there exists ¢ € K such that w(© —¢) > dist(w/v) — 5. Let © = © —c.
The group wkK is dense in R, so there exists g € K such that

0<w(g0O) < g
We have that o1(g0) — g© = g, so
w(o1(gO) — g0) = w(g) < —dist(w/v) + ¢.
Thus G, = {1} for a > —dist(w/v). O

As a consequence of the above corollary, we obtain the following theorem. A more
general version of this theorem is proven in [28].

Theorem 7.7. (Kuhlmann and Piltant [27]) Continuing with our assumption that L/ K
is a defect Artin-Schreier extension and w has rank 1, let Ram(w/v) be the ramification
cut of L/K defined in subsection 2.5. Then

dist(w/v)” NvK =dist(0, K) NvK = —Ram(w/v) NvK.
Proof. By Corollary 7.6
(Ram(w/v) T R)F ={a e R |G, =1} =U{a € R| a > —dist(w/v)}.
Thus
(—Ram(w/v) 1 R)L = {a € R | a < dist(w/v)}
and so dist(0, K) N vK = —Ram(w/v) NvK. O

Lemma 7.8. (Kuhlmann and Piltant, [27]) Suppose that K and L are two dimensional
algebraic function fields over an algebraically closed field k of characteristic p > 0 and
K — L is an Artin-Schreier extension. Let w be a rational rank one nondiscrete valuation
of L and let v be the restriction of w to K. Suppose that L is a defect extension of K.

Suppose that R is a reqular algebraic local ring of K and S is a reqular algebraic local
ring of L such that w dominates S, S dominates R and R — S is of type 1 or 2. Inductively
applying Theorems 4.1 and 4.3, we construct a diagram where the horizontal sequences are
birational extensions of regular local rings

S:SQ—>51—>SQ—>

(58) t to1
R = Ro — R1 — R2 —
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with U2, S; = O,,. Further assume that for each map R; — S;, there are regular parame-
ters u,v in R; and x,y in S; such that one of the following forms hold:

(59) u=xz,v=f
where dimy, S;/(x, f) = p, or
(60) u=drP o=y

where § is a unit in S; and in both cases that x = 0 is a local equation of the critical locus
of Spec(S;) — Spec(R;).

Let
ou @ Ou Qv

Ji=J(Si/Ri) = (—7— — ——=—
(Si/ Ri) (amay ﬁyax)
be the Jacobian ideal of the map R; — S;.
Then there exists ¢ > 0 such that J; = x¢S; (since the critical locus is supported on

x=0). Let o be a generator of Gal(L/K). Then
1) w(o(y) —y) = ;5w(@) = ;23w(Ji) if (59) holds,

2) wo(z) —z) = ;Sv(r) = Z%w(Ji) if (60) holds.

Proof. We prove the first statement 1). The proof of the second statement is similar.
Suppose that a form (59) holds. Let N be the S;-ideal N = Annsi(Q}qi/Ri).

Since w is the unique extension of v to L and R; — S, is quasi finite with complexity
p = [L : K|, we have that S; is the integral closure of R; in L and is thus a finite R;-module.
There exists a unit § € S; and v € S; such that

u=ux,v=0y"+ zv.
Let M be the R;-module M = R; + Ry + - -- + R;y?~'. We have that
yP =6 v —ud "ty € (u,v)S;

and x = u € (u,v)S; so S; = M + (u,v)S;. Thus S; = M by Nakayama’s lemma. Let
f(t) € KJ[t] be the minimal polynomial of y over K. The polynomial f(¢) has degree p
since [L : K] = p. Since R; is normal and y is integral over R;, by Theorem 4 on page
260 of [38], the coefficients of f(¢) are in R;, and thus S; = R;[t]/(f(t)). We have an
isomorphism of S;-modules

Q}gi/Ri = Si/f'(y)S;

where f'(t) = %' Thus N = (f/(y)). We compute N in another way, from the right exact
sequence
Ok O, Si = Qg = Qg g, — 0,

showing that we have a presentation

where

From the fact that



is an S;-basis of SZ, we see that Q}q,/R_ = Si/g—ZSi, and so N = (g—Z) = J; = (2°). Factoring

f= I =7
reGal(L/K)
in L[t], we see that
f'ly) = II @ ).
id#reGal(L/K)
Thus
w@)= Y wEl) -y =-wly) -y
id#reGal(L/K)
by Corollary 7.5. g

Proposition 7.9. (Kuhlmann and Piltant, [27]) Let assumptions be as in Lemma 7.8.
Then the distance dist(w/v) is computed by the formula

: irilf{w(J(Si/Ri))}

—dist(w/v) = 5 i

where the infimum is over the R; — S; in the sequence (58).

Proof. Let o be a generator of Gal(L/K). Since US; = O,,, we have that
—dist(w/v) = inf{w(o(h) — h) | h € S; for some i}

by Corollaries 7.6 and 7.5. By the proof of Lemma 7.8, h € S; implies there exists a
polynomial f(t) € R;[t] of degree < p such that h = f(z;), where z; = y if R; — S; is in
case (59), z; = z if R; — S; is in case (60). Thus we have an expression

-1 -2
h:aozf +a 2P +- tap

7

with ag,...,ap—1 € R;. For s > 1, we have a factorization
0(2)* = 2 = (0(2) = zi)(0(2:)" " + zi0 () 2 -+ 257,
The valuation w is the unique extension of v to L, so w(o(z)) = w(z;) > 0. Thus

w(o(z)® —2f) > w(o(z) — 2;) for all s > 1. We have that
o(h) —h =ap(a(z)Pt = 2PN 4+ ap_a(a(z) — z)
so w(o(h) —h) > w(o(z;) — z;). Thus
—dist(w/v) = inf{w(o(z) — 2)}.

The proposition now follows from Lemma 7.8. O
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