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We present an algorithm to compute correlation functions for systems with the quantum numbers of
many identical mesons from lattice quantum chromodynamics (QCD). The algorithm is numerically stable
and allows for the computation of n-pion correlation functions for n€ {1, ..., N} using a single N x N
matrix decomposition, improving on previous algorithms. We apply the algorithm to calculations of
correlation functions with up to 6144 charged pions using two ensembles of gauge field configurations
generated with quark masses comresponding to a pion mass m, = 170 MeV and spacetime volumes of
(4.4° x 8.8) fm* and (5.8% x 11.6) fm*. We also discuss statistical techniques for the analysis of such
systems, in which the correlation functions vary over many orders of magnitude. In particular, we observe
that the many-pion correlation functions are well-approximated by log-normal distributions, allowing the
extraction of the energies of these systems. Using these energies, the large-isospin-density, zero-baryon-
density region of the QCD phase diagram is explored. A peak is observed in the energy density at an isospin
chemical potential y; ~ 1.5m,, signaling the transition into a Bose-Einstein condensed phase. The
isentropic speed of sound, c,, in the medium is seen to exceed the ideal-gas (conformal) limit (2 <1/3)
over a wide range of chemical potential before falling towards the asymptotic expectation at y; ~ 15m,,.
These, and other thermodynamic observables, indicate that the isospin chemical potential must be large for

the system to be well described by an ideal gas or perturbative QCD.

DOI: 10.1103/PhysRevD.108.114506

I. INTRODUCTION

Describing strongly interacting dense matter is a central
challenge for nuclear physics. Whilst the strong inter-
actions are governed by quantum chromodynamics
(QCD), the many-body nature of these interactions in
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dense environments such as neutron stars, supemovae,
and binary mergers makes the task of predicting the behavior
of these systems exceedingly difficult. Numerical studies at
nonzero baryon density or chemical potential using lattice
QCD (LQCD) are frustrated by a sign problem that prohibits
efficient stochastic evaluations of the integrals that define
physical observables. Consequently, most studies of the
neutron star equation of state, for example, use effective
models or interpolate between limited phenomenological
inputs at small values of the chemical potential, and limits
from perturbative QCD (pQCD) at asymptotically large
chemical potential. In contrast, systems with nonzero isospin
chemical potential (in which up and down quarks have
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opposite values of their chemical potentials), denoted by y,
are amenable to LQCD calculations [1-13]. Pure isospin-
chemical-potential systems are not directly relevant to
neutron stars and other known astrophysical objects as they
have nonzero values of both baryon- and isospin-chemical
potential.] Nonetheless, these systems can provide an inter-
esting testing ground for effective models and asymptotic
pQCD expectations and hence it is interesting to seek first-
principles QCD predictions.

LQCD studies at nonzero isospin chemical potential and
zero baryon chemical potential have been performed by
adding an explicit chemical potential term y, (ityu — dyyd)
(where u and d are quark fields, y, is a Dirac matrix and y;
quantifies the size of the chemical-potential) to the QCD
action [1-10]. Additionally, a canonical approach to isospin
chemical potential is enabled by studies of systems of
fixed isospin charge (fixed numbers of charged pions) in a
finite box [11-13]; these systems are characterized by
large isospin density, and hence probe the large isospin-
chemical-potential, zero baryon-chemical-potential, region
of the QCD phase diagram. Two transitions are expected at
zero temperature as p; increases; a first-order phase
transition at |y, = m, from a weakly interacting pion
gas to a Bose-Einstein condensate (BEC) phase, and a
crossover at larger y; from the BEC phase to a deconfined
superconducting Bardeen-Cooper-Schrieffer (BCS) phase
[15]; see Ref. [16] for a review. Previous work on QCD at
nonzero isospin chemical potential using both approaches
has found evidence for the BEC transition, but did not
definitively probe the BCS phase or the onset of pQCD.

In this work, we study systems with the quantum numbers
of n identical charged pions with zero total three-momentum.
Such systems have been investigated in previous work
[11-13,17-20] for n <72 [13]. In order to extend those
calculations, we develop an algorithm that allows efficient
computation of correlation functions for larger n and numeri-
cally investigate n < 6144 systems. The algorithm is built
upon properties of the symmetric group and importantly can
be implemented without the extreme numerical-precision
requirements of existing approaches. While the algorithm is
specific to the highly symmetric systems that are considered,
symmetry-group-based generalizations may be appropriate
for efficiently performing the Wick contractions for other
multihadron systems such as nuclei.

The LQCD two-point correlation functions used to
access these n-pion systems rapidly decay as the separation
of the points increases. This presents numerical challenges
in the calculation and analysis of the correlation functions
investigated in this work. The correlation functions not only
vary by many orders of magnitude across the lattice extent,
but even at the same site they fluctuate by orders of
magnitude between configurations. Consequently, any
attainable statistical sample of a many-pion correlation

"The possibility of pion stars has also been conjectured [14].

function will be far from the realm of validity of the central
limit theorem (CLT), and the statistical estimators used in
most LQCD calculations, such as the sample mean and
standard deviation, will not be meaningful. The distribu-
tions of many-particle correlation functions that are positive
definite on all field configurations in a range of contexts
have been found to be approximately log-normal [21-24]
and that behavior is also found for the many-pion systems
studied here. Therefore, to extract physical quantities from
the LQCD calculations, we perform an analysis that is
based on the empirically motivated assumption of log-
normality. LQCD investigations of nuclei and other many-
body systems encounter similar, but not identical, statistical
challenges [25-31] and some of the techniques explored
here may have more general applicability.

Given these techniques and improvements, this work
provides new insights into properties of matter at signifi-
cantly larger isospin densities than previously studied. In
particular, we find that the isentropic speed of sound, c,,
exceeds the conformal limit of ¢Z < 1/3 over a wide range
of isospin chemical potential. The results also demonstrate
the regime of validity of pQCD in describing isospin-
chemical-potential matter is bounded below by y; ~ 15m,,.

The structure of this paper is as follows. In Sec. II, a new
algorithm for computing many-pion correlation functions
that forms the basis of this work is introduced. In Sec. 111,
the details of the LQCD calculations that are performed and
the basic properties of the resulting correlation functions are
presented. Section IV presents an analysis of the statistical
properties of these correlation functions and introduces the
tools with which their distributions are analyzed under the
assumption of log-normality to extract physical information
about these systems. The physical quantities that are deter-
mined from these correlation functions relate to large isospin
chemical potential and are discussed in Sec. V. A brief
summary is given in Sec. V1. Additional details of numerical
tests of the algorithms and data presentations used herein, and
investigations of the inclusion of higher cumulants in the
analysis, are presented in the Appendixes.

II. MANY-PION CORRELATION FUNCTIONS

In order to extract physics from LQCD calculations,
suitable correlation functions must be constructed and
evaluated. In the context of this work, the comelation
functions of interest are those that access states with a large
z-component of isospin, I, with vanishing total three-
momentum. Specifically, we consider correlation functions
of the form

Calt) = <(gz-(x,0))"1j[1x+(yj,r)>, (1)

where n = I labels the minimum number of charged pions
required to form the state, and y; are (possibly distinct) spatial
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lattice sites [the dependence of C, () on these coordinates is
suppressed since it does not affect the spectrum of states
that propagate over a Euclidean time-separation, f]. Here,
7= (x,1) = nt(x,1)" = —d(x, t)ysu(x, t), so the sink inter-
polating field at t = 0 projects the system to zero total three-
momentum by forcing each du pair to zero three-momentum.

For large n, the correlation functions in Eq. (1) involve
many quark fields, and, after integration over the fermion
degrees of freedom, produce a factorially large set of
Wick contractions that must be evaluated and averaged
over an ensemble of gluon field configurations. For
example, for the largest isospin-charge that we consider
in this work, the required number of Wick contractions is
(6144!)2 ~ O(10*0%0) A naive approach to the evaluation
of Eq. (1) is therefore impractical for all but small », and
more efficient methods are required. As Eq. (1) provides a
prototypical (and particularly simple) example of a many-
body system, significant effort has been devoted to devel-
oping such algorithms. In Refs. [11,17], a method based on
the expansion of determinants was introduced and used to
study n <12 pion systems. A more powerful recursive
algorithm was introduced in Ref. [18] and further devel-
oped in Ref. [13], allowing n <72 pion systems to be
studied. While these methods were significant steps for-
ward in the study of many-hadron systems in LQCD, they
suffer from numerical instabilities when n becomes large
and their scaling with n makes it impractical to study still
larger values of n.

Here, we introduce a new algorithm based on the
representation theory of the symmetric group and formalize
a relation introduced in Ref. [20]. In this section, we show
the algorithm is numerically stable and more efficient than
previous algorithms and consider some generalizations of
the approach. The improved efficiency and stability make it
possible to increase the isospin charge that is studied by
multiple orders of magnitude over previous work.

A. Symmetric polynomial algorithm

Asin Refs. [11,17], a zero-momentum pion block can be
defined as

W0 (Y1) = Y _Sta)(k) (X.0:2,0)S (i s 5 (¥,052, 1),
ky.z

()

where S(x;y) is a quark propagator from x = (x,¢,) to
y = (y.t,). Here, {a,p,y} and {i, j, k} indicate spin and
color indices respectively, while x, y, and z € A; indicate
spatial positions selected from a set of lattice sites A; which
can be the entire spatial lattice geometry or some subset.”

*Note that the summed spatial location z in Eq. (2) can in
principle range over a different set of spatial sites than the
external sites x and y.

This object is a matrix in its Ny spin, N, color, and Ny =
dim(A3) spatial indices.

By combining spin, color, and spatial index labels, the
pion block can be recast as a time-dependent N x N matrix,
I1(z), where N=N.N,N,. Since the manipulations
below will be independent of the temporal coordinate,
the time-dependence of II(r) will be suppressed. Let X =
{x1, ...,xy} denote the set of eigenvalues of I1. As we will
show in Sec. I1E, the correlation function in Eq. (1) can be
written for 1 <n < N as

C,(1) = n'E, (%), (3)

where E,(X) is a homogeneous, degree-n, symmetric
polynomial over the eigenvalues:

E,®)=E,((x...xy)= > xpox,  (4)

ih<...<iy

where the indices i; range from | to N. For example,
E>({x1,%2,x3}) = x1X2 + X1 X3 + X3 and the special cases
E\({x,....xy})=2"L, x;=Tr(I) and Ey({x,....xy})=

N x;=Det(IT) reduce to known results.

Although Egq. (3) is conceptually simple (and was written
down in Ref. [20]), directly computing the (V) terms in
the sum in Eq. (4) is computationally intractable for even
moderate N and n. However, E,(x,,...xy) can be com-

. . . L3
puted using the following recursive relation™

Ek({xl,---,xu}) = xMEk—l({xl,---xM—l})
+ Ec({x1, . Xp-1}), 5)

where Ej(xy,...x)) =0 if M < k. By either recursively
computing E, and caching the result, or building a lookup
table, the computational effort needed to compute the
correlation function from the eigenvalues is reduced to
O(N?). In practice, this computation is effectively of
negligible cost since obtaining the eigendecomposition
of I1 is an O(N?) operation that dominates the cost of
obtaining the correlation function from a given set of quark
propagators.

B. Generalizations

Although the method as described is particular to
systems of positively (or negatively) charged pions, it
can be readily generalized to any type of meson correlation
function whose contractions do not admit disconnected
diagrams by changing the construction of the pion block,

*This recursive relation can be seen directly from Eq. (4) or as
a specific case of the more general methods in Ref. [32] for
computing Schur polynomials. Altematively these polynomials
can be computed using the Girard-Newton identities, as noted in
Ref. [33].
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Eq. (2). For instance, in order to compute a maximal isospin
many-kaon correlation function, the pion block IT would be
replaced by the kaon block defined by

K(ia)(jp) (X ¥:1)
. 1 .
= zsu;(j‘a)(k‘y) (X y 0, z, I)Ss;(k‘y){jﬁ) (y, 0, z, 1‘) y (6)

ky.z

where S, refers to the light quark propagator and §; refers
to the strange quark propagator. Additionally, the methods
in Ref. [12] can be used to evaluate multispecies correlation
functions, such as mixed systems of pions and kaons or
systems of pions wherein some pions have nonzero
momentum. Similarly, the method can also be applied to
baryons in N, =2 QCD [34,35].

C. Calculation of eigenvalues

Since the pion block I1(¢) = SST in Eq. (2) is explicitly
Hermitian and positive definite, its eigenvalues are equal to
its singular values and can be computed using a singular
value decomposition (SVD). Moreover, its eigenvalues are
by definition the squares of the singular values of the (spin-
color-spatial) matrix S, so the eigenvalues of I1 may be
computed via a singular value decomposition of § directly
without explicitly forming I1. Determining the eigenvalues
of I1 this way is both more efficient and more numerically
stable; the condition number of § is approximately the
square root of that of I1, and hence this is the approach that
we use throughout this work.

Notably, computing the eigenvalues of I1 in this manner
is quite specific to the case of zero-momentum pions—in
generalizations to blocks of nonzero momentum or for
blocks built from nondegenerate quark-antiquark pairs, the
corresponding block object, e.g., k in Eq. (6), will not have
a positive definite (or even real) spectrum. In these cases, an
alternative eigendecomposition method such as the QR
algorithm must be used to determine the input to the
symmetric-polynomial algorithm. Care must be taken in
such scenarios to ensure numerical accuracy as non-
Hermitian eigendecompositions are less numerically stable
than SVD; it is likely that for non positive-definite blocks,
higher-precision arithmetic would be needed in all stages
beginning with the formation of the block and possibly
even in the linear solve needed to obtain the propagators.

D. Comparison to existing methods

The LQCD correlation functions that result from apply-
ing the symmetric polynomial algorithm are identical to
those calculated using other methods [11,12,17,18]. The
only differences are in decreased computational complexity
and improved numeric stability. Improvements in computa-
tional complexity result from the ability to compute all N
possible pion correlation functions from an N x N pion
block with only a single O(N?) matrix operation to find

the eigenvalues; other methods require separate O(N?)
operations for each number of pions, resulting in an
overall O(N*) cost for computing the full set of C,
forne{l,...,N}.*

The numerical stability of our method is also signifi-
cantly improved—other methods require high-precision
arithmetic in order to counteract catastrophic cancellations
between terms. Provided that the eigenvalues X are positive
in Eq. (3), there is no possibility for cancellation, and hence
high-precision arithmetic is not needed at any point in the
calculation. Indeed, we have checked our method against
other methods for small systems and found that our double-
precision results match those of other methods that required
the use of higher-precision floating-point numbers.

E. Proof

In order to prove Eq. (3), we start from the result of
Ref. [11] which expresses the correlation function as’

1

=

€ s mgN_nEﬁl w:Pubr ---th-nHﬁ: i Hﬁ; ’ (?)

where Greek indices a;, f;, &; indicate combined spin-
color-spatial indices. This can be simplified using the
identity

s“‘"““‘"‘fl““fﬂ'sﬁl Bl = m! Z E(G)ég;’m. ) -5;.,(,,} , (8)

n
6ES,

where the summation runs over the permutations o of the
symmetric group S, and €(o) is the sign of the particular
permutation. This gives

Co= ) e(o)lg" .. .Tlg". (9)

G6ES,

Each summand in Eq. (9) can be written as a product of
traces of powers of the pion block I1, with the composition
of these traces determined by the conjugacy class of 6.
More concretely, if A(6) = (4, ...,4,) denotes the partition

associated to the conjugacy class of o (so ¢ has cycles of
length 4y, ..., 4,), then Eq. (9) may be rewritten as

Co= Y elo) HTr(l'l"r‘). (10)

GES,

The traces can each be written in terms of sums of powers
of the elements of the set of eigenvalues ¥ = {x,...xy}
of II so

4Here, we assume that each matrix operation (e.g., matrix
multiplication, SVD) takes O(N>) floating-point operations,
which is the case for the implementations used in this work.
e expression here is generalized from the N = 12 case
shown in Ref. [11] and differs in normalization by a factor of
1/(N =n)!.
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TABLEI. Parameters of the gauge-field configurations used in this work. The first column lists the label used to
refer to the ensemble, N, is the number of configurations, and § and Cgy refer to the gauge coupling and clover
coefficient, respectively. The lattice spacing a is determined in Ref. [38], while the lattice geometries are defined by
the spatial and temporal extents, L and T, respectively. The bare light (m,,) and strange () quark masses are given
in lattice units and M, is the pion mass determined in Ref. [38].

PHYS. REV. D 108, 114506 (2023)

Label — Ngy B Cow am ) L’xT a (fm) M, MeV) M,L
A 201 63 120537 —0.2416 —-02050  48%x 96 0.091(1) 166(2) 3.7
B 322 6.3 120537 —02416 —0.2050 643 x 128  0.091(1) 172(6) 5.08

Cn = ZE(G)P,I(G)(:{)’

6ES,

(11)

where P,(X) is a power-sum symmetric polynomial

Py®) =[]+ + ).

i=1

(12)

We can simplify Eq. (11) by changing from the basis of
symmetric polynomials P;(X) into the basis of Schur
polynomials, S;(X) (not to be confused with the quark

propagator), using the Frobenius character formula [36]
and [[37], page 49]

Py(X) = D,I’ (C2)Sx (). (13)

where y,(C,) is the character for the irreducible represen-
tation of the symmetric group associated to the partition A’
applied to the conjugacy class C; of the partition A.

Three additional facts from representation theory are
needed to complete the proof: firstly that S _;)(¥) =
E,(X); secondly, that the character of the n-partition
(1,...,1) is the sign function, ;.. 1) =e€; and finally,
that the orthogonality relation for characters

PR (14)

"6 ES,
holds (here the bar indicates complex conjugation) [36,37].

Using these facts, Eq. (3) follows through a straightfor-
ward computation,

Co= Y _€(0)Pys)(%)

= > Y e (0)S: ()
= ZSA:(EE) 22’(1‘___‘1)(6)2’,1’(0)
¥ ogES,

= M!-5'(1‘...‘1)(55)

= nlE, (%). (15)

III. NUMERICAL RESULTS
A. Lattice details

All of the calculations in this work were performed on
two ensembles, referred to as ensemble A and ensemble B,
of gauge field configurations generated with Wilson-clover
fermions and a tree-level tadpole-improved Symanzik gauge
action, the parameters of which are summarized in Table 1.
On both ensembles, measurements were separated by 10
hybrid Monte-Carlo trajectories; further details regarding
these configurations are given in Ref. [38]. Using these
ensembles, we computed sets of smeared-source, smeared-
sink propagators from a regular sparse grid on a single
timeslice, A;={x|x; mod s=0V i} with s=6 on
ensemble A and s = 8 on ensemble B, both corresponding
to Ny = 512. The source and sink smearings were gauge-
covariant Gaussian smearing with 35 steps with width
parameter 3.0 [39]. These propagators are sparsened [40]
in that the output was only stored on a sparse sublattice of the
original lattice geometry. In this case, the same sparsening
factors were used as in the choice of source locations. Due to
the sparsening, the dimensionality of the generalized spin-
color-spatial matrix is N =4 x 3 x 512 = 6144, enabling
correlation functions up to n = 6144 to be computed.

Except where otherwise stated, all of the calculations
described below were performed at double precision.
Calculations in double-double and triple-double precision
show agreement with these to at least 1 part in 10°, as
discussed in Appendix A.

B. Single-configuration correlation functions

In order to compute the pion correlation functions on
each configuration, we first assembled the propagators into
the spin-color-spatial matrix §, and then performed a SVD
of § as described in Sec. I C. We then combined the
eigenvalues to form the pion correlation functions C,, for
ne€{l,...,6144} using the method described in Sec. I A.
Examples of the resulting correlation functions on a single
configuration from the A ensemble are shown in Fig. 1.
Notable here is the large variation in the scale of the
correlation functions. For example, Cg 4(f) shown in
Fig. 1 ranges over more than 10° orders of magnitude.
Even on an individual time slice, the correlation functions
corresponding to a given number of pions evaluated on
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x10*
D 4 =
—51 %
_]0 4
g —15
g
=201 o
—251 &
=30 +—
0
FIG.1. Correlation functions for n € {1000,2000, 4000, 6144}

on a single configuration from the A ensemble.

different configurations can vary by many orders of
magnitude. This can be seen in Fig. 2, where we show
histograms of the logarithms of correlation functions for a
few adjacent time slices for all 201 configurations of the A
ensemble for n € {500, 4500}. Although the intratime slice
variation seen in Fig. 2 is small compared the intertimeslice
variation, it is still large enough to require special tech-
niques to be used in analyzing the correlation functions, as
we will discuss in Sec. IV. Similar distributions are seen on
the B ensemble.

C. Distribution of eigenvalues

While the eigenvalues of the pion block, X, are not
themselves physical, they are still of interest since they
directly determine the correlation functions via Eq. (3).

tla=18 tja=17 tfa=16 t/a=15
50+
251
0- -
—68 —67 —66 —65 —64 —63 —62 —61 )
log Cool(t) x10
50 tja=18 tfa=17 t/a=16 tfa=15
251

15 {14 —T12 -0 —los —fos —io4 102 —fo0_
log Cysoo(t) 10

FIG. 2. Histograms of the logarithms of correlation functions
for n € {500,4500} att/a €{15,16,17, 18} computed on the A
ensemble.

FIG. 3. Logarithms of eigenvalues x, for n € {1000,2000,
4000,6000} as a function of time slice on a single configuration
from the A ensemble. Eigenvalues were computed using double-
double precision.

Values of x, for various choices of n on a single
configuration of the A ensemble over the full temporal
extent of the lattice geometry are shown in Fig. 3 (the B
ensemble shows similar behavior). Interestingly, the behav-
ior of each of the eigenvalues appears quite similar to that
of an (ensemble-averaged) correlation function, exhibiting
an exponential decay for moderate ¢. This behavior is not
physical as the eigenvalues are single-configuration quan-
tities, however the exponential decay of the eigenvalues
does have physical implications. In particular, suppose that
the exponential behavior in Fig. 3 were exact, so the kth
eigenvalue x; has the time dependence

xi(f) = Agle® + e (T, (16)

where A; and a;, are constants. Then, combining these
eigenvalues into a function C,,(¢) via Eq. (3), and taking the
limit T — oo for simplicity, yields

Co(t)=n! D Ay A e @ttt (17)

ky<...<k,

In this representation, C,(#) naturally behaves as a sum of
exponentials, from which we can read off the energies
Ep o =a+ - +a; {k;} distinct.  (18)
This formula also describes the possible energies of an
n-particle system of noninteracting fermions with single-
particle energies {a;}. In an imprecise way, the rate
of exponential decay for the eigenvalue x,(f) can be
interpreted as corresponding to the kth-lowest single-
particle energy for a pion in a volume (aL)?. Note that
this correspondence is not exact—the quantity x(f) is
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computed only on a single configuration, and the validity of
Eq. (16) for describing x; (¢) is empirical with no theoretical
justification.

IV. ANALYZING MANY-PION SYSTEMS

A. Central limit theorem-based methods
Typical methods for analyzing correlation functiom in

LQCD begm by collecting N,¢ samples, Cn t) on
independent® gauge-field configurations, Uy, ..., Uy
and computing the sample mean

conf ?

N,

— 1 conf :
C.(1) :N_fE :CLU‘](t), (19)
conf j—]

along with the sample variance

AC2(t) = IZ[C[U] 1) =G0, (20)
——

As N_,¢ — o, the CLT applies and we may treat C,
as a Gaussian random variable with standard deviation

/AC?/N,, . Performing correlated fits then allows the
extraction of energies and other physical parameters of
interest. In principle, these methods could be applied
to correlation functions of the many-pion systems consid-
ered here. However, in practice the large range of scales
involved in a many-pion correlation function makes analy-
ses based on the CLT effectively impossible. In particular,
as discussed above, the correlation functions on a particular
timeslice can vary by many orders of magnitude, typically
resulting in a single gauge configuration dominating the
sample mean, Eq. (19), far from the regime of applicability
of the CLT.

This argument can be made more precise. Suppose that

correlation functions CLU](I) were log-normally distributed
across gauge configurations, i.e., for a given choice of n

and 1, log CLU](I) ~ N (u,,0%) is a normal distribution for
some p,, o, (empirically, we observe that the sampled
correlation functions are consistent with this assumption,
as will be di‘;{:u‘;%‘d below). Then using Eq. (19), the
expectation values (C,(¢)) and (C2(t)) over the set of all
ensembles can be detemnned to be

@) =exp (4 + %) , 1)

6’I'hr0uglmut this work, we assume that the samples are
sufficiently decorrelated to be effectwely independent. Autocor-
relatmns are seen to be small for the pion mass.

"In particular, this excludes the standard method of fitting the
comrelation function to a linear combination of exponential
functions, as that method relies on the validity of the CLT.

14004

12004

10004

N,g::;J (n)
[#.4]
=

g

logp

2001

0 1000 2000 3000 4000 5000 6000
n

FIG. 4. Estimate of the logarithm of the number of samples
needed for the CLT to apply to correlation function C,(f) as a
function of n. The uncertainty band indicates the standard
deviation over bootstrap samples (see Sec. IV C).

(Ca(1))2e%. (22)

In order to satisfy the requirement for the CLT, it is
necessary at a minimum that (C2) — (C,)? < (C,)?, which

implies that N g 2 (mm) (n)=e ~/2 In Fig. 4, we show

conf
an estimate of N( n) using
N eont [ ]
=—— logCVi(s 23
’ Ncmf; gC (1) (23)

and

Z logCY (D) =)', (28)

conf_l

As can be seen, N‘(wnf (n) grows rapidly and already for
n ~ 100 is an unrealistically large number of configurations
is needed, effectively ruling out the use of standard
statistical methods for nZ 100 pion systems. Note that

the value of N‘(:T;"f’)(n) will depend on the choice of quark

masses and physical volume.

B. Log normality

Since CLT-based methods such as the sample mean are
not applicable for many-pion correlation functions at the
statistical precision achieved in this work, we need to use a
different method of analysis. A path forward is provided by
the data which, from a cursory inspection of the distribu-
tions in Fig. 2, appears to be approximately log-normal, as
mentioned above. This observation can be also be seen
qualitatively in Fig. 5, which shows the observed quantiles
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FIG. 5. Quantile-quantile plot for the distribution of
log Cgooo(t = 18a) on the A ensemble. Each point represents a
different configuration U;, with the vertical position indicating
the z-score (number of standard deviations from the mean) of
log Clﬁ?m!n(f = 18a), while the horizontal position of the point
indicates the theoretical z-score for the corresponding quantile of
a normal distribution. The red line indicates the theoretical
expectation for a normal distribution.

of log CLU‘](I) on the A ensemble for particular choices of n
and ¢ against the expected quantiles for a normal distribu-
tion, showing the approximate log-normality of the sam-
ples. Quantile-quantile plots for other choices of n and ¢
show similar behavior on both ensembles. To verify this
observation of log-normality, we employ the Shapiro-Wilk
test [41], which is designed to assess whether a given set of
samples, in this case the logarithms of the correlation
functions, have a distribution consistent with a normal
distribution. The resulting p-values for the tests for differ-
ent n and ¢ are shown in Fig. 6 for the A ensemble (similar
behavior is seen for the B ensemble). With the exception

1.0
— tfa=10
— tla=15
081 - tfa=20
, 06
E ) ..
044 .~
0.2
0.0 ’ . :
10° 10! 10? 10%

T

FIG. 6. The Shapiro-Wilk test p-values as a function of n at
timeslices 7/a € {10, 15, 20} for the A ensemble. A value of p <
0.1 (gray band) indicates a violation of log-normality of the
correlation-function distribution across configurations.

of the (n < 5)-pion systems, none of the correlation
function distributions in this study have a p-value less
than 0.1, indicating that we do not observe violations of
log-normality on these samples. Since we cannot detect
statistical violations of log-normality, we conclude that
any bias induced by the assumption of log-normality is
likely subdominant to the statistical uncertainties of our
estimates. This is not entirely unexpected; log normal
random variables often appear when taking products of
many non-negative random variables (particular projec-
tions of propagators in this case), and it has been previously
hypothesized that log-normality may play a role in QCD
correlation functions [21-24].

Under the assumption that correlation functions are

drawn from a log-normal distribution, i.e., logCLU]N

N (py, 02), we can obtain a lower-variance estimator by
determining the parameters u,, and o2 via Egs. (23) and (24)
and then using the analytic form for (C,) given in Eq. (21)
to estimate the original correlation function. Should vio-
lations of log-normality be observed at higher statistical
precision, it would be possible to systematically improve
this method through the inclusion of higher cumulants, as
discussed in Appendix B.

C. Log-normal analysis

In order to extract energies from the computed cor-
relation functions, we first produce a set of 200 bootstrap
samples [42], and then compute the mean p,(f) and
standard deviation o, (f) of log CLU](I) on each bootstrap

sample. We then combine these quantities to form bootstrap
estimates of

2
Calt) = exp (,un(t) +#) (25)
and the effective energy defined by
™ (p) = jog—Cn(D) _
2(1) o2(t—1
= () = pa(e = 1) + 80 AEZD o)

2 2

which asymptotes to the ground-state energy for asymp-
totic ¢ and lattice temporal extent. Examples of the effec-
tive energies are shown in Fig. 7. The uncertainties are
quantified using the standard deviation over bootstrap
samples. All uncertainties on LQCD quantities shown
below indicate the standard deviation over the bootstrap
samples.

As can be seen from the effective energy functions, the
correlation functions are contaminated by both excited
states at early times and by thermal effects near the middle
of the lattice temporal extent. Determining the ground-state
energy for each n from these signals is challenging because
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FIG. 7. Effective energy functions calculated for n € {4000,
5000, 6000} on the A ensemble. The vertical extents of the shaded
bands indicate the extracted fit energies, while the histograms in
the right panel show the distributions of the energies across
bootstrap samples. The vertical black dashed lines indicates the
time slices included in the procedure used to extract the energy, as
discussed in the main text.

the excited-state and thermal effects are not small and there
are significant statistical fluctuations within the time range
in which the signal is consistent with a constant. In order
to take a conservative approach to energy extraction, on
each bootstrap sample, we take the effective mass from
a single timeslice drawn from the uniform distribution
over t/a €[10,20] U [76, 86]. This encompasses a variety
of different fitting choices and ensures that the energy
uncertainty represents an envelope over different fit pro-
cedures as well as statistical fluctuations. Figure 7 shows
the resulting fitted values and uncertainties for three
different values of n for the A ensemble. We find that

16
— LQCD A
141/ -— LQCDB
PTG p)
104
=
E g &7
ES e
61
.
0 st : : : : :
1000 2000 3000 4000 5000 6000

FIG. 8. Energies of the multipion systems as a function of n
on both the A (48% x 96) and B (64° x 128) ensembles, labeled
“LQCD A” and “LQCD B,” respectively. The shaded bands
represent the uncertainty as calculated from the variance over the
bootstrap results.

the uncertainty band on the fitted energy is compatible
with the distribution of the effective energies within the
region of the fit.® The correlation functions on ensemble B
have a larger temporal extent, so fits are performed in
the interval t/a € [10,25] U [103, 118]; the fits to extract
the energies display similar behavior as on ensemble A.
The n dependence of the extracted energies E, on both
ensembles is shown in Fig. 8. There are strong correlations
between correlation functions for different n that will be
exploited below.

V. LARGE ISOSPIN CHEMICAL POTENTIAL

The isospin chemical potential of a system with a
z-component of isospin I, = n and volume V is defined as

dE,

dn V=const

ui(n) = (27)

Given a set of energies {E, } for n — z* systems in a fixed
volume V, the isospin chemical potential y;(p,) at density
pr=p, =n/V can be estimated via a finite-difference
approximation

Epii— Ey_
uilpn) = =5 (28)

Using the bootstrap values of E, determined above, the
resulting isospin chemical potentials on the two en%‘mbleﬂ
are shown as a function of the isospin density in Fig. 9.1
The dependence of the extracted chemical potential on
the chosen temporal separation is shown in Fig. 10; the
correlations between energies for neighboring values of n
result in the chemical potential being determined orders of
magnitude more precisely than the individual energies.
Notably, the results from both ensembles are consistent
within uncertainties. Similar agreement is found in all of
the observables shown below, indicating that finite-volume
and finite-temperature effects are small and both lattice
calculations are near the thermodynamic limit.

These results are compared with two predictions in
Fig. 9. First, a result derived from leadmg order chiral
perturbation theory (yPT) [15,43] is that''

1 m3
Pr= Eﬁﬂf (1 - P_4) (29)

I

®Here we refer to a set of data points x; with associated
uncertainties ¢; as compatlble with a fit x;, with uncertainty oy if
the  average of (x; — x)?/ (62 + 62,) is <1.

ngher{)rder stencils for the finite difference lead to results
that are indistinguishable within the uncertainties.

"In Fig. 9 and all further figures, only values up to n = 6000
are shown due to the large uncertainties for n > 6000.

""Here, we use the convention in which the pion decay

constant is f, ~ 132 MeV at the physical values of the quark
masses, as in Ref [11].
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FIG. 9. The isospin chemical potential of the many-pion  FIG. 11. The ratio of the energy density of the many-pion

systems studied in this work as a function of the isospin density
for both ensemble A and ensemble B. Error bands are obtained
from the standard deviation over bootstrap samples. For com-
parison, the expectations from yPT and Stefan-Boltzmann (SB)
limit as blue-dashed and orange-dotted lines, respectively.

This relation is expected to be valid for low density systems
in which the pions are weakly interacting but will break
down as the isospin density or chemical potential becomes
large compared to the chiral symmetry breaking scale. The
second model is that of a relativistic fermion gas in the
Stefan-Boltzmann (SB) limit, in which

o 48”2,0; 173
w= () 0

2.21 { ! n=6000
I n=4000
1.81 h
1.6
= 6 h}h{&;nﬁﬁ byl g
= ii ¥ ¥ ]
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FIG. 10. The effective chemical-potential function ,u}”](f) =
(EZ (1) — E%V(1))/2 as a function of the temporal separation
used for n € {4000, 5000, 6000} on the A ensemble. The vertical
extent of the shaded bands indicates the uncertainty in the
chemical potential, and the histograms in the right panel show
the distributions of the bootstrap samples. The black dashed
vertical lines indicate the temporal extent included within the
procedure used to determine y;, as discussed in the main text.

systems to the Stefan-Boltzmann prediction, Eq. (31), for the
A and B lattice ensembles. The blue (A) and red (B) shaded
regions represent interpolations of the LQCD results and their
uncertainties as discussed in Appendix C. Also shown are
expectations from chiral perturbation theory (blue dashed line)
and perturbative QCD at next-to-leading order (NLO) [44]
(orange hatched region). The uncertainties on the perturbative
QCD result are obtained by varying the renormalization scale A
between y; /4 and y;.

where N, x Ny degrees of freedom are assumed with
Ny =2 and N, = 3. Notably, the Stefan-Boltzmann pre-
diction does not have any free parameters, so the qualitative
agreement between the LQCD data and the prediction in
Eq. (30) is somewhat remarkable and is quite suggestive as
to the nature of the high-density state.

In Fig. 11, we show the energy density €, = E,/L3 as a
function of the corresponding isospin chemical potential,
normalized to the Stefan-Boltzmann expectation. In this and
subsequent figures, we show an interpolation of the O(6000)
discrete LQCD data points for each ensemble, using the
approach presented in Appendix C to produce a region that
represents the horizontal and vertical uncertainties in the
data. For large y;, the energy density is expected to match that
ofa Ny =2, N, = 3 flavor fermion gas, namely

_Nch 72N

€s8 = az* \2 )

For comparison, we also show predictions from yPT [15,43]
and one-loop perturbative QCD [44]. Notably, these pre-
dictions agree qualitatively with the LQCD results in their

respective regions of validity, namely small y; for yPT and
large p; for perturbative QCD.'? For very large y;, there is a

(31)

“Predictions for thermodynamic quantities at nonzero isospin
chemical potential can also be made in the Nambu—Jona-Lasinio
model [45—47] whose parameters can be tuned in such a way that
its predictions agree with yPT and LQCD in the low y; region, as
shown in Refs. [16,48-50].
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slight discrepancy between the LQCD results on ensemble
A and the perturbative QCD expectation; however, given
that the systematic uncertainties from discretization effects
are not controlled in this study, it is unclear whether the
LQCD results at the largest y; are reliable. On dimensional
grounds, lattice artifacts are expected to be suppressed by
powers of the quark chemical potential, p;a/2, which
reaches 0.7 for the largest isospin chemical potential that
is considered. Excited-state contamination is also not well
controlled in the energy fits. Further exploration with
calculations at a smaller lattice spacing, larger temporal
extents, and higher statistical precision is needed to
investigate these effects. Nonetheless, viewed globally,
the LQCD data agree qualitatively with both low- and high-
density expectations, smoothly interpolating between the
two regimes.

From the chemical potential and energy density, addi-
tional thermodynamic quantities characterizing high-
isospin-density matter can be computed. A particularly
important example is the speed of sound defined as (using
units where the speed of lightis ¢ = 1)

szd_p:ndp;: n d°E
* de p;dn  dE/dn dn?
En+1 - ZEH + En—l

Ll
En+1 - En—l

~2n (32)

where p is the pressure.” This governs isentropic propa-
gation of sound waves through the medium (the isentropic
condition is appropriate since our calculations correspond
to a temperature that is close to zero, T ~ 23 MeV and
17 MeV for ensembles A and B, respectively). The speed of
sound is shown as a function of the isospin chemical
potential in units of the pion mass in Fig. 12 where it is seen
to exceed the ideal gas limit. As for the energy density,
close agreement is seen between the results from the two
lattice ensembles. A similar result has been found in
Ref. [10]; however a larger range of u;/m, is accessible
in the current work. In particular, ¢? exceeds 1/3 for
1.5 S p;/m, < 14, rising to a maximum of cf‘m ~0.6 at
Hp ~ 2m, before decreasing back to the ideal-gas limit for
large p;. A maximum speed of sound above the ideal-gas
limit at intermediate values of chemical potential is also
seen in two-color QCD [51] and quarkyonic models [52],
but is in contradiction to the predictions of leading-order
chiral perturbation theory in which ¢, rises monotonically
to 1. This behavior is indicative of additional degrees of
freedom other than in-vacuum pions becoming excited in
the medium. From the numerical results herein, it remains
an open question as to whether the speed of sound
approaches the free gas limit from below (as expected

"*The vacuum-subtracted pressure, p, is computed by numeri-

cally integrating the relation %E = %%";‘Tﬂ.

1.0 N :
- N
. \ LQCD A
N LQCD B
§
0.81 / \ pQCD
/ N -— xPT
N |- SB
0.61 §
“U” ’a: §<
0.41 / \
4 N I |
J'.‘,
0.2 /
,l
f"’
0.04— :
10° 10

p,”f'mw

FIG. 12. The squared speed of sound computed as in Eq. (32) as
a function of the isospin chemical potential on ensemble A (blue)
and ensemble B (red). The expectations in perturbative QCD
(orange hatched region), chiral perturbation theory (blue dashed
curve) and the Stefan-Boltzmann limit (orange dotted line) are
shown for comparison.

from perturbation theory [44]) or from above (as expected
from resummed perturbation theory [53] or from the
inclusion of power corrections [54]).

Two additional quantities that provide information about
the nature of high-isospin-density matter are the polytropic
index [55] and the trace anomaly [56] defined by

=22, 33
r=c (33)

3.5

LQCD A
LQCD B

N
3.01 X S o
§:ﬁ AT

2.01 B Quark Matter

1.0 thh_"‘& S —]
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0.0 T T
10° 10!
prfmey

FIG. 13. The polytropic index, y, as a function of the isospin
chemical potential on the A(B) ensemble is shown as the blue
(red) region. The expectations in perturbative QCD (orange
hatched region), chiral perturbation theory (blue dashed curve),
and the Stefan-Boltzmann limit (orange dotted line) are shown for
comparison. In addition, the bound at y = 1.75 below which the
medium is expected to correspond to quark degrees of freedom
[55] is indicated as the green horizontal line.
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FIG. 14. The normalized trace anomaly, A, as a function of the
isospin chemical potential on the A(B) ensemble is shown as the
blue(red) region. This quantity is bounded as —2/3 < A < 1/3
by causality. The expectations in perturbative QCD (orange
hatched region), chiral perturbation theory (blue dashed curve)
and the Stefan-Boltzmann limit (orange dotted line) are shown for
comparison.

A==-%, (34)

respectively. The behavior of these two quantities is shown
in Figs. 13 and 14 and compared to the expectations of a
free gas, yPT and pQCD in each case. As for c,, the
behavior of y and A is similar to that seen in Ref. [10], but
the current work extends the range of chemical potential
significantly which reveals additional interesting features.
In Ref. [55], it is suggested that the point at which the
polytropic index decreases below 1.75 is a sign of quark
degrees of freedom at large baryon chemical potential, i.e.,
the BCS state. In the case of isospin chemical potential, y
decreases to this value at u; ~1.5m,, corresponding
approximately to the position of the peak seen in the
normalized energy density (Fig. 11). The trace anomaly is
clearly seen to be negative at intermediate y; in Fig. 14, as
is suggested to be consistent with neutron star observations
in Ref. [56]. As for the quantities above, the results from
the two lattice ensembles are in agreement for both the
trace anomaly and the polytropic index. A robust con-
clusion from the study of these transport quantities is that
large isospin chemical potential is needed before the
expected asymptotic behavior sets in. At least for the case
of isospin chemical potential, the use of pQCD to describe
the behavior seen in the LQCD calculations requires u; =
10m, ~2 GeV at a minimum.

VI. SUMMARY AND OUTLOOK

In this work, a new, more efficient method of computing
maximal-isospin, multipion correlation functions is pre-
sented. Using this method, we have calculated all n — z*

correlation functions for n < 6144, extending such calcu-
lations of many-pion systems into regions of larger isospin
chemical potential than have been previously achieved.
Exploring such high-density and high-energy correlation
functions presents its own suite of challenges owing to
the range of numerical scales spanned by the correlation
functions. Even on the same time slice, correlation func-
tions can vary by many orders of magnitude across
configurations, leading to an effective breakdown of the
applicability of the central limit theorem. The analysis
presented here overcomes this by making the empirically
driven assumption that the distributions of correlation
functions across gauge configurations are log-normal,
which allows the incorporation of more information about
the LQCD data than just the sample mean and variance of
the correlation functions. With this assumption, it becomes
possible to extract energies and chemical potentials from
the LQCD correlation functions, which smoothly interpo-
late between theoretical predictions from chiral perturba-
tion theory and perturbative QCD for low- and high-isospin
density systems, respectively. The speed of sound com-
puted in this medium exceeds the ideal gas limit over a
large range of u;, reaching a maximum of ¢ ~0.6 at
p/m, ~ 2. This result is in agreement with the results of
Ref. [10] but extends over a larger range of chemical
potential, lower temperatures, and to a finer discretization
scale. The isospin chemical potential is implemented
through the grand canonical partition function in Ref. [10]
and therefore the systematic uncertainties in that calcula-
tion are very different from those in this work, making
the broad agreement seen more significant. The speed of
sound and other properties of the medium indicate that
the asymptotic agreement with perturbative QCD expect-
ations requires large values of the isospin chemical poten-
tial, u; = 2 GeV.

In this exploratory study, calculations have been per-
formed at only a single set of quark masses and lattice
spacing. The results show qualitative agreement with
expectations, but understanding this system at a more
precise level will require the use of additional ensembles
with multiple lattice spacings, quark masses, and with
other spatial and temporal extents in order to properly
quantify the effects of these parameters on the calculation.
Lattice cutoff effects are of particular concern since the
maximum chemical potential reached in the calculations
presented here comes close to the lattice cutoff scale used in
this work.

Beyond systems of many pions, the methods developed
here could also be used in applications to other systems of
mesons, including systems of kaons and/or pions, and
systems with nonzero momentum. The concepts of sym-
metry and representation theory explored here to construct
the algorithm for many-pion contractions can potentially be
applied more broadly to baryonic systems. In addition, the
success of log-normality in enabling analysis of many-pion
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systems points to the general observation that there is more
information in the distributions of correlation functions
than just their central values [21-31,57,58], and using this
information can allow the extraction of physical results even
when the distributions of correlation functions are far from
the regime of applicability of the central limit theorem.
This work made use of Chroma [39], QDPIIT [60], QUDA
[61,62], 1AX [63], NumPy [64], SciPy [65], and Matplotlib [66].
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APPENDIX A: NUMERICAL PRECISION TESTS

In order to ensure that double-precision floating-point
numbers are sufficient for the calculation of the many-pion
correlation functions, we performed several checks com-
paring quantities computed using double precision to the
same quantities computed using higher-precision floating-
point numbers. These checks are presented for the A
ensemble, but similar conclusions can be drawn for the
numerical stability of the calculations on the B ensemble.

As a first check, we compared our method against other
methods using 12 x 12 pion blocks using propagators from
a single point source. In particular, we implemented three
preexisting algorithms for comparison; naive Wick con-
tractions, direct computation of the traces using Eq. (10),
and the recursive method described in Ref. [18]. We found
agreement between all methods within numerical precision,
provided that high-precision floating-point numbers were
used in the other methods (our method gave indistinguish-
able results at double precision as at higher precision).

Next, we turned to the evaluation of correlation functions
from the 6144 x 6144 pion block. The primary area of
numerical concern is in the computation of the eigenvalues of
the pion block, since roundoff error in the SVD computation
could reduce the accuracy of the smallest singular values,
which could in turn render the correlation function compu-
tations inaccurate. In order to test the accuracy of the
SVD at double precision, we performed single-configuration
tests at higher precision. For the high-precision SVDs, we
used GenericLinearAlgebra. jl [67] combined with
MultiFloats.jl [68] using 2 and 3 double-precision
floats to emulate higher-precision floating-point numbers.
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FIG. 15. Relative errors on the eigenvalues of the pion block
from finite precision in the SVD on the A ensemble. Errors are
computed via e = (x; — x\"™)/x"™) where x"™ is the double-
double precision result.
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FIG. 16. Precision errors on the logarithm of the correlation
functions from finite precision in the SVD on the A ensemble.
Details are as in Fig. 15.

We observed no difference in results at double precision
between the 2- and 3-double precision SVDs, indicating that
double-double precision is sufficient for the calculations in
this work. The relative differences between the double-
precision and double-double precision results for the eigen-
values, x,,, are shown in Fig. 15, while the relative differences
for the correlation functions are shown in Fig. 16. Notably,
the relative errors on some of the individual eigenvalues
are large, reaching ©O(10%), but these large errors do not
propagate through to the correlation functions, which all
have relative errors under 1 part in 10°.

APPENDIX B: CUMULANT EXPANSION

The method of cumulants relies on the fact that for any
random variable X with finite moments, one may expand

log(e¥) = Y= (B1)

where «, are the cumulants, or connected correlation
functions, of X, with the first few given by

ki = p=(X), (B2)
Ky = (X —p)?), (B3)
k3 = (X =p)’), (B4)
ks = (X =p)*) = 3((X =) (B5)

Applying this method to the problem at hand, the correlation
function C,, can be estimated by first estimating the first N
cumulants ky, ..., ky_of log C,, and then combining these
estimates using Eq. (B1) to obtain an estimate of C,,. For the
case of N, = 2, this reduces exactly to the assumption of
log-normality as discussed in Sec. IV B, but for higher N,

log Cono

FIG.17. Cumulant corrected correlation function for n = 6000
and for three different cumulant truncations on the A ensemble.

the use of cumulants provides a systematically-improvable
method for estimating the correlation functions.

A qualitative picture of the effects of truncating the
cumulant expansion can be seen in Fig. 17, where we show
the value of the correlation function obtained after truncat-
ing at the first, second, and third order. The effect of the
second-order cumulant (i.e., the variance) is small, but
significant; meanwhile the third-order truncation is con-
sistent with the second-order truncation but with signifi-
cantly larger statistical uncertainties. The results are shown
for the A ensemble, but similar behavior is seen on the B
ensemble. As has been noted in Ref. [23], the cumulant
expansion exhibits a bias-variance tradeoff, with higher-
order expansions being less biased but more noisy. In
practice this means that higher-order cumulants do not
improve the analysis at the current level of statistics, which
is also consistent with the fact that we have been unable to
detect statistical violations of log-normality.

APPENDIX C: DETAILS OF DATA
PRESENTATION

The results shown in Figs. 11-14 arise from O(6000)
densely packed points with uncertainties on both theirxand y
positions. This presents a challenge for accurately represent-
ing the data; this appendix contains details of the procedure
used to generate these plots. This procedure applies to any set
of ordered data points (x;, y;) along with associated uncer-
tainties (dx;, dy;). The algorithm is intended to create an
envelope over the associated uncertainty ellipses defined by

x;(6) = x; + dx; cos 0, (C1)

yi(0) = y; + dy;siné@, (€2)

where 6 € [0, 2r). Note that here the x and y uncertainties are
treated as uncorrelated. The envelope of these ellipses is
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captured by sampling points along the ellipses and using
linear interpolation to extend between the points. The exact
procedure is most succinctly described via code, which is
presented here in Python using NumPy [64]:

import numpy as np
definterpolate fill lines(x,y, *, xerr, yerr) :
thetas=np. linspace (0, 2*np. pi, num=128)

x plt=np. concatenate ( ([x[0] - xerr[0]] , x, \
[x[-1] + xerr[-1]]) , axis=-1)

¥y max=np.min(y-yerr) *np. ones_like(x plt)
vy min=np. max(y+yerr) *np. ones_like(x plt)

for theta in thetas:
x1l = X + Xerr * np. cos (theta)
vl =y + yerr * np. sin(theta)

y_theta = np. interp(x plot , x1, y1)
¥y _max = np. maximum(y max , y_theta)

¥y min = np. minimum(y min , y_theta)

return x plt , y min , y max

The inputs x and y are both NumPy arrays containing the
central values, while xerr and yerr indicate their respective
uncertainties. The array x is assumed to be monotonically
increasing. The outputs of the function are a set of points
(%, ¥mins Ymax )» With y . indicating the lower boundary of the
error band and y,,, indicating the upper boundary.

[— Uncertainty band
-+ LQCD A

101 4

€/es

100_

10° 10
ulu'”rmn

FIG. 18. Comparison between the data points from the A
ensemble used to generate Fig. 11 and the uncertainty bands
generated as discussed in Appendix C. The horizontal and
vertical extents of the blue crosses indicate the x and y
uncertainties, respectively.

A qualitative picture of how the error bands gen-
erated from this procedure compared to the original data
is shown in Fig. 18 using the same data from ensemble A
as in Fig. 11. The blue crosses represent the original
data, while the red lines indicate the upper and lower
bounds of the uncertainty region displayed in Fig. 11 and
can be seen to tightly wrap the x and y uncertainties of the
original data.
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