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Abstract—This paper presents a System Monitoring and Con-
trol (SMC) strategy for battery energy storage systems (BESS)
for electric vehicle (EV) chargers and the grid. With an increasing
number of EVs, there is a need to handle the great peak demand
for EV charging. BESSs provide a fast energy response to
charging demands but must have excellent power and energy
utilization, battery lifetime, efficiency, and cost. To ensure safety,
reliability, and economy, a hierarchical SMC architecture in
managing the complexity of a BESS. A prototype design is
demonstrated with a hardware implementation and results.

Index Terms—System Monitoring and Control (SMC), battery
energy storage systems (BESS), 2-BESS, Battery Management
System (BMS), EV charging

I. INTRODUCTION

The growth of electric vehicles (EVs) cannot continue with-

out Battery Energy Storage Systems (BESS) for EV chargers

and the grid. The imminent demand for EV charging is a

consequential concern. In EV fast charging, energy storage is

needed to supply the peak demand that the grid cannot support

[1]. With the number of retired second-use EV batteries

increasing, using them for BESS is more sustainable [2].

These second-use battery energy storage systems (2-BESS)

add additional economic value before recycling [3].

Safety, reliability, and cost-effectiveness are vital for the

mission of the BESS, yet challenging because of its complexity

of components including many batteries, power converters,

inverters, thermal management, and so forth. A system is

needed to monitor and control these components while inte-

grating functionality. This system needs to satisfy the distinct

set of requirements for BESSs, while being scalable, flexible,

and configurable. For example, the interconnection of batteries

and converters in a 2-BESS can be one-to-many, or many-to-

many, with interdependent converter operation and setpoints

[3]. For example, monitoring and controlling temperature is

important because it can dominate life, capacity, and perfor-

mance in batteries [4], and reliability in power converters.

At the same time, monitoring state of health (SOH), state of

charge (SOC), and temperature are important in determining

battery capability in optimizing power and energy utilization.

Historical data is needed for diagnostics, fault prevention, and

predictive maintenance, while a fast data stream is requisite to

alert and respond to faults [8]–[10]. As the size of BESS sys-

tems increase (1–10 MW, 100 kWh–100 MWh), these needs

intensify [11].

This paper presents: (1) several essential attributes of an

SMC for a BESS; (2) hierarchy abstractions for the architec-

ture; (3) prototyping approach; (4) implementation and results.

A. System Monitoring and Control (SMC)

A well-designed hierarchical System Monitoring and Con-

trol (SMC) that is scalable and flexible is needed to meet the

current needs and future evolution of battery energy storage

systems. The SMC is a unified and hierarchical architecture

to organize both distributed BMSs and centralized control,

monitoring, and safety of a BESS. At the lowest level, Battery

Management Systems (BMS) operate at the cell and module

level in battery packs to ensure safe and essential operation

[12] [13]. As shown in Fig. 1, an SMC contains several

levels of hierarchy with a Central Monitoring and Control Unit

(CMCU), which organizes distributed monitoring and control

agents (DMCA) containing abstractions for the power con-

verters, batteries, protection, or thermal management, among

others. For example, for battery modules, DMCA may include

current and voltage monitoring for the whole module and

can actuate a contactor, while administering pertinent monitor

and control functions in the BMS; for power converters, the
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pertinent subsystem in the DCMA might be a digital controller

instead of a BMS.
As a point of reference, the BMS typically performs cell

balancing to ensure even charging and discharging, prevents

overvoltage and overcurrent, and monitors temperature. Cell

balancing can be either passively through power dissipation

often through resistors, or actively through switched power

conversion [14]. BMS can be made to monitor and balance

SOC. BMS can provide data to infer SOH including capacity

loss and the growth of internal resistance, which determine the

degradation of energy capacity and fading of power capability

over time and usage [8].

Fig. 1. SMC High-Level Architecture

B. Scalability and Flexibility
Scalability corresponds to the organization of an arbitrary

number of additional units, which on a physical level interact

with each other (e.g., distributed and interconnected power

converters), with an acceptable decrease in system perfor-

mance; for example, tolerable delays in fault handling and

responsiveness to commands. Hierarchy enables scalability.

For example, critical faults can be localized to and handled

by the DMCA, making this delay independent of the number

of DMCA agents. Data can also be locally collected, stored,

reduced, and pre-processed.
Flexibility represents incorporating new functionality, ca-

pability, or features, which include, for example, new types

of hardware, sensors, or interfaces (e.g., BMS). The incorpo-

ration of this new functionality must be interoperable with

the existing system, without extensive redesign. Vis-a-vis

both scalability and flexibility, updates especially to firmware

ought to be performed autonomously through the network; for

example, reprogramming through a Controller Area Network

(CAN) bus bootloader.

C. Hierarchy in the SMC
Hierarchy ought to be designed at various levels of overlap-

ping and interconnected abstractions, which include data, com-

putation, communications, protocol, control, hardware, and

software. If instead the design were flat, with for example only

one central processor, latencies accumulate as this processor

becomes overwhelmed, Also, the design becomes intractable

as any choice of task priorities does not accommodate all the

scenarios and use cases.
In data abstraction, the hierarchy may require data re-

duction and pre-processing. For instance, logging of faults

can be stored either at the DMCA with electrically-erasable

programmable read-only memory (EEPROM), or within the

central controller. Raw data such as voltage, currents, and

temperature can be reduced to estimates of SOC or system-

level warnings (if out of bounds), while historical data can

reduced to higher-level information such as SOH [8].

The data hierarchy cannot function without accompanying

computation and communication hierarchies. Pre-computing

when performed at the DMCA distributes the computation

while reducing data storage. Additionally, with reduced data,

the communication burden is also reduced.

The communication hierarchy needs to support both time-

critical and high-throughput requirements. Communications

can be partitioned within the data link layers, for example from

the cloud to the central controller through Ethernet, from the

CMCU to the distributed MCUs in the DMCA through CAN

Bus, and from the MCUs in the DCMA to the BMSs and

power converters through SPI or I2C. Fault events are time-

critical so data streaming needs to be suspended. Communica-

tion protocols like CAN Bus need to be utilized to prioritize

fault messages. Streaming data needed for diagnostics are

high throughput, requiring high-bandwidth communications

between the CMCU and DCMA.

Protocol hierarchy encompasses task scheduling, control,

and communication, requiring scalability and flexibility to

ensure guaranteed and calculable latency. Round-robin strate-

gies are quantitatively predictable for latency, although the

latency performance may be lower than for other strategies.

Longer but predictable latency is acceptable for BESS because

the timescales pertinent to batteries and thermal management

are relatively slow. Faster timescales, for example, related to

power converters, are better handled locally at the DMCA,

where local protocols can be more specifically organized.

Scalability in a round-robin strategy can be addressed to hier-

archical round-robin approaches to provide better performance

[15] [16].

The control hierarchy organizes the feedback loops that

consist of information (from monitoring or derived data) and

actions based on criteria. These feedback loops typically

have a range of timescales, and the hierarchy organizes the

timescale separation along with the coupling among these

loops that may traverse multiple timescales. Distributed control

can manage the coupling among interrelated information and

actions, as well as the classification of urgency, importance,

performance, and value metrics.

The hardware hierarchy is an implementation abstraction.

It involves the classification of energy storage, computing,

and communications, with boundaries determined by physical

limitations. For example, the BESS is divided into cells, mod-

ules, and packs as layers; cells are the smallest electrochemical

unit, modules are collections of cells with a BMS, and packs

are collections of modules that may manage multiple BMSs.

Fault management strategies are often employed at every layer

within a battery pack.

Along with the hardware, hierarchies are employed within

the software, including data abstractions, drivers, interfaces,
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and handlers, often within a real-time operating system

(RTOS).

D. Choice of Scope

The implementation of the hierarchies within the SMC

depends on whether the target goals are production or pro-

totyping. Ultimately, prototypes must be translatable to a scal-

able and flexible production implementation. However, some

scalability may be sacrificed in a prototype implementation for

faster build, test, and iteration. This paper presents an SMC

prototype that implements robust monitoring, control, and fault

handling that can be scaled. Section II discusses the features

of the prototype and its hierarchy. Section III demonstrates the

hardware implementation and testing results.

II. SMC PROTOTYPE

Prototypes in research and development prioritize flexibility

and agility but need to easily translate and scale to produc-

tion. Monitoring, control, and fault handling are the three

crucial functions that structure the hierarchy in this prototype.

Monitoring not only informs whether the system is operating

properly but also provides data needed for scaling to a larger

system.

The strategy employed in this prototype is to implement

as many of the different hierarchies in software within the

CMCU, which in this case is a PC programmed in Python.

The DMCAs provide mostly raw data and initiate actions that

are atomic. This enables better agility in the research and

development of BESSs. However, this may incur latencies

that may not scale well for large BESSs. When translating

to production, these implementations in Python are distributed

to implementations in DMCAs (i.e., embedded firmware). It is

worth noting that time critical fault handling in the prototype,

especially those related to safety and damage, are implemented

locally at the DMCAs.

A. Specific Functionality

The main focus of the SMC prototype for BESS is to

implement a subset of essential features, which are primarily

divided into monitoring, control, and fault handling. The

objective is to accurately assess the system’s performance for

scaling while efficiently developing and testing the prototype.

Tasks as well as communication are performed through round-

robin strategy.

a) Control: The CMCU consisting of a PC determines

both the bus voltage and power output of the BESS, while

enforcing predetermined setpoints for the power conversion

that ensure optimal battery utilization. This is achieved by

transmitting the setpoints for the converter currents [8]. The

central controller generates commands and sends them to the

DMCAs, which then execute appropriately. Currently, only a

subset of functions, such as measuring voltage/current, setting

current, and turning the converters on/off, are implemented

in the prototype. Flexibility in the design allows additional

functionality, for example, systematic thermal management,

to be added.

b) Monitoring: The DCMAs directly monitor batteries

and power converters, with voltage, current, and temperature

sensors. The SMC continuously collects data locally and

transmits it to CMCU for decision, analysis, and storage.

From the data, the SOC of the batteries can be inferred

to determine balancing within the BESS. Local monitoring

and control of current and voltage are used to detect control

instability, overcurrent (OC), undervoltage (UV), and overvolt-

age (OV) and actuate a local response, while communicating

the events to the CMCU. Additionally, the temperature is

currently measured directly; in production, a higher granularity

in temperature, which can be available at the cell level from

the BMS, will be implemented.

c) Fault Handling: Within the current SMC prototype,

faults are categorized as either locally-handled, centrally-

handled, or communication-related.

1) Locally handled faults: Time critical faults, such as OC,

OV, UV, converter instability, and abnormal local tem-

perature, can be identified by monitoring the transient

local data (i.e., current, voltage, and temperature). As

shown in Fig. 2, once detected, the CMCU can perform

the appropriate action, such as shutting down the power

converter or actuating a contactor. Faults are reported to

the CMCU during the round-robin process. In the current

implementation, a power converter fault results in the

CMCU transmitting a broadcast shutdown command.

However, an implementation of a controlled and orderly

shutdown is more appropriate for a larger system.

Fig. 2. State Diagram of Local Fault Handling

2) Centrally handled faults: Slower timescale faults, espe-

cially those that require data over a large time interval,

such as SOC to determine overcharging or depth of

discharge. When such a fault is detected, the CMCU

generates a message and transmits it to the appropriate

DCMAs within the round-robin protocol.

3) Faults in the communication process: Faults can occur

during the communication between the CMCU and

DCMAs. Different errors can occur in the CAN Bus in-

cluding synchronization errors and message corruption,

among others. As shown in Fig. 3, the CMCU initi-

ates retries with timeouts implemented in the DCMAs
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to determine loss of communications, to initiate local

shutdown sequences.

Fig. 3. State Diagram of Communication Fault Handling

B. Functionalities within Hierarchies

In the current prototype, the data hierarchy is such that

data is collected at the DMCA and then transmitted to the

central controller; all raw data are stored and analyzed in the

CMCU without being reduced. This enables straightforward

development of the analysis and decision-making algorithms

within the SMC. When scaling for production, more data will

be stored locally, potentially in the EEPROM of the MCU.

When prototyping the SMC hierarchy, we implemented the

various hierarchies within the software, including representa-

tions of the hardware hierarchy for DCMAs of batteries and

power converters through various data abstractions, interfaces,

and handler functions. Monitoring and atomic actuation at the

DMCAs were performed through MCUs and communication

via CAN Bus. The embedded codes in MCUs had corre-

sponding structures and functions, including drivers for GPIO,

PWM, ADC, and so forth.

C. Central Monitor and Control Unit (CMCU)

The CMCU is the centralized controller in the SMC hi-

erarchy, which is implemented in a PC through Python pro-

gramming and communicating through a USB-to-CAN Bus

connection. The CMCU communicates with and controls all

the DMCAs, assigns tasks such as measuring current/voltage

for monitoring and setting converter current for control, and

handles faults through command messages. Within the CMCU,

data is logged from the DMCA into a database.

D. Distributed Monitoring and Control Agents (DMCA)

The DMCA is the distributed controller in the SMC hi-

erarchy and is implemented through an MCU. The DMCA

monitors and collects local data, executes control commands

from CMCU, and protects its constituents against local faults.

Various sensors can be used for data collection and monitoring

purposes, including voltage, current, and temperature sensors.

E. Communication

A round-robin protocol with its bounded latency is used

for communication, as shown in Fig. 4. Each DCMA is

assigned tasks in real time, with an upper bound on the

time to complete a task. The CMCU communicates with a

single DCMA during each time slot and assigns monitoring,

Central
Monitoring & 
Control Unit

Slot 1

Slot 2

Slot 3

Slot n

Slot n-1

Fig. 4. Round-Robin Protocol

protection, and control tasks to that particular DCMA. Once

the DCMA completes its assigned tasks, the CMCU moves to

the next node and assigns specific tasks. Critical messaging

extrinsic to round-robin may be implemented in the future

through CAN; however, these must be chosen judicially and

sparsely as these incur a complexity that does not scale well.

III. HARDWARE DEMONSTRATION

The prototype SMC was implemented in hardware on a 1

kW energy storage testbed as shown in Figs. 5 and 6.

MCU
MCU

MCU

MCU

MCU

MCU

MCU

MCU

Contactor

MCU

MCU

Isolated CAN BUS

GPIB

MCU

Load

B1

B2

B3

B4

B5

Co1

Co2

Co3

Co4

Co5

Fig. 5. Prototype BESS with SMC

A. Hardware Description

An SMC was implemented for a partial power processing

architecture of a BESS prototype consisting of five batteries,

five converters, and a load [8] as shown in Fig. 5. Four convert-

ers (Co1, Co2, Co3, and Co4) process the mismatched power

among the batteries, and one converter (Co5) regulates the load

voltage. To ensure safe operation, all batteries, converters, and

the load must be protected against potential faults in real time.

Moreover, the converters must be controlled to optimize power

flows, while collecting and logging data (such as voltage,

current, and faults) for analysis.

The testbed in Fig. 6 used a constant current sink of 1A

for the load and regulated the load voltage to 70V through

Co5. The power converters and battery management boards

connected to the batteries are controlled via an MCU net-

worked over a CAN Bus with isolated transceivers, with each
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Fig. 6. 1 kW BESS Testbed

MCU serving as a DMCA. These DMCA agents communicate

with a PC acting as the CMCU. While the electrical load

currently communicates with the CMCU via General Purpose

Interface Bus (GPIB). The MCU selected for this testbed is a

Texas Instruments Launchpad (LAUNCHXL-F28379D), with

sufficient I/O ports for batteries, power converters, and loads,

as well as for expansion with integrated modules and memory.

Programming is performed using CCSTUDIO1 for MCUs in

C and Python for the CMCU implementation.

B. Hardware Results

We present a subset of SMC functions that are included in

our centralized-distributed hierarchical prototype. The proto-

type will show the following capabilities: monitoring voltage

and current of power converters and batteries, control in both

the CMCU and DCMA, handling of local and central faults,

and communication between the CMCU and every DCMA.

Each DCMA completes the tasks or responds to faults within

an acceptable latency.

C. Test Results

We employ continuous monitoring of all the power convert-

ers within the BESS prototype. A snapshot of four measured

signals from the BESS is shown in Fig. 7, when a generated

OV fault occurs at the output of Co1. The relevant DMCA

detects the fault and promptly shuts down Co1 by de-asserting

the Co1 Enable Signal. After this local fault handling action,

the DMCA of Co1 reports this fault to the CMCU during its

communication slot (maximum 200 ms latency) in the round-

robin. The CMCU broadcasts a command to all the DMCAs,

which causes Co2, Co3, Co4, and Co5 to shut down as well.

Finally, after a specified period of 3 seconds, the main dc bus

contactor opens, effectively isolating the load from the BESS.

1CCSTUDIO stands for Code Composer Studio integrated development
environment

Co1 Output Voltage

Co1 Enable Signal

Co2 Enable Signal

Load Voltage

OV Fault at Co1

Co1 Shuts Down

Co2-Co5 Shut Down

200 ms
3 s

Contactor Opens

Fig. 7. Hardware Results

IV. CONCLUSIONS AND FUTURE WORK

In this paper, we present a prototype of a hierarchical SMC

for power conversion and batteries in a BESS that is reliable,

scalable, and flexible. Our evaluation of a hardware testbed

shows that the essential functions of monitoring, control, and

fault handling operate within an acceptable latency in the SMC

prototype. In the future, we plan to use the data collected from

the prototype to scale the system’s higher energy storage with

more batteries. We intend to use a real-time operating system

(RTOS) for better time-critical control, further enhancing

reliability and scalability. Additionally, we plan to integrate

the BMSs into the hierarchical control structure to increase

the granularity of capability in the BESS.
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