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Phenazine-1-carboxylic acid decarboxylase (PhdA) is a
prenylated-FMN-dependent (prFMN) enzyme belonging to
the UbiD family of decarboxylases. Many UbiD-like enzymes
catalyze (de)carboxylation reactions on aromatic rings and
conjugated double bonds and are potentially valuable indus-
trial catalysts. We have investigated the mechanism of PhdA
using a slow turnover substrate, 2,3-dimethylquinoxaline-5-
carboxylic acid (DQCA). Detailed analysis of the pH depen-
dence and solvent deuterium isotope effects associated with
the reaction uncovered unusual kinetic behavior. At low
substrate concentrations, a substantial inverse solvent isotope
effect (SIE) is observed on Vmax/KM of � 0.5 when reaction
rates of DQCA in H2O and D2O are compared. Under the
same conditions, a normal SIE of 4.15 is measured by internal
competition for proton transfer to the product. These
apparently contradictory results indicate that the SIE values
report on different steps in the mechanism. A proton in-
ventory analysis of the reaction under Vmax/KM and Vmax

conditions points to a “medium effect” as the source of the
inverse SIE. Molecular dynamics simulations of the effect of
D2O on PhdA structure support that D2O reduces the
conformational lability of the enzyme and results in a more
compact structure, akin to the active, “closed” conformer
observed in crystal structures of some UbiD-like enzymes.
Consistent with the simulations, PhdA was found to be more
stable in D2O and to bind DQCA more tightly, leading to the
observed rate enhancement under Vmax/KM conditions.

Prenylated flavin mononucleotide (prFMN) is the cofactor
for a recently discovered class of (de)carboxylase enzymes
that remove or attach carboxylate groups at sp2-hybridized
carbon atoms (1, 2). prFMN-dependent enzymes are also
referred to as “UbiD-like” enzymes, based on a prFMN-
dependent decarboxylase involved in bacterial ubiquinone
biosynthesis (3). Although, so far, few of these enzymes have
been characterized in detail, the UbiD family of decarbox-
ylases are widely distributed among microbes where many
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appear to be involved in the metabolism of aromatic com-
pounds. Because of their potential to catalyze (de)carboxyla-
tion reactions at otherwise unreactive carbon centers, UbiD-
like enzymes have attracted interest as selective and envi-
ronmentally benign catalysts for organic synthesis (4–6).

In prFMN, the isoalloxazine moiety of the flavin is modified
by the addition of an isoprene-derived 6-membered ring that
spans N5 and C6 of the flavin (Fig. 1). This modification occurs
on reduced FMN and is catalyzed by a specialized prenyl
transferase, with either dimethylallyl phosphate or dimethy-
lallyl pyrophosphate as the prenyl donor. Upon reoxidization,
prFMN forms a nitrogen ylide, and it is this unusual modifi-
cation that converts this ubiquitous redox cofactor into one
that facilitates (de)carboxylation reactions at sp2-hybridized
carbon atoms (6–9).

The mechanism by which prFMN-dependent enzymes
catalyze decarboxylation reactions hinges upon the reactivity
of the nitrogen ylide towards electron-rich unsaturated C–C
double bonds. For ferulic acid decarboxylase (FDC), which is
the best-understood enzyme, experimental evidence (2, 10–15)
points to the reaction being initiated through a 1,3-dipolar
cycloaddition between the nitrogen ylide with the double
bond adjacent to the carboxyl group of the substrate (akin to
E.I1 in Fig. 1) (11, 13). This allows the flavin nucleus to act as
an electron sink in the subsequent decarboxylation step (2).
However, for enzymes such as AroY(16) that decarboxylate
electron-rich aromatic carboxylic acids, the mechanism is
more likely to involve electrophilic addition of the substrate to
prFMN (16).

Recently, a novel prFMN-dependent enzyme, PhdA, was
discovered which catalyzes the decarboxylation of the redox-
active metabolite phenazine-1-carboxylic acid (PCA) to
phenazine (17). Phenazines are secreted by a wide variety of
bacteria and are integral to biofilm formation and anoxic
survival (18). Biofilm formation in a clinical setting poses a
serious health risk because the biofilm renders pathogens such
as Pseudomonas aeruginosa resistant to antibiotic treatment
(19). In contrast, in an agricultural setting, phenazines secreted
by Pseudomonas spp. are beneficial as they protect cereal crops
from various parasitic and fungal diseases (20).
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Figure 1. Proposed dipolar cycloaddition reaction mechanism for PhdA-catalyzed decarboxylation of PCA. E, free enzyme; E.S, Michaelis complex; E.I1,
E.I2 and E.I3, covalent intermediates; E.P., Enzyme-product complex.

Conformational changes in prFMN-dependent PhdA
In our previous work, we established conditions for recon-
stituting PhdA with prFMN and surveyed its substrate scope.
We established that the enzyme decarboxylates the oxidized
form of phenazine, which earlier studies had left open to
question. We showed that, in addition to PCA, PhdA will
catalyze the decarboxylation of a wide range of aromatic
compounds including such unreactive compounds as anthra-
cene-1-carboxylic acid, albeit at slow rates. We also showed
that PhdA catalyzes the exchange of deuterium into phenazine
and measured the kinetics of this reaction. Our kinetic analysis
suggested that deprotonation of phenazine would likely be the
rate-determining step for the reverse carboxylation reaction.
Based on these results, we proposed a 1,3-dipolar cycloaddi-
tion mechanism for PhdA, akin to the reaction catalyzed by
FDC (Fig. 1) (21).

Here we have analyzed the kinetics of the PhdA-catalyzed
decarboxylation in more detail. We have compared the reac-
tion of the physiological substrate, PCA, with the slow sub-
strate 2,3-dimethylquinoxaline-5-carboxylic acid (DQCA).
The kinetics of both substrates display an unusual dependence
on D2O, with the observed isotope effects being more prom-
inent for DQCA. When comparing the ratio of proteated to
deuterated products formed for a reaction conducted in H2O/
D2O mixtures, the enzyme discriminates against the transfer of
the heavy isotope, resulting in a normal SIE. However, when
the rate of the reaction is measured under Vmax/KM conditions
in either 100% H2O or 98% D2O, the reaction exhibits an in-
verse SIE. Our studies suggest that the unusual inverse SIE can
be explained by a medium effect related to protein
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conformational changes. We investigated the nature of this
conformation change by performing all-atom molecular dy-
namics (MD) simulations using the crystal structure of PhdA
(PDB ID: 7PDA) (22) as a starting point. We also developed a
kinetic model of the reaction that accounts for these appar-
ently contradictory isotope effects.
Results

A note on nomenclature

The solvent deuterium isotope effects described here were
measured by two different methods which we distinguish using
the following nomenclature: To denote isotope effects
measured by direct comparison of reaction velocities in H2O
and D2O, we use the nomenclature of Quinn (1991) (23).
Thus, D2OV denotes the solvent isotope effect on Vmax,
calculated as the ratio of the reaction velocities in H2O and
D2O measured at saturating substrate concentrations. Simi-
larly, D2OV/K denotes the solvent isotope effect on Vmax/KM,
calculated as the ratio of the reaction rates in H2O and D2O
measured under low substrate concentrations ([S]<<KM). We
use the term “product isotope effect”, PIE (24), to denote an
isotope effect involving an enzyme-mediated transfer of a
solvent proton to a non-exchangeable site in the product (E.I2
to E.I3, Fig. 1). PIE values are measured by performing the
reaction in H2O/D2O mixtures and comparing the distribution
of proteated to deuterated products (14, 25). As such, PIE is a
Vmax/KM isotope effect associated with the exchange of solvent
protons with the enzyme.



Figure 2. pH and pD rate profiles of the decarboxylation of PCA by
PhdA. A, for the reaction monitored at low [PCA] (KM/3; Vmax/KM conditions).
B, for the reaction monitored at high [PCA] (10 x KM; Vmax conditions). The
reaction rate normalized by the enzyme concentration (ν/Et) is plotted as a
function of pL (pH or pD). Data are fitted assuming 2 ionizable groups
contribute to the rate profile. C, determining PIE for the transfer of deute-
rium on route to phenazine. The mole fraction of deuterated phenazine
(χD;product ) is plotted as a function of solvent D-atom fraction (χ) and the
isotope effect is calculated by fitting the data to Equation 1. Each data point
is an average of two replicates and error bars represent the standard error
of the mean.

Conformational changes in prFMN-dependent PhdA
Solvent isotope effects for PhdA reacting with PCA

Decarboxylation reactions catalyzed by UbiD-like enzymes
involve the transfer of a solvent proton to carbon, often
mediated by an active-site glutamate residue (Fig. 1E.I2 to
E.I3), that is subject to an isotope effect (14). Therefore, we
reasoned that investigating the kinetic behavior of PhdA in
buffered D2O might be mechanistically informative. Solvent
deuterium content affects the pKa values of most acids
including enzymatic functional groups (24), which necessi-
tates measuring isotope effects in a pL-independent region
(L = H or D) of the pL-rate profile. Furthermore, comparing
isotope effects under Vmax (high substrate) and Vmax/KM (low
substrate) provides information about different regions of the
kinetic mechanism. Previously, we determined kcat = 155 ±
4 min−1 and KM = 53 ± 2 μM for the PhdA-catalyzed
decarboxylation of PCA (21). Based on these parameters,
we measured pL-rate profiles under Vmax ([PCA] = 500 μM;
� 10 x KM) or Vmax/KM ([PCA] = 15 μM; � KM/3) conditions
(Fig. 2).

Under both conditions, the reaction exhibited a classical
bell-shaped activity profile. For Vmax/KM conditions in H2O,
the apparent pKa values for the acidic (pKa1) and basic (pKa2)
limbs are 6.7 ± 0.3 and 7.0 ± 0.3, respectively. The values under
Vmax conditions are shifted further apart: pKa1 = 6.2 ± 0.2 and
pKa2 = 7.6 ± 0.2. The apparent pKa values measured under
Vmax and Vmax/KM conditions reflect those of the enzyme-
substrate complex and free enzyme respectively. The pKa of
the N1 proton (refer to Fig. 1 for atom numbering) in reduced
FMN is �6.2 to 6.9, based on the local environment (26).
Therefore, we hypothesize that pKa1 of PhdA’s pH-rate profile
reflects the N1 proton on prFMN, which needs to be depro-
tonated for activity. On the other hand, pKa2 most likely re-
flects the active site glutamate (Glu269 in PhdA), which needs
to be protonated. Repeating the measurements in D2O resul-
ted in a small but significant upward shift of �0.3 pH units to
the pKa values.

Having established the pL profile for PhdA reacting with
PCA under Vmax and Vmax/KM conditions, we measured the
corresponding SIE values, D2OV and D2OV/K, by direct com-
parison of the rates of reaction at the pL maxima for each
condition. These measurements yielded D2OV = 0.93 ± 0.12
(n = 6) and D2OV/K = 0.75 ± 0.17 (n = 6). Similar to previous
studies with FDC (14), D2OV for PhdA is unity within error,
implying that proton transfer is not rate-limiting under Vmax

conditions. However, it is surprising that D2OV/K appears
slightly inverse. Apparent inverse SIE observed in some en-
zymes, for example, NAD-Malic enzyme (27), has been
attributed to the increased viscosity of D2O. However, when
we measured the values of Vmax and Vmax/KM under
increasing concentrations of viscosogens such as sucrose or
glucose (Fig. S1), the rates of reaction were either slightly
decreased or unaffected by the presence of the viscosogen.
These observations indicate that viscosity differences are not
responsible for the apparent inverse SIE.

To gain further insight into the mechanism, we measured
the product isotope effect (PIE) for the transfer of solvent
deuterium to phenazine in H2O/D2O mixtures (Fig. 2C).
PhdA-catalyzed decarboxylation of PCA was monitored at
pL = 7 in buffers containing increasing D-atom fraction (χ),
and the phenazine produced was analyzed by LC-MS to
determine the mole fraction of deuterium appearing in the
product, χD;product . PIE was calculated from these data by fitting
J. Biol. Chem. (2024) 300(2) 105621 3



Conformational changes in prFMN-dependent PhdA
them to Equation 1 (Refer to Supporting information for
derivation):

χD;product ¼
Bþ

�
1
PIE − B

�
χ�

1
PIE − 1

�
χþ1

(1)

Here, B is the natural 13C isotopic abundance in the product
and corrects for the non-zero value of χD;product at χ = 0 (refer
to SI for further explanation). The SIE on Vmax/KM calculated
from product distribution (PIE = 1.43 ± 0.06) is small and, as
expected, normal. This is in contrast to the value calculated by
the direct comparison of reaction rates (D2OV/K = 0.75 ± 0.17).
The difference in the SIE values suggests that the two effects
arise from different steps in the mechanism.
Figure 3. pH and pD rate profiles of the decarboxylation of DQCA by
PhdA. A, for the reaction monitored at low [DQCA] (KM/16; Vmax/KM condi-
tions). B, for the reaction monitored at high [DQCA] (20 x KM; Vmax condi-
tions). The reaction rate, normalized with respect to the enzyme
concentration, (ν/Et) is plotted as a function of pL (pH or pD). Data are fitted
assuming 2 ionizable groups contribute to the rate profile. C, determining
PIE for the transfer of deuterium on route to 2,3-dimethylquinoxaline (DQ).
The mole fraction of deuterated DQ (χD;product ) is plotted as a function of
solvent D-atom fraction (χ) and the isotope effect is calculated by fitting the
data to Equation 1. Each data point is an average of two replicates and error
bars represent the standard error of the mean.
Solvent isotope effects for PhdA reacting with DQCA

The reactions of enzymes with “slow” substrates can often
be mechanistically informative because they may uncover steps
that are kinetically masked in reactions with the physiological
substrates. Previously, we identified 2,3-dimethylquinoxaline-
5-carboxylic acid (DQCA) as a substrate for PhdA (21);
therefore, we reasoned that a detailed examination of the ki-
netics of DQCA decarboxylation might be informative. We
first determined kcat and KM for DQCA reacting with PhdA at
pH 7.0 and 22 �C (Fig. S2). The kcat = 6.1 ± 0.1 min-1 is
approximately 25-fold slower than that for PCA, whereas KM =
509 ± 42 μM is � 10-fold higher than that for PCA. The
catalytic efficiency (kcat/KM) for DQCA is therefore �250-fold
lower than for PCA.

We then examined the pL-rate profile for DQCA reacting
with PhdA in more detail (Fig. 3). Unsurprisingly, in H2O, the
bell-shaped pH profile is similar to that observed for the re-
action of PCA. Under Vmax conditions ([DQCA] = 10 mM;
�20 × KM), pKa1 = 6.2 ± 0.1 and pKa2 = 7.7 ± 0.1, whereas
under Vmax/KM conditions ([DQCA] = 30 μM; KM/16), pKa1 =
6.7 ± 0.3 and pKa2 = 7.1 ± 0.4 respectively. We then repeated
the measurements in D2O and determined the apparent pKa

values as pKa1 = 6.4 ± 0.1, pKa2 = 8.0 ± 0.1 under Vmax con-
ditions and pKa1 = 6.9 ± 0.4, pKa2 = 7.4 ± 0.4 under Vmax/KM

conditions. Like PCA, the pKa values are shifted �0.3 units
higher in D2O. Under Vmax/KM conditions a substantial in-
verse SIE is evident, although under Vmax conditions the sol-
vent isotope effect is close to unity. We measured D2OV/K
(0.53 ± 0.01, n = 6) and D2OV (0.9 ± 0.04, n = 5) at pL = 7. We
also measured the values at the respective pL maxima and
observed no significant differences (D2OV/K � 0.5–0.6 for both
measurements). Therefore, for simplicity, all future isotope
effect studies were performed at pL = 7. To verify that the
inverse isotope effects did not arise from changes in viscosity,
we examined the PhdA-catalyzed decarboxylation of DQCA in
the presence of sucrose and glucose as viscosogens (Fig. S3).
Although the reaction rate increased slightly (�10%) with
increasing viscosogen concentration, it cannot explain the
significantly higher reaction rate in D2O.
4 J. Biol. Chem. (2024) 300(2) 105621
We also measured PIE for the transfer of deuterium into 2,3-
dimethylquinoxaline (DQ), the product derived from DQCA,
using a similar methodology and analysis as described above for
PCA (Fig. 3C). In this case, the SIE is much larger and normal
(PIE = 4.15 ± 0.22). This value is quite typical for the transfer of
a deuteron from a solvent-exchangeable residue to carbon (28).



Conformational changes in prFMN-dependent PhdA
In summary, the D2OV, D2OV/K, and PIE values measured for
the decarboxylation of DQCA follow a similar trend to those
observed for PCA, but with the corresponding SIE values
becoming more pronounced. It appears that, because DQCA is
a poor surrogate substrate for PhdA, the isotopically sensitive
steps in the mechanism become more rate limiting when
compared to the physiological substrate, PCA.
Proton inventory analysis

The seemingly contradictory values of D2OV/K and PIE
suggest the presence of more than one isotopically sensitive
step. While the normal PIE is most likely associated with
proton transfer from E.I2 to E.I3 (Fig. 1), the source of the
inverse D2OV/K is less clear. We therefore conducted a proton
inventory analysis for the decarboxylation of DQCA, for which
the isotope effects are larger. This technique can provide in-
formation on the number of exchangeable protons (or deu-
terons) that actively participate in a reaction (Fig. 4) (23).

For Vmax/KM conditions, the rate increases gradually with
increasing D-atom fraction (Fig. 4A). The data were fitted to
the three simplest mechanisms: one transition state proton in
flight (linear proton inventory, Equation 2); one reactant state
proton (hyperbolic proton inventory, Equation 3), and a me-
dium effect (exponential proton inventory, Equation 4) (28).

νχ = ν0 ¼ 1−χþχ:фT (2)

νχ

�
ν0 ¼ 1

1−χþχ:фR
(3)

νχ = ν0 ¼ Zχ (4)

where фT is the fractionation factor of the proton involved in
the transition state, фR is the fractionation factor for a reactant
state proton and Z is the value of the overall medium effect in
D2O (here, Z comprises many protic sites, each with an ф value
close to unity) (28). Although the data are plausibly fitted by a
simple linear function (Equation 2), for the isotope effect to
arise from a single transition state proton its fractionation
Figure 4. Proton inventory analysis of PhdA catalyzed decarboxylation o
function of solvent D-atom fraction (χ) under (A) low [DQCA] (Vmax/KM cond
Equation 2 (top, ), Equation 3 (bottom, ) and Equation 4 (middle, ) wh
data point is an average of two replicates and error bars represent the stand
factor would need to be extremely high (фT = 1.92). Such a
high value for фT is unprecedented (23). A hyperbolic proton
inventory (Equation 3) is attributed to the deprotonation of a
reactant state proton with фR < 1. While the фR displayed
by Cys residues (фR � 0.55) (23) is comparable to the
observed value of D2OV/K, Cys residues are not implicated in
the mechanisms of UbiD-like enzymes. Moreover, the crystal
structure of PhdA (PDB:7PDA) shows no active site Cys
residues that may participate in the reaction. Statistically too,
a hyperbolic function fits the data least well.

The midpoint isotope effect (24) is a useful tool to identify
the best fit for proton inventory data. It involves calculating the
expected values of νχ/ν0 at χ = 0.5 for different fits and
comparing them to the experimental value. The expected
midpoint isotope effect for a hyperbolic proton inventory in
our case is 1.31 ± 0.02, whereas the experimentally determined
value is 1.42 ± 0.04 (n = 6). The inverse SIE is therefore un-
likely to arise from a single reactant state proton. This leaves a
medium effect (Equation 4) as the most plausible interpreta-
tion of the data, that is, the SIE arises from a combination of
many protic sites with small fractionation factors involved in
overall solvent reorganization or conformational change.

Under Vmax conditions, a dome-shaped proton inventory is
obtained (Fig. 4B) which is diagnostic of competing normal
and inverse isotope effects contributing to D2OV (29–31). The
data may be fitted to Equation 5 which describes this situation
(see SI for derivation):

νχ

�
ν0 ¼ Zχð1−χþχ:фT Þ

1−χþχ:w7þχ:фT−χ:w7:фT
(5)

Here, Z is the value of the general medium effect in D2O, фT

is the transition state fractionation factor for the proton
transfer and w7 is its fractional contribution to Vmax. Equa-
tion 5 contains mutual dependency between parameters and
therefore satisfactory fits cannot be obtained without “fixing” a
parameter. From the value of PIE, the upper limit of фT is 0.24
(refer to SI for further explanation). This can be used to esti-
mate Z � 1.4 and w7 �0.1. Thus, D2OV arises from a general
medium effect (Z) offset by a single transition state proton
(фT) contributing �10% to the overall rate limitation.
f DQCA. The reaction velocity (νχ) relative to 100% H2O (χ = 0) plotted as a
itions) and (B) high [DQCA] (Vmax conditions). The data in (A) are fitted to
ereas the data in (B) are fitted to Equation 5 described in the main text. Each
ard error of the mean.
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Origin of the medium effect in PhdA

It is well documented that D2O alters the stability of pro-
teins, which leads many proteins to unfold more slowly and at
higher denaturant concentrations in D2O (32–35). To examine
if PhdA is more stable in D2O, we compared the urea-induced
unfolding of PhdA in buffered H2O and D2O by following the
red shift in intrinsic protein fluorescence (Fig. S4). The
normalized unfolding curves were plotted as a function of urea
concentration (Fig. 5A). We observe that PhdA unfolds at
higher urea concentrations in D2O than in H2O. Fitting the
curves to a simple two-state model of protein unfolding (see
Experimental procedures) gave K1/2 for unfolding in H2O =
1.54 ± 0.03 M and ΔGU = 18 ± 4 kJ mol−1 whereas in D2O, K1/

2 = 2.27 ± 0.04 M and ΔGU = 23 ± 6 kJ mol−1. The higher
values for K1/2 and ΔGU indicate that PhdA appears to be more
stable in D2O compared to H2O.

Conformational stability affects reaction kinetics

With evidence that D2O affects the stability of the free
enzyme, we sought to identify how this effect can manifest in
D2OV/K. Vmax/KM conditions provide information on all the
steps from free enzyme up to and including the first irre-
versible step (Fig. 9) (36). Thus, we hypothesized that this
stable conformer in D2O might favor the formation of the
Michaelis complex and subsequent steps in the reaction,
leading to an inverse D2OV/K. To verify this, we first measured
the KM of PCA and DQCA in H2O and D2O at pL = 7 (Fig. S2).
We observed in both cases that while kcat does not change
significantly, the KM is appreciably lower in D2O (PCA: KM =
49.9 ± 0.7 μM in H2O and 28.6 ± 1.7 μM in D2O; DQCA: KM =
509 ± 42 μM in H2O and 252 ± 6 μM in D2O). The lower KM

value suggests that D2O favors the capture of substrate to form
an effective complex that is poised for turnover (37).

Although changes in KM are often used as a proxy for Kd, it
is well known that this makes assumptions about the rate
constants downstream of the E.S complex. We therefore
exploited the fact that the slow substrate, DQCA, acts as a
competitive inhibitor of the physiological substrate, PCA
([PCA] = 50 μM), to measure apparent inhibition constants
(KI

app) for DQCA in H2O and D2O (Fig. 5B). The change in
Figure 5. Effect of D2O on protein stability and substrate binding. A, ur
fluorescence emission spectra. The fraction of unfolded protein is plotted as
boxylation by the slower-turnover substrate DQCA in buffered H2O and D2O. Th
(ν/Et) is plotted as a function of [DQCA]. Each data point is an average of two
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inhibition is quite striking. In D2O, DQCA behaves as a much
more potent inhibitor, KI

app = 250 ± 30 μM, than in H2O,
KI

app = 2100 ± 300 μM. The drastically lower KI
app indicates

that the decrease in KM in D2O could be related to the for-
mation of a more productive Michaelis complex poised
appropriately for subsequent steps.

Molecular dynamics simulations show conformational
differences in the two solvents

To understand the microscopic origins of the conforma-
tional stability exhibited by PhdA in the two solvents, we
performed all-atom MD simulations using its crystal structure
(PDB:7PDA), over a period of 1 μs in the presence of explicit
H2O or D2O molecules. In common with other UbiD-like
enzymes, the tertiary structure of PhdA comprises an N-ter-
minal prFMN binding domain, a central α-helix, an oligo-
merization domain and a C-terminal α-helix (38). Although
PhdA is hexameric, the simulations were performed using a
monomer, a simplification that greatly expedited the calcula-
tions, but was not expected to affect the behavior of active site
residues that are located away from the protein-protein in-
terfaces (Fig. S5) (39, 40).

Analysis of the root mean squared deviation (RMSD) of
the protein backbone from the starting structure showed a
higher value for the protein in H2O than in D2O during the
initial equilibration period (Fig. 6A). The RMSD was stable
for the remainder of the trajectories, except for the data at
�750 ns, at which time, larger RMSD values were observed.
This perturbation arises from the movement of the C-ter-
minal helix which can be observed in Movies S1 and S2.
However, this is likely an artifact because in the quaternary
structures of UbiD-like enzymes, the C-terminal helix nor-
mally makes extensive contact with other protein subunits
(38). Excluding the C-terminal helix from the RMSD analysis
removed the discontinuity (Fig. S6). The residue-wise root
mean squared fluctuation (RMSF) was calculated for the
final 500 ns of the MD trajectories. Consistent with the
RMSD analysis, residues in the H2O-solvated system showed
greater fluctuations than those in D2O, even after excluding
the C-terminal helix (Fig. 6B). These data indicate that PhdA
ea-induced unfolding of PhdA in H2O and D2O monitored by red-shift in
a function of urea concentration. B, competitive inhibition of PCA decar-
e residual rate of PCA decarboxylation normalized to enzyme concentration
replicates and error bars represent the standard error of the mean.



Figure 6. MD simulations of PhdA in H2O and D2O. A, RMSD for the protein backbone throughout the simulation run. B, RMSF for protein residues. Free
energy landscapes for PhdA monomer in (C) H2O and (D) D2O. Colorbar includes the energy values. The x and y axes represent two principal components
(PCs) of the proteins with the highest variations. PCs are extracted using a multivariate statistical technique called Principal Component Analysis and
represent maximum protein dynamics in lower dimensions. For (A), translucent background lines display data points from the entire simulation trajectory
(1,000,000 points) while the solid foreground lines display smoother running averages considering every 2000 points. Analysis in (B) was carried out for the
last 500 ns of the simulation trajectories.

Conformational changes in prFMN-dependent PhdA
is less conformationally mobile when solvated in D2O,
compared to H2O (41).

For validation, protein free-energy landscapes (FELs), which
provide a statistical description of the various possible states
explored by a protein in MD simulations, were obtained
through the Boltzmann inversion of the joint probability
density function of the principle components (PCs) (42). The
protein in H2O (Fig. 6C) displayed a significantly higher
exploration of the conformational space as compared to the
protein in D2O (Fig. 6D). In agreement with our experimental
results, the D2O-solvated protein FEL exhibited prominent
narrow troughs indicating highly stable conformations that
dominated throughout the simulations, as opposed to broader
troughs and multiple conformers separated by low energy
barriers in the H2O-solvated system (Fig. S7). Consistent with
this analysis, 80 unique protein conformers were identified for
the H2O-solvated protein whereas only 7 were found in D2O.
These conformers were recognized by calculating the RMSDs
between all structures throughout the trajectory and segre-
gating them based on an RMSD cutoff of 2 Å (43).

Overlaying the dominant conformers identified in H2O and
D2O established significant differences between the two, with
an RMSD of 3.82 Å (Fig. S8). Based on their crystal structures,
UbiD-like enzymes are known to exhibit distinct ‘open’ and
‘closed’ conformers. The distance between the centers-of-
masses (COM) of residues R159 and I416 (residues that are
broadly conserved in UbiD-like enzymes) serves as a conve-
nient metric to measure the openness of the active site (44). In
the crystal structure of PhdA, solved without substrate-bound,
the R–I distance is �14.3 Å, corresponding to an ‘open’
conformer. However, for the dominant conformers identified
in this study, the R–I distance in H2O increased to �15.7 Å,
whereas in D2O it decreased to �11.2 Å. When calculated over
the entire simulation trajectory, the R–I distance in H2O
progressively increased from �14.3 Å to �17.8 Å (Fig. 7A)
suggesting significant further domain opening. In contrast, in
D2O, this distance is reduced to �11.5 Å (Fig. 7B) indicating
its evolution to a more “closed” conformer (Fig. 7C).

Moreover, the RMSF data coupled with a visual inspection
of the simulation showed that the active site loop, comprising
residues 264 to 279, that contains the catalytic residue E269
was more structured and compact in D2O. In line with this
observation, the distance between the centers of masses of the
cofactor and E269 is shorter in D2O than in H2O (Fig. 7D).
J. Biol. Chem. (2024) 300(2) 105621 7



Figure 7. Evolution of PhdA structure during MD simulations. Representative snapshots at 600 ns, 800 ns and 1000 ns for PhdA in (A) H2O and (B) D2O.
The domains are color-coded as follows: N-terminal prFMN binding domain (green), central α-helix (orange), oligomerization domain (magenta), C-terminal
α-helix (gray), active site loop (blue). The COMs of R159 and I416 are presented in pink whereas COMs of prFMN and E269 in yellow. For each snapshot, the
respective COM distances are shown. Temporal evolution of COM distances for (C) R159–I416 and (D) prFMN–E269.

Conformational changes in prFMN-dependent PhdA
Our simulations suggest that D2O leads to significant struc-
tural changes in the active site which can affect catalysis.
D2O promotes intra-protein hydrogen bonds resulting in a
more compact structure

To ascertain why these solvent-specific differences exist in
the protein conformations, the protein-solvent and intra-
protein hydrogen bonds were calculated over the last 500 ns
of the trajectories. In D2O the protein exhibited fewer protein-
solvent hydrogen bonds (Fig. 8A) and more intra-protein
hydrogen bonds (Fig. 8B). Additionally, the hydrogen bond
autocorrelation functions were calculated to analyze their
lifetimes in both simulations (data summarized in Table S1).
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Interestingly, it was found that the probability of persistence of
hydrogen bonds decayed slower in D2O for both protein-
solvent and intra-protein hydrogen bonding. The intra-
protein hydrogen bonds were also generally found to persist
significantly longer than hydrogen bonds with the solvent.
These observations agree with the work of Sheu et al., who
performed MD simulations on test polypeptides (alpha helix
with 13-mer: CH3OC-SDELAKLLRLHAG-NH2, beta-hairpin
12-mer: CH3OC-V5PGV5-NH2) in H2O and D2O and found
that D2O did not facilitate as significant a decrease in the
activation energy for hydrogen bonding as H2O resulting in a
decreased decay rate (45). Additional analyses regarding the
hydrogen bonding behavior in both simulations are presented
in the Supporting Information.



Figure 8. Differences in hydrogen bonding and surface accessible area in PhdA in H2O and D2O. Distribution of the number of (A) protein-solvent and
(B) intra-protein hydrogen bonds. Autocorrelation functions (ACF) for (C) protein-solvent, and (D) intra-protein hydrogen bonding. Analyses in (A–D) were
performed for the final 500 ns of the simulation trajectory. Evolution of protein (E) solvent accessible surface area (SASA), and (F) volume, throughout the
simulation. For (E and F) translucent background lines display data points from the entire simulation trajectory (1,000,000 points) while the solid foreground
lines display smoother running averages considering every 2000 points.

Conformational changes in prFMN-dependent PhdA
Previous studies suggest that proteins compress in D2O,
leading to a more compact shape (35, 45). To validate this
behavior, the solvent-accessible surface area (SASA) and vol-
ume of the protein were also calculated for the simulations. It
was observed that the D2O-solvated protein showed lower
values of SASA (Fig. 8E) and volume (Fig. 8F) throughout the
time course, indicating that D2O induced a more compact
protein conformation. Furthermore, upon examining the
unique intra-protein hydrogen bonds observed for the final
20 ns of the simulation, (Table S2), we observed that D2O
promotes more hydrogen bonds in regions along the active
site, including the active site loop. Overall, this analysis shows
J. Biol. Chem. (2024) 300(2) 105621 9



Figure 9. Proposed kinetic mechanism for PhdA consistent with the observed solvent isotope effects. Various enzyme forms are as labeled in Figure 1.
k7 and k7D are the rate constants for proton transfer involving H and D respectively. χ is the solvent D-atom fraction and L is the total concentration of all H
and D. The inverse medium effect is a “general” effect and is depicted by (*) on steps k1 through k5.

Conformational changes in prFMN-dependent PhdA
that the lower R-I distances and a more compact active site
observed in D2O can be rationalized through the differences in
protein-solvent and intra-protein hydrogen bonding between
the two solvents.
Discussion

The prFMN-dependent family of decarboxylases, collec-
tively known as UbiD-like enzymes, are now known to be
widely distributed in microbes. We previously showed that the
recently discovered UbiD-like enzyme, phenazine-1-
carboxylate decarboxylase, (PhdA) could decarboxylate a
range of polyaromatic carboxylic acids. Here we have focused
on defining the kinetics and mechanism of the enzyme by
using the slow substrate DQCA to probe the nature of the
rate-determining step. The unusual, inverse solvent isotope
effect associated with the decarboxylation of DQCA prompted
us to undertake a more detailed investigation of the effect of
solvent on the rate of reaction and the stability of the enzyme.
The experimental observations are consistent with, and to
some extent rationalized by, our MD simulations of the
response of the protein structure to D2O.

Recent studies on UbiD-like enzymes have suggested the
importance of domain motions in catalysis. For example,
stopped-flow spectroscopy indicates that the dimeric UbiD-
like enzyme FDC exhibits negative cooperativity between the
two subunits arising from a conformational change that fa-
cilitates inter-conversion between the “fast, tight” and the
“slow, loose” active sites (46). Studies on vanillic acid decar-
boxylase suggest that “open” and “closed” conformers of the
enzyme have different affinities for reaction intermediates that
may be important for catalysis (44). Our studies suggest that
similar domain motions are important in the mechanism of
PhdA and that these may, in part, account for the unusual
kinetic behavior observed in D2O, which is accentuated by
using the slow substrate DQCA.

MD simulations on PhdA in H2O and D2O suggest that D2O
increases intra-protein H-bonding, which is consistent with the
slight increase in ΔGunfold observed in D2O. The simulations
also indicate that D2O affords a more compact structure to the
protein, including stabilizing the active site loop as well as
promoting domain closure towards a more “closed”-like
conformer. These features would be expected to stabilize the
Michaelis complex and subsequent reaction intermediates. The
lower KM values observed for both substrates in D2O and the
significantly tighter KI

app measured for DQCA in D2O are
consistent with the MD simulations. Moreover, the D2O-
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induced conformational shift towards the catalytically active
form of the enzyme rationalizes the inverse D2OV/K effect.

The apparently contradictory solvent isotope effects
exhibited by PhdA in the decarboxylation of DQCA, and to a
lesser extent PCA, are mechanistically informative. A key point
is that the two SIE values are measured by different methods:
PIE is measured by internal competition, whereas D2OV/K is
measured by comparing reaction rates. We propose the kinetic
mechanism shown in Figure 9 that best explains the SIE data
(refer to Supporting information for derivation).

We assume that step k7, which involves proton transfer to
the product, is subject to a normal isotope effect (k7D). We also
assume that CO2 release is functionally irreversible, effectively
dividing the reaction into two halves. D2OV/K, which is best
considered as a medium effect arising from D2O-induced
changes to the enzyme structure, is manifested in steps k1
through k5 which encompasses the rate-determining step. On
the other hand, PIE incorporates the proton transfer step, k7,
and arises in the second half of the reaction. Thus, the two
isotope effects occur in separate regions of the kinetic mech-
anism and are independent of each other. Decarboxylation,
being an irreversible step, will prevent the E.I2 complex from
partitioning back, and thus, the latter half of the reaction would
be insensitive to any prior H/D exchange on Glu269 (refer to
SI, Mechanism 2) (25). Therefore, for the isotope effect on k7 to
be expressed in PIE, H/D exchange of Glu269 with the solvent
(E.I2 to EH.I2/ED.I2) must occur after decarboxylation and be
rapid with respect to proton transfer (kh2 >> k7).

The proton inventory of Vmax, provides further support for
the proposed mechanism. As shown in Figure 4B, the rate
initially increases with increasing solvent D-atom fraction. But
at high D-atom fractions, the reaction rate slows down as the
normal isotope effect on proton transfer becomes increasingly
rate limiting, thereby offsetting the inverse medium isotope
effect associated with the earlier steps.

In conclusion, the kinetics of PhdA decarboxylation suggest
that protein conformational changes play a kinetically significant
role under both Vmax/KM and Vmax conditions. Even for the
slow substrate DQCA, under Vmax conditions, the proton in-
ventory analysis indicates that proton transfer is only �10% rate
limiting. Conformational switching between “open” and “closed”
forms appears to be a general feature of UbiD-like enzymes,
although whether such motions are kinetically significant in the
decarboxylation reactions catalyzed by other members of this
enzyme family remains to be determined. We note that there is
growing interest in using UbiD-like decarboxylases for bio-
catalytic applications. In this context, our results suggest that
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engineering these enzymes (or optimizing solvent systems) to
increase the stability of the “closed” form may have the added
benefit of improving their catalytic efficiency.

Experimental procedures

Reagents and chemicals

Phenazine-1-carboxylic acid (PCA, 98% pure), phenazine
(98% pure), 2,3-dimethylquinoxaline-5-carboxylic acid (DQCA,
95% pure) and 2,3-dimethylquinoxaline (DQ, 97% pure) were
purchased from Apollo Scientific Co, Sigma Aldrich Co, 1
ClickChemistry Inc or Thermo Fisher Scientific Co and used
without further purification. Deuterium oxide (99.8% atom D)
was purchased from Thermo Fisher Co. All other reagents were
purchased from Sigma Aldrich Co or Thermo Fisher Co.

Purification and Reconstitution of PhdA

E. coli BL21DE3 cells (Invitrogen) were co-transformed with
pET20b(+) containing phdA and pET28b(+) containing ubiX
from P. aeruginosa (paubiX). Cells were cultivated at 37⸰C in
LB broth with 50 μg/ml each of Ampicillin and Kanamycin.
After an OD600 of 0.6 to 0.8, the cultures were supplemented
with 0.1 mM IPTG and 1 ml prenol. Cells were incubated
overnight (20 �C, 170 rpm), harvested and the PhdA was pu-
rified through Ni-affinity chromatography (21). Purified PhdA
was reconstituted in vitro with prFMN, quantified via Bradford
Assay, and tested for PCA decarboxylation under standard
conditions as described (21). The activity did not vary signif-
icantly between different batches of the reconstituted enzyme.

HPLC and LC-MS analysis

The decarboxylation of substrates was monitored using the
discontinuous HPLC-based assay previously described (21).
The incorporation of solvent deuterium into the product was
monitored by LC-MS as previously described (21).

pL - rate profiles

The following buffers were used at 0.1 M concentrations:
sodium citrate (pL 5.5–6), Bis-Tris-Cl (pL 6–6.5), potassium
phosphate (pL 6.5–8) and Tris-Cl (pL 8–8.5). Buffers were
prepared in H2O/D2O and titrated with HCl/DCl or NaOH/
NaOD to the desired pH. For phosphate buffers, KH2PO4 and
K2HPO4 stocks were prepared in H2O/D2O and titrated. For
D2O buffers, the atom fraction of D (χ) was re-calculated based
on protium added from the buffer components (in most cases
χ > 0.99). Corrections were applied to the pH-meter readings
using the equation (14):

pD¼ pHmeterþ0:076χ2þ0:3314 χþ0:00009

Activity assays were performed at room temperature
(20–22 �C) and consisted of 0.1 M buffer, 0.1 to 0.5 μM
reconstituted PhdA and different concentrations of sub-
strates. For PCA, 10 to 15 μM substrate was added under
Vmax/KM conditions whereas for Vmax, 500 to 1000 μM PCA
was used. Similarly, for DQCA, 30 to 50 μM of the acid was
used for Vmax/KM and 5 to 10 mM for Vmax. Reactions were
quenched by adding 500 mM NaOH (final concentration) and
analyzed by HPLC. Reaction rates, normalized by enzyme
concentration (ν/Et), were plotted as a function of pL and fit
to the following equation (23):

ν

�
Et ¼ ðν=EtÞmax

1þ10pKa1− pLþ10pL − pKa2

Where it is assumed that the pL-rate behavior of PhdA arises
from the titration of 2 ionizable groups, each with a single pKa.
(ν/Et)max is the pL-independent rate, pKa1 corresponds to the
group that needs to be deprotonated for activity and pKa2 is
for the residue that needs to be protonated.

Solvent isotope effects

Potassium phosphate buffers (pH or pD = 7) in H2O and
D2O were made as described above and added volumetrically
to obtain mixed isotopic buffers. The atom fraction of D (χ)
was adjusted by applying the necessary corrections (23). All
subsequent reactions were performed in these buffers.

For measuring PIE, reactions containing PhdA (0.2 μM) and
PCA (15 μM) were performed in mixed isotopic buffers and
quenched after 20 s. Alternatively, 1 μM PhdA was reacted
with 50 μM DQCA and quenched after 15 min. Samples were
analyzed by LC-MS in positive ion mode. Due to the sub-
stantial presence (�10%) of naturally occurring 13C-isotopes
that also incorporate D, the LC-MS peaks for [M + H], [M +
H + 1] and [M + H + 2] changed with χ. Thus, the fractional
incorporation of deuterium into the products (χD;product) was
determined as:

χD;product ¼ ½MþHþ1�þ½MþHþ2�
½MþH �þ½MþHþ1�þ½MþHþ2�

The values of χD;product thus obtained were plotted against χ
and fit to Equation 1 described in the main text.

Proton inventories were obtained under either Vmax

(5–10 mM DQCA) or Vmax/KM (50–100 μM DQCA) condi-
tions. The ratio of the rate in mixed isotopic water to H2O (νχ/
ν0) was plotted as a function of the D-atom fraction, χ and
fitted to Equations 2–5 (see Results section) as applicable (28).

For midpoint SIE (24), the rate of DQCA decarboxylation
(ν) was monitored at low substrate concentrations (Vmax/KM

conditions) in H2O (χ = 0), D2O (χ = 0.99) and χ = 0.5,
following which ν0.5/ν0 and ν0.99/ν0 were calculated. Later,
Equations 2–4 were solved for χ = 0.99 to determine the pa-
rameters фT, Z, and фR. The experimental value of ν0.5/ν0 was
then compared to the theoretical values calculated for the
different mechanisms represented by Equations 2–4 at χ = 0.5.

Protein unfolding

All reactions were performed at 20⸰C. Stocks of 9 M urea
in H2O or D2O were added to 0.1 μM PhdA in 0.1 M po-
tassium phosphate buffer (pL = 7) to achieve different con-
centrations of urea. The samples were incubated for 60 to
90 min after which protein fluorescence emission spectra
were recorded. Excitation wavelength = 295 nm; emission
spectrum recorded between 310 to 470 nm. The average
J. Biol. Chem. (2024) 300(2) 105621 11



Conformational changes in prFMN-dependent PhdA
wavelength of emission (λavg) at each concentration of urea
was calculated by (47):

λavg ¼
XN
i¼1

ðIiλiÞ =
XN
i¼1

Ii

Where N is the total number of data points and λi, Ii are the
wavelength and intensity of the ith data point. The normalized
λavg values were plotted against urea concentration and fitted
to the following equation (48):

fU ¼ FþU :e−mðK1=2−xÞ
1þe−mðK1=2−xÞ

Here, fU is the unfolded fraction as a function of urea con-
centration (x), F, U are values of fU for the folded and unfolded
protein respectively, K1/2 is the value of x for fU = 0.5 and m
describes the change in K1/2 as a function of x. The free energy
of unfolding was calculated as ΔGU = m.R.T.K1/2 (48). Here, R
is the gas constant and T = 293.15 K.

Inhibition studies

Reactions were setup in potassium phosphate buffer (pH or
pD = 7) and consisted of 0.2 μM PhdA, 50 μM PCA and
varying concentrations of DQCA. The residual normalized
rate (ν/Et) was plotted against DQCA concentration and fit to
the following equation, assuming competitive inhibition (49):

ν

,
Et ¼ kcat :S

Sþ
�
1þ I

KI

�
KM

Here, I is the independent variable (DQCA concentration), S =
50 μM is the concentration of PCA, kcat and KM are the steady-
state parameters for PCA and KI is the apparent inhibition
constant for DQCA.

Data fitting and mathematical modeling

All data were fitted using Origin 2022 graphing software.
Steady-state kinetic expressions were derived using Wolfram
Mathematica v13.2. Please refer to SI for a detailed explanation
and derivation of all models considered.

Molecular dynamics simulations

Molecular Dynamics (MD) simulations were performed us-
ing the GROMACS package (50). The crystal structure of PhdA
monomer (PDB:7PDA) (22) was solvated in a 100 Å x 100 Å x
100 Å cubic box with�30,000 solvent (H2O or D2O)molecules.
The protein was parameterized using the CHARMM36 force
field (51), whereas the cofactor was parameterized using the
CHARMMgeneral force field (52). The TIP3P water model was
used to represent H2O (53), whereas D2O was parameterized
using the TIP3P-HW model (54). Additionally, 150 mM KCl
ions were used for creating proper physiological conditions, and
extra neutralizing ions were added to maintain an overall
charge-neutral system. With a 12 Å cutoff, the Particle-Mesh
Ewald (PME) approach was utilized for long-range electro-
statics (55). Similarly, the van der Waals cutoff was also set to
12 J. Biol. Chem. (2024) 300(2) 105621
12 Å. Initially, the model systems were energy minimized using
the steepest descent minimization algorithm (56). The MD
simulations were performed at a temperature of 298 K, with
periodic boundaries, using the NPT thermodynamic ensemble,
where temperature and pressure control was achieved using
Nose-Hoover thermostat and Parrinello-Rahman barostat
(57–59). The trajectory was recorded every 1 ps, giving a total of
1,000,000 frames for each of the 1 μs simulations. The entire
trajectory was analyzed for the root mean squared deviation
(RMSD), free energy landscape (FEL), and the evolution of
R159–I416 and prFMN–E269 distances. Allowing the system to
equilibrate during the initial 500 ns, the trajectories from 500 to
1000 ns were used to analyze the root mean squared fluctuation
(RMSF) as well as protein-solvent and intraprotein hydrogen
bonding using GROMACS in-built packages and Visual Mo-
lecular Dynamics (60).

Data availability

All data presented are contained within the manuscript or
the supporting information.

Supporting information—Describing solvent viscosity studies,
computational data, derivation of kinetic models, equations, and
other supporting figures referred to in the main text; a table of all
unique intra-protein H bonds for the H2O and D2O solvated
proteins that were observed in the simulations (14, 24, 28–31, 36,
61–65).
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