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Abstract—Edge AI is the use of artificial intelligence at the
Edge which allows for real-time processing and low latency in
making AI decisions. In a resource-limited environment of edge
computing, it is crucial to efficiently manage the deployment and
use of inference models while at the same time optimizing user
experience. Our framework supports AI at the Edge through
a standalone monitoring framework that builds and maintains
a context for an edge application through monitoring data and
control streams between a device and edge server. Its objective
is to maximize user expressed Quality of Experience. In this
brief abstract we introduce the CKN framework and show the
monitoring framework’s effectiveness in response to changes in
edge needs.

Index Terms—Edge-cloud continuum, provenance, streaming,
Edge AI, Knowledge Graphs

I. INTRODUCTION

As Artificial Intelligence (AI) continues to advance, its ben-
efit at the Edge is becoming more evident. EdgeAI combines
the benefits of Edge Computing, such as faster processing
times and better privacy, with the ability to make decisions
closer to the data source. However, Edge resources are often
limited (reliability, power, etc.), which means that AI models
must be deployed efficiently based on specific requirements
such as accuracy, latency, and privacy. It is crucial for Edge
Systems to optimize their model deployment to provide a
better Quality of Experience (QoE) for connected devices.

To address this challenge, we introduce a framework that
enables efficient deployment of AI models at the Edge, even
with highly dynamic device requirements. Our framework,
described more fully in [10], builds and maintains a context
through time of what could be called the ecosystem of the
device and edge server. That is, through monitoring both
data and control streams at both device and edge server, and
processing that information into a provenance and time-based
picture of the ecosystem, the framework is able to anticipate
changes in needs and preemptively react. The data model of
the ecosystem is a graph, making it amenable to analysis
through deep learning.

In this abstract we give an overview of the design of the
framework and briefly describe the experiment that we carry
out to evaluate the framework’s potential. The experiment uses
an image classification task, and evalulates the framework’s
ability to swap out an inference model for a ”better” one
adaptively as need changes. It works as follows: a device
sends an image to the edge server. This series of images
from the device make up the device’s data stream. Along with
the image, the device requests a particular latency (time to

complete the classification) and model accuracy. This series of
requests forms the device’s control stream. We further monitor
the response from the Edge Server back to the device. The
response provides the achieved accuracy and latency.

The request for a certain model latency and accuracy are
expressed as Quality of Experience (QoE); QoE we give as
having two attributes: Quality of Latency (QoL) and Quality
of Accuracy (QoA). Both are an integer value [0..1] where a
QoA or QoL of 1 is a request for the highest possible qualities
of each and 0 is the lowest. QoE is then the weighted values
of QoA and QoL. In our experiment, both QoA and QoL are
weighted equally.

Using the QoE stream to represent a set of changing needs,
and monitoring the response from the Edge Server back to the
device of satisfied QoE, our framework can detect when an
inference model is no longer meeting the needs of the device.
When this occurs, we enact a change at the Edge Server to
place an inference model that better meets the needs of the
device.

We call the framework CKN for Cyberinfrastructure Knowl-
edge Network. Full details of CKN and the experiment can be
found in [10].

II. DESIGN

The overall environment for the framework is of devices
communicating with some number of devices communicating
with an edge server.

A CKN daemon exists in each Edge Server from where it
captures the request (image classification) and control stream
(Quality of Experience). Accompanying the QoE is identifying
information about the device such as the device ID. The
daemon takes the information along with identifying informa-
tion about the edge server (e.g., server ID) and streams this
information through a distributed message broker where these
events are aggregated and stored in the Knowledge Graph of
the system.

The device-edge context (historical provenance data) is
analyzed using a time-series Deep Learning Model to predict
a better model for placement based on incoming resource
constraints. The selected model can then be triggered if it is
already resident at the edge server, or in the future can be
downloaded from the ICICLE Model Commons on demand as
network latency permits, and the ICICLE Model Commons [7]
comes into being.

Numerous questions are raised by this framework having to
do with how frequently a model is replaced (one does not want



to put the Edge Server into a state of constant churn), where
is the optimal location of CKN knowledge graph given its size
and analysis demands. In the proof of concept evaluation that
we carried out, we are interested in initial feasibility alone.

Figure 1. CKN architecture for the Edge-cloud continuum

The five major components or aspects of CKN are described
here and component relationships captured in Figure 1.

III. EVALUATION

In order to evaluate the predictive capability of the KG,
we create a synthetic and deterministic workload (available
at [11]). The workload encodes abrupt changes in QoE needs
to measure how long it takes for our framework to react. The
workload consists of 1500 time windows, each window having
a duration of 60 seconds. The number of requests in each
window ranges from 100 to 1000, giving us a wide range of
scenarios to examine. The images from the ImageNet [1] is
used for the classification task.

Figure 2. Workload behavior for first 3000 data points showing (a) requested
accuracy and (b) latency

The behavior of the workload is demonstrated in Figure 2
for the first 3000 requests. Changes in requested accuracy
fall on time window boundaries. The first time window is
500 requests long and the requested accuracy is 82%. At the

boundary between the first and second time windows, the
requested accuracy drops to 70%. The time window for the
second window is 1000 requests long. Similarly latency is
.5 +/- (.03) at the first time window and drops to .3 for the
second time window. This change might occur when faster
processing is needed. Suppose at event 500, the device needs
faster processing and is willing to accept lower accuracy for
it.

For the classification models, we leveraged publicly avail-
able models trained on the ImageNet dataset as shown in Table
I.

Table I
INFERENCE MODELS

Model Name Acc@1 Mean Latency (s) Mean Accuracy
ShuffleNet [8] 72.996 3.5M 0.0133 50.18%
DenseNet [5] 76.896 20.0M 0.1388 40.02%
GoogleNet [9] 69.778 6.6M 0.0599 32.81%
MobileNet [4] 67.668 2.5M 0.0120 47.55%
ResNet [3] 82.284 60.2M 0.2068 49.54%
ResNeXt [12] 77.618 25.0M 0.0953 53.82%
SqueezeNet [6] 58.178 1.2M 0.0206 46.61%

The mean accuracy and latency values were measured
for the system for precise model placement. Jetstream2 [2]
community cloud was leveraged to carry out the experiments
evaluating the framework. We compared our algorithm (called
”predictive” in table) to three other versions:

• Predictive Algorithm leverages the CKN time-series deep
learning model to select the model for the placement,

• Optimal Algorithm assumes perfect foresight on the part
of the selection algorithm. That is, the system knows
the future constraint values and decides the models to
be placed,

• Random Placement places the models randomly,
• No-choice Algorithm uses the best choice from Table I

throughout the experiment.
All the evaluations start with a default model in place for

the first time-step.
An illustrative result of the experiment (taken from [10] and

shown in Figure 3, shows the results for Quality of Experience
values for the system for each of the four algorithms. One
can read the figure as follows: the optimal algorithm has
perfect foresight so it represents the right inference model
being where it needs to be when it needs to be there. As
expected, random choice of inference model for placement
performs the worst. The predictive algorithm closely follows
the optimal algorithm for QoE. The no-choice algorithm (hand
picked at outset because it is thought to perform the best under
all circumstances) lags in several circumstances.

IV. DISCUSSION AND FUTURE WORK

There are a host of questions to be answered as next
steps for this work. Our measured latencies, which were
different from the published latencies, meant disappointingly
little difference between model latencies. This will result in
the favoring of the “no choice” option which is simple and
cost effective. Further, we are applying the framework outside
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Figure 3. Quality of Experience for different placement algorithms (Jetstream
2)

a synthetic dataset and a cloud environment (the latter where
networking latencies are not a factor and device reliability and
variability is not accounted for).

We are further exploring extending the notion of QoE
beyond simple performance measurements to include attributes
having to do with trustworthiness of the inference model. That
is, choice of an inference model needs to go beyond simply
performance and model accuracy. The CKN framework is
envisioned as a standalone tool yet one that is part of the
ICICLE integrated infrastructure environment. The strength
of the framework is the adaptability that it provides at the
edge, thus realizing one of ICICLE’s major objectives of “plug
and play” infrastructure. CKN derives this strength through an
intelligent data model that captures ecosystem context at the
edge and thereby is adaptive to user need, including specificity
with accountability and trust in mind.
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