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Abstract 

As we age, we accumulate a wealth of information about the surrounding world. Evidence from 

visual search suggests that older adults retain intact knowledge for where objects tend to occur 

in everyday environments (semantic information) that allows them to successfully locate objects 

in scenes, but may over-rely on semantic guidance. We investigated age differences in the 

allocation of attention to semantically informative and visually salient information in a task in 

which the eye movements of younger (N=30, aged 18-24) and older (N=30, aged 66-82) adults 

were tracked as they described real-world scenes. We measured the semantic information in 

scenes based on "meaning map" ratings from a norming sample of young and older adults, and 

image salience as Graph-Based Visual Saliency. Logistic mixed-effects modeling was used to 

determine whether, controlling for center bias, fixated scene locations differed in semantic 

informativeness and visual salience from locations that were not fixated, and whether these 

effects differed for young and older adults. Semantic informativeness predicted fixated locations 

well overall, as did image salience, although unique variance in the model was better explained 

by semantic informativeness than image salience. Older adults were less likely to fixate 

informative locations in scenes than young adults were, though the locations older adults‘ 

fixated were independently predicted well by informativeness. These results suggest young and 

older adults both use semantic information to guide attention in scenes, and that older adults do 

not over-rely on semantic information across the board.  

Keywords: language production, visual attention, cognitive aging 

Public significance statement: Older adults have more knowledge from lived experience 

about everyday scenes, such as what might typically be found in the rooms in a house, and past 

studies have shown that older adults rely more on their scene knowledge (semantic information) 

than young adults do when searching for objects in photographs of scenes. In our study, we 

tracked where young and older adults looked in photographs of everyday environments while 

they talked about the scenes rather than searching for objects in them. We found that semantic 
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information predicted where young adults looked better than it predicted where older adults 

looked, although the parts of the scene older adults looked at were also predicted well by 

semantic information independently. Our results suggest that older adults may not leverage their 

considerable knowledge about the world equally across visual tasks (searching for an object in 

a photograph vs. deciding what to describe in a photograph), and should not be assumed to do 

so more than their young adult counterparts across the board. These findings suggest it is 

important to be cautious when assuming that healthy older adults‘ greater knowledge base is 

routinely consulted to compensate for other age-related changes, such as declines in perceptual 

skills.  
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The world around us is visually complex, yet we are able to rapidly and efficiently orient 

visual attention to relevant visual information. As cognition changes throughout the lifespan, it is 

likely that the manner and degree to which we process visual information also changes later in 

adulthood. In the current study, we investigated whether young and older adults use scene 

information to guide visual attention in the same way when describing real-world scenes. 

Specifically, we quantified semantic information and image salience for scenes in a comparable 

fashion and determined which best explained where young and older adults fixated as they 

described scenes. 

Healthy aging is associated with various declines in visual cognition. For example, older 

adults struggle to adequately ignore irrelevant visual information despite receiving explicit 

instructions to do so (Rabbitt, 1965; Kramer et al., 2000; Williams et al., 2005; Ryan et al., 2007; 

Williams et al., 2009). Additionally, older adults have greater difficulty inhibiting saccades as 

compared to young adults when tasked to execute an eye movement to the opposite side of the 

display as the target (Olincy et al., 1997; Butler et al., 1999; Kramer et al., 1999; 2000) and are 

less inhibited and less accurate than young adults at deploying saccades in a cueing task (Ryan 

et al., 2006). When viewing real-world scenes, older adults show less sensitivity overall to local 

feature contrasts captured by image salience than young adults do, consistent with age-related 

deficits in bottom-up perceptual processing (Açık et al., 2010; see also Deng et al., 2021), 

though older adults benefit more from highly salient targets in visual search tasks than their 

young adult counterparts (Ramzaoui et al., 2021). 

When searching for a target object in real-world scenes, older adults search scenes less 

efficiently than young adults do, requiring longer search times and more fixations before 

identifying the target (Wynn et al., 2016; Borges et al., 2020; Ramzaoui et al., 2021), though 

both young and older adults search more efficiently after repeated exposure to the same scene 

(Wynn et al., 2016; 2019). Age-related declines in cognitive control do not appear to explain the 

oculomotor age differences: Borges et al. (2020) showed that both young and older adults with 
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better cognitive control were more accurate when searching for objects that were inconsistent 

with a scene‘s semantics (e.g., a clothes iron in a restaurant), but they found no relationship 

between cognitive control and attention allocation more broadly. The latter finding appears to 

contradict the observation that inhibitory control predicts performance on antisaccade tasks 

(Olincy et al., 1997; Butler et al., 1999; Kramer et al., 1999; 2000), which may suggest either 

that observers do not need to actively inhibit saccades to consistent object locations during 

visual search in order to successfully locate targets, or that the drive to look at consistent 

locations for inconsistent objects is less strong than the corresponding drive to look at the 

directional cue in an antisaccade task. Wynn et al. (2020) posited a connection between older 

adults‘ eye movement patterns in scenes and memory deficits such that changes in eye 

movement behavior associated with healthy aging may contribute to memory deficits, which in 

turn may impact subsequent eye movements. 

Despite evidence of oculomotor changes associated with healthy aging in visual search 

tasks, the wealth of world knowledge accumulated with age can facilitate search for target 

objects in real-world scenes. In real-world visual search tasks, older adults exploit semantic 

information in the scene to locate target objects effectively (albeit less efficiently), as evidenced 

by comparable search performance to young adults when searching for targets occurring in 

locations that are consistent with the scene category (e.g., a hairdryer in a bathroom; Wynn et 

al., 2019; Borges et al., 2020; Ramzaoui et al., 2021), and older adults who have been 

diagnosed with age-related macular degeneration use semantic information to guide attention 

as well as age-matched controls do when searching for target objects in scenes (Pollmann et 

al., 2020). In a repeated search task, both young and older adults used scene semantics 

successfully to search for objects, with older adults showing a stronger influence of scene 

semantics on eye movements (Wynn et al., 2019). The results suggest older adults may be able 

to use knowledge of scenes to search successfully despite experiencing age-related declines to 

other aspects of visual cognition. 
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There is general agreement that we accumulate a wealth of world knowledge as we 

grow older, and that world knowledge facilitates performance on a range of tasks (Steyvers et 

al., 2006). Older adults perform as well as young adults, if not better, on tasks that exploit world 

knowledge (Umanath & Marsh, 2014), and underperform relative to young adults when task 

performance requires them to contradict their world knowledge. For example, older adults are 

less accurate than young adults when recalling unrealistic grocery prices in a memorization task 

(Amer et al., 2018). Similarly, older adults sometimes rely too heavily on semantic information 

when searching scenes, underperforming relative to young adults when the task requires them 

to contradict their world knowledge. For example, when asked to search drawings of scenes for 

anomalies, older adults detected fewer visual errors than young adults did, suggesting they may 

have difficulty encoding new or contradictory information (James & Kooy, 2011). When 

searching a scene for a target object, older adults struggle to find targets placed in semantically 

incongruent locations (Wynn et al., 2019; Borges et al., 2020; but not when scenes were 

sparse—see Ramzaoui et al., 2021). Both young and older adults showed poorer performance 

when searching for targets that were inconsistent with scene category (Wynn et al., 2019; 

Borges et al., 2020), but with practice young adults were able to overcome the difficulty, 

whereas older adults showed a greater search penalty that did not diminish with repeated 

searches (Wynn et al., 2019). Furthermore, when older adults searched for targets that were 

inconsistent with a scene‘s semantics, search accuracy was worse when the scene to be 

searched was preceded by a congruent prime (a scene of the same category, or the category 

name e.g., ―kitchen‖), showing that older adults had greater difficulty overriding the influence of 

semantic information when it was reinforced prior to initiating search (Borges et al., 2020). In 

sum, older adults appear to lean on semantic information more than their young adult 

counterparts do, which may be either helpful or detrimental depending on the specific search 

task. 
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Taken together, the literature suggests that semantic information acquired through 

experience with scenes may help preserve attentional guidance in older adults (Wynn et al., 

2019; Borges et al., 2020; Ramzaoui et al., 2021), but it does not entirely compensate for the 

deficits observed in oculomotor tasks (Olincy et al., 1997; Butler et al., 1999; Kramer et al., 

1999; 2000; Ryan et al., 2006; Wynn et al., 2016; Wynn et al., 2020) including declines in 

bottom-up processing (Açık et al., 2010). Furthermore, older adults rely more on semantic 

information than young adults do, even when it is detrimental to their performance (Wynn et al., 

2019; Borges et al., 2020), and while there is a preponderance of evidence showing older 

adults‘ use of semantic information is preserved (see Umanath & Marsh, 2014), a recent study 

suggests semantic networks involved in language production tasks may become less flexible 

and robust in older adults (Cosgrove et al., 2021). Older adults appear to use similar semantic 

information to young adults, but may use the information in less adaptive ways. 

Much of what we know about how semantic guidance of visual attention changes over 

the lifespan comes from visual search tasks, including the above-mentioned studies (Wynn et 

al., 2019; Borges et al., 2020; Ramzaoui et al., 2021), which employ target-scene congruence 

manipulations. Such studies show that older adults use semantic guidance effectively (but less 

efficiently) when target objects occur in expected locations, suggesting that older adults retain 

semantic knowledge for scenes but accessing said knowledge carries a cost. However, it is 

worth noting that visual search is a specialized task in which behavior is influenced by a variety 

of factors—such as the features of the target object (Malcolm & Henderson, 2009; Zelinsky, 

2008), expectations for target locations in scene (Castelhano & Witherspoon, 2016; Neider & 

Zelinsky, 2006; Peacock et al., 2021), and memory for previous target locations (Võ & Wolfe, 

2013; Wynn et al., 2019)—that do not generalize to most other visual tasks (see Peacock et al., 

2021 for discussion). To determine whether the aforementioned findings regarding older adults‘ 

use of semantic information in scenes generalizes beyond visual search tasks, we examined 
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what factors influence young and older adults‘ overt visual attention during a scene description 

task. 

In the current study, we used the meaning map paradigm developed by Henderson and 

Hayes (2017) to investigate the impact of healthy aging on visual attention in real-world scenes. 

Meaning maps allow researchers to study the influence of scene semantics on attention without 

the need to manipulate the semantic consistency of objects in scenes. Henderson and Hayes 

(2017) used crowdsourced ratings of meaning (based on informativeness and recognizability) 

for isolated scene patches to construct meaning maps, which capture the spatial distribution of 

semantic information across a scene, and quantified image salience using the Graph-Based 

Visual Saliency model to capture the degree to which scene regions contrast from their 

surroundings on the basis of bottom-up image-computable features, such as luminance and 

orientation (Harel et al., 2006). The resulting meaning and saliency maps were correlated with 

one another, but meaning maps explained variance in attention better than saliency maps did, 

especially when only the unique variance separately explained by meaning and saliency maps 

was considered. Related work using the same paradigm replicated the advantage of semantic 

information (as measured by meaning maps) over image salience across various tasks, 

including a free-viewing task (Peacock et al., 2019a), when describing the scene aloud 

(Henderson et al., 2018), when describing the actions that can be carried out in a scene 

(Henderson et al., 2018; Rehrig et al., 2020), when engaged in an articulatory suppression task 

(Rehrig et al., 2020), when semantic information was not task-relevant (Hayes & Henderson, 

2019a), and even when image salience was task-relevant and semantic information was not 

(Peacock et al., 2019b). Taken together, the aforementioned studies suggest that semantic 

information accounts for the allocation of visual attention in scenes better than image salience 

does, at least among college-aged adults. The current study uses the meaning map paradigm to 

investigate whether young and older adults use semantic information in scenes in the same way 

to guide visual attention during a scene description task. 
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 In the current study, young and older adults described full color real-world scenes aloud, 

during which time subjects‘ eye movements were recorded. To determine how semantic 

information and image salience influence visual attention for both young and older adults, we 

constructed meaning maps using the method introduced by Henderson and Hayes (2017). 

Meaning maps differ from semantic congruence manipulations in visual search—the former 

captures explicit semantic judgments about local scene regions, and the latter implicitly captures 

expectations about the relationships between objects in scenes—and yet both tap into the 

semantic representations for objects and scene categories that constitute semantic knowledge 

for scenes. In the current study, we consider meaning map values to capture semantic 

informativeness: we use the term ―meaning‖ to refer to meaning map values, and ―semantic 

informativeness‖ to refer to the local semantic features in a scene that meaning maps were 

designed to estimate. Because older adults‘ knowledge for scenes likely differs from that of 

young adults with less life experience, we constructed two meaning maps for each scene: one 

from ratings provided by young adults (aged 18-24; meaning map-Y) and one from older adult 

raters (aged 55 or over; meaning map-O). Image-computable saliency maps were created using 

Graph-Based Visual Saliency (GBVS; Harel et al., 2006). To determine what factors influence 

whether a location in a scene was fixated or not, for each location in a trial that was fixated we 

sampled a location in the image that was not fixated. For each location (fixated or randomly 

sampled), we computed the average saliency and age-matched meaning map values for a 3° 

visual angle window around the coordinate. Because we observed center bias—a tendency for 

fixations to occur near the center of the screen and not in the periphery (Tatler, 2007; Hayes & 

Henderson, 2019)—in similar studies (e.g., Henderson et al., 2018; Rehrig et al., 2020), we 

added center proximity as a fixed effect in our model to account for center bias statistically, 

using the method developed by Hayes and Henderson (2021a). We computed the Euclidean 

distance between each pixel location and the center coordinate of the image to determine 

whether center bias influenced which locations were fixated. To create a more intuitive measure 
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such that higher values correspond to locations closer to the center, the distance was inverted 

and z-scored to produce center proximity values. We then constructed a logistic mixed-effects 

model to examine what factors—age group, average meaning map value, average saliency map 

value, and center proximity—predicted whether a location was fixated. 

 Based on our prior work (Henderson & Hayes, 2017; Henderson et al., 2018), we expect 

fixated locations to be more semantically informative (as captured by meaning maps) than 

randomly sampled locations that were not fixated. If older adults rely more on automatic 

semantic processing, exploiting a vast accumulation of world knowledge, then we predict an 

interaction such that the locations older adults fixate will be more semantically informative than 

the locations young adults fixate—or, at the very least, semantic guidance will be intact for older 

adults, consistent with a compensatory influence of knowledge for scenes (Wynn et al., 2019; 

Borges et al., 2020; Ramzaoui et al., 2021). Conversely, because our task is a scene 

description task, it is possible we may instead observe poorer use of semantic information for 

older adults, as shown in Cosgrove et al. (2021), in which case we may expect locations older 

adults fixate to be less informative than those fixated by young adults. Because semantic 

information and image salience were correlated in our prior work, we predict a main effect of 

salience by association. Based on Açık et al. (2010), we predict older adults will fixate less 

salient locations than young adults. In addition, for both groups we anticipate that locations 

close to the center of the screen would be more likely to be fixated based on the center bias 

observed in the literature and in our prior work (Tatler, 2007; Hayes & Henderson, 2019), an 

effect that is robust, but not directly relevant to the theoretical questions addressed here. 

Methods 

Transparency and Openness 

 The study hypotheses, design, and analysis plan were not pre-registered. Experimental 

stimuli, de-identified data, and analysis code are available on the Open Science Framework 

(see link in the author note). 
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Subjects  

 The sample size for each age group (N = 30) was based on samples used in previous 

work using similar tasks and the same scenes (Henderson et al., 2018; Rehrig et al., 2020a; 

Rehrig et al., 2022) and is comparable to the sample sizes used to test for age differences in 

previous studies (e.g., Wynn et al., 2019; Borges et al., 2020; Ramzaoui et al., 2021; Açık et al., 

2010). An observed power calculation conducted using the R package `simr` (Green & 

MacLeod, 2016), using the observed effect size (-0.11) and an alpha level of .05, revealed the 

design was adequately powered to detect the critical interaction of interest between meaning 

map values and age group (84.00% power, 95% CI = [78.17%, 88.79%]).  

Young Adults 

Thirty-four undergraduates enrolled at the University of California, Davis participated for 

course credit. Data were collected during the COVID-19 pandemic (2022). All subjects indicated 

by self-report that they spoke English as a first language, had not learned a language other than 

English before the age of 5, were between 18 and 25 years old (M = 19.27 years, SD = 1.44 

years), had completed high school, and had normal or corrected-to-normal vision with no known 

color blindness. Subjects who elected to share their year in school (n = 29) had approximately 

13.72 years of education on average (SD = 1.03 years) at the time of testing. They were naive 

to the purpose of the experiment and provided informed consent as approved by the UC Davis 

IRB Administration (study title: Multi-Utterance Language Production, protocol: 1621276). Three 

subjects were excluded from analysis because their eyes could not be accurately tracked, and 

an additional subject was excluded due to previous participation in an experiment involving the 

same scenes. Data from the remaining 30 subjects (21 female, 7 male, 2 nonbinary) were 

analyzed. Of the 20 subjects analyzed who disclosed their race, 13 reported their race as white, 

3 as Asian, and 3 as mixed-race; one of the aforementioned subjects additionally reported their 

ethnicity as Latinx. 

Older Adults 
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Thirty-six older adult volunteers from Davis and surrounding areas participated and 

received $20/hour for completing the study. All indicated by self-report that they spoke English 

as a first language, had not learned a language other than English before the age of 5, had no 

known history of dementia, had normal or corrected-to-normal vision, and had no known color 

blindness. Educational data were collected for all but two of the subjects. Those for whom we 

have data indicated that they had completed high school, and most (n = 27) had some college 

education as well (M = 16.68 education years, SD = 1.76 years). Participants provided informed 

consent as approved by the UC Davis IRB Administration (study title: Behavioral, 

Electrophysiological and Neuroimaging Studies of Language, protocol: 263396). Data from five 

subjects who could not be accurately eye tracked were excluded, as well as an additional 

subject who did not fit the study criteria. Data from the remaining 30 subjects (22 female, 8 

male; 66-82 years old, M = 72.63 years, SD = 4.94 years) were analyzed. Of the 17 subjects 

analyzed who disclosed their race, 16 reported their race as white, and one as mixed-race.  

Stimuli  

Scenes were 30 digitized (1024x768) and luminance-matched photographs of real-world 

scenes used in Henderson et al. (2018). People were not present in any scenes.  

Meaning Maps 

We constructed two meaning maps per scene using the context-free mapping procedure 

described in Henderson and Hayes (2017). The first maps were generated from ratings 

provided by young adults; the maps will be referred to as meaning map-Y hereafter, and map 

values will be referred to as meaning-Y. The second set of maps were collected using separate 

ratings from older adults; maps generated from older adult ratings will be referred to as meaning 

map-O (and meaning-O to refer to map values). Refer to the Online Supplement for 

methodological details on the meaning map rating procedure.  

Maps were generated from the ratings by averaging, smoothing, and combining the fine 

and coarse scale maps from the corresponding patch ratings. First, the ratings for each pixel at 
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each scale in each scene were averaged, producing average fine and coarse scale maps, which 

were then averaged for each scene across scales [(fine map + coarse map)/2]. The final maps 

were blurred using a Gaussian filter via the MATLAB function ‗imgaussfilt‘ with a sigma of 10. 

On average, meaning-O values (M = 3.48, SD = 0.38) were higher than meaning-Y values (M = 

2.96, SD = 0.35; Figure 2), and a paired t-test revealed that the difference in means was 

significant (t(29) = -32.20, p < .0001).  

 
Figure 1. Left: Hybrid violin and box plots showing the average meaning map-O (pink), 
meaning map-Y (orange) values computed for each scene (N = 30). White points superimposed 
over the violins indicate the grand mean, and black vertical lines indicate the standard deviation. 
On the box plots to the left of each violin, black horizontal lines correspond to the median, 
colored boxes indicate the 25% and 75% quartile boundaries, and black vertical lines show ± 
1.5 IQR (the interquartile range). Right: Points showing average meaning map-O and -Y values 
for each scene individually (x-axis). Error bars indicate the standard deviation. 
 

After generating age-specific maps from meaning map ratings (see Online Supplement), 

the maps were scaled from 0 to 1 prior to analysis (see Figure 2E&F, as well as the appendix, 

for example meaning maps). 

Saliency Maps  

Image-based saliency maps were constructed using the Graph-Based Visual Saliency 

(GBVS) toolbox in Matlab with default parameters (Harel et al., 2006). We used GBVS because 

it is a model that computes salience using only semantically uninterpreted image-computable 

information (relative to deep saliency models; see Hayes & Henderson, 2021b). A 2-step 

whitening procedure was used to remove the center bias included in the GBVS model (Rahman 
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& Bruce, 2015). A standardized version of each saliency map was created. Each standardized 

map had a mean of 0 and a standard deviation of 1. Then a pixel-wise standardization 

procedure was performed across all standardized maps so that each pixel location had a mean 

of 0 and standard deviation of 1. This process served to remove the saliency map activation that 

was shared by all the scenes (the peripheral downweighting that introduces center bias), and 

preserved the variance that was scene-dependent (see Hayes & Henderson, 2019). The maps 

were then scaled from 0 to 1 (see Figure 2D for an example saliency map). 

The resulting maps correlated with one another (Table 1). Meaning maps-Y and 

meaning maps-O showed a high degree of overlap (M = 0.85, SD = 0.05), indicating that both 

young and older adults appraised the informativeness of scenes similarly. Saliency maps 

overlapped less with both meaning maps-Y (M = 0.13, SD = 0.10) and meaning maps-O (M = 

0.13, SD = 0.09). 

Table 1 

Correlations (R2) Between Maps 

 Correlation (R2) 

Map Comparison M SD 

Meaning map-Y ✕ Meaning map-O 0.849 0.053 

Meaning map-Y ✕ Saliency map 0.126 0.101 

Meaning map-O ✕ Saliency map 0.129 0.092 

 
Apparatus  

Eye movements were recorded with an SR Research EyeLink 1000+ tower mount 

eyetracker (spatial resolution 0.01) at a 1000 Hz sampling rate. Head movements were 

minimized using a chin and forehead rest integrated with the eyetracker‘s tower mount. Subjects 

were instructed to lean against the forehead rest to reduce head movement while allowing them 

to speak. Although viewing was binocular, eye movements were recorded from the right eye. 

The experiment was controlled using SR Research Experiment Builder software. Scenes were 



SEEING FOR SPEAKING IN AGING        16 

displayed at 1024x768 pixel resolution. Participants sat 83 cm away from a monitor such that 

scenes subtended approximately 26° x 19° visual angle, presented in 4:3 aspect ratio. Audio 

was digitally recorded using a Shure SM86 cardioid condenser microphone. Recorded speech 

was preamplified using an InnoGear IG101 phantom power preamplifier. 

Procedure 

A calibration procedure was conducted at the beginning of each experimental session to 

map eye position to screen coordinates. Successful calibration required an average error of less 

than 0.49° and a maximum error below 0.99°. Fixations and saccades were parsed with 

EyeLink‘s standard algorithm using velocity and acceleration thresholds (30°/s and 9500°/s 2; SR 

Research, 2017).  

Following successful calibration, subjects were told they would see a series of scenes 

presented individually, and were instructed to describe each scene aloud. The instruction was 

followed by three practice trials to familiarize subjects with the task and the response window 

duration. Subjects used a button box to advance throughout the task. 

Each subject received a unique trial order that was pseudorandomized to prevent two 

scenes of the same scene category (e.g., kitchen) from occurring consecutively. A trial 

proceeded as follows. A five-point fixation array was displayed to check calibration, during which 

the subject fixated on the central fixation point and the experimenter pressed a key to begin the 

trial if the fixation was stable, and reran the calibration procedure if not. The scene was then 

shown for a period of 30 seconds, during which time eye movements and audio were recorded 

simultaneously. After 30 seconds elapsed, subjects pressed any button on the button box to 

begin the next trial. The trial procedure repeated until all 30 trials were complete. 

Eye movement data were imported offline into Matlab using the Visual EDF2ASC tool 

packaged with SR Research DataViewer software. The first fixation was excluded from analysis, 

as were fixation duration (<50ms, >1500ms) and saccade amplitude outliers (>20°). Fixations 
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that fell within 5 pixels of the image border, consistent with momentary track loss, were also 

excluded. 

Following the eye-tracking task, older adults completed a task unrelated to the current 

study. 

Analysis 

Fixated Locations  

We examined which features influenced visual attention by comparing the saliency and 

meaning map values at locations in the scene that were fixated to map values for locations that 

were not fixated, operating on the assumption that differences between regions of the scene 

that were and were not fixated can speak to what information influences attention, following 

Nuthmann et al. (2017). Rather than dividing the scene into a grid (as Nuthmann et al., 2017 

did), we used the procedure developed by Hayes and Henderson (2021) to measure saliency 

and meaning map values in a window around each fixated location, approximating the fovea, 

and compared the average map values for fixated locations to those of sampled locations that 

were not fixated in the scene. We constructed a logistic mixed-effects model in which the 

dependent variable was whether a location was fixated (1) or not (0). The mixed-effects model 

allowed us to determine whether age group (young or older adults), meaning map values, or 

saliency map values, or a bias to look at the center of the image (Tatler, 2007; Hayes & 

Henderson, 2019), predicted where subjects looked in the scene, while simultaneously 

controlling for random effects of subjects and unique scenes. 

The dependent variable was defined as follows. For each subject and each trial, the x,y 

coordinates corresponding to the subject‘s fixations were assigned a value of 1 (fixated). A 

number of locations that were not fixated equal to the number that were fixated were then 

randomly sampled from all possible coordinates in the 1024x768 image—excluding those that 

the subject fixated on during that trial, or locations that fell within 1.5° visual angle (56 pixel) 
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radius around fixations—using the ‗sample‘ function from the ‗random‘ module in Python 3. The 

randomly sampled coordinates were assigned a value of 0 (not fixated)(Figure 2A). 

 
Figure 2. Visualization of analysis approach. A) Real-world scene, B) Scene overlaid with 
fixated (cyan) and randomly sampled (yellow) location coordinates. Circles overlaid on B-F 
illustrate the mask radius used to compute average feature map values around each fixated 
(cyan) or sampled (yellow) coordinate. C) Center proximity map that was used to compute 
average center proximity values. D) Saliency map for the scene shown in A. (E) Meaning map-Y 
generated from young adult raters and (F) meaning map-O generated from older adult raters for 
the scene shown in A. 
 

For each x,y coordinate pair, we computed the mean meaning, saliency, and center 

proximity map values corresponding to a 3° (113 pixel) diameter window around the coordinate 

(Figure 2C&D). We defined a mask for the region around the fixation using a 1.5° (56) pixel 

radius. The mask was then used to extract an array of map values for the meaning, saliency, 

and center proximity maps, and the mean of each array was stored as the average meaning, 

saliency, or center proximity map values corresponding to the x,y coordinate under 

consideration. Because the high correlation between meaning-Y and meaning-O maps caused 

high collinearity in the data set1, we instead constructed an age-matched meaning variable 

                                                 
1 Variance inflation factors were 9.61 for meaning map-O and 9.33 for meaning map-Y values (values 
above 5 indicate the presence of worrying collinearity; see James et al., 2013).  
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(rather than including both map values as separate predictors) such that x,y coordinate pairs 

corresponding to young adult subjects were assigned meaning map-Y values and older adults‘ 

x,y coordinates were assigned meaning map-O values. 

A logistic mixed-effects model was constructed using the `glmer` function of the `lme4` 

package in R using the default optimizer (bobyqa). Each predictor (meaning, saliency, and 

center proximity) was placed on a common scale by subtracting the mean and dividing by the 

standard deviation using the ‗scale‘ function in base R. The first model included age group 

(young or older, using treatment coding with young as the reference level), average meaning 

map value, average saliency map value, and center proximity as fixed effects, and interactions 

between all fixed effects. Two additional models were constructed using only data from older 

adults or young adults to determine which of the aforementioned feature variables (average 

meaning, saliency, and center proximity map values) predicted locations that participants in 

either age group fixated independently. All predictors were standardized prior to analysis. 

Random effects were included for subjects and items. We included random slopes and 

intercepts for all fixed effects and their interactions in both subject and item random effect 

structures. Random slopes corresponding to the fixed effect of age group were not included in 

the subject random effect because it is a between-subjects variable. The models failed to 

converge when random intercepts and slopes were correlated, and converged successfully 

when they were uncorrelated using the double vertical bar operator. Odds ratios were estimated 

from each model to facilitate interpretation: Odds ratios below one indicate that an increase in a 

predictor corresponds to a decrease in the odds the location was fixated; conversely, odds 

ratios above one indicate higher odds that the location was fixated given an increase in a 

predictor (Tenny & Hoffman, 2021). 

Results 

Fixated Locations 
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Locations that were fixated in the scene had higher meaning map-O values (M = 0.68, 

SD = 0.17) than meaning map-Y values (M = 0.62, SD = 0.18) on average (Figure 3). For both 

map types, fixated locations had higher map values than randomly sampled locations that had 

not been fixated (MY = 0.43, SDY = 0.19, MO = 0.50, SDO = 0.21), reflected in the simple main 

effect of meaning in the model (𝛽 = 1.17, z = 14.79, p < .0001, OR = 3.22, 95% CI = [2.76 3.76]; 

Table 2). Fixated locations were also higher in average image salience (M = 0.39, SD = 0.18) 

than locations that were not fixated (M = 0.32, SD = 0.17), reflected in the simple main effect of 

salience (𝛽 = 0.19, z = 2.34, p = .02, OR = 1.21, 95% CI = [1.03 1.41]). Fixated locations were 

closer to the center of the image on average (M = 0.49, SD = 0.95) than sampled locations that 

were not fixated (M = -0.28, SD = 0.90), reflected in the simple main effect of center proximity, 

consistent with center bias (𝛽 = 0.50, z = 5.94, p < .0001, OR = 1.65, 95% CI = [1.40 1.95]). 

Slopes for meaning differed from those for salience such that salient locations were more likely 

to be fixated if they were also semantically informative (𝛽 = 0.14, z = 2.44, p = 0.01, OR = 1.16, 

95% CI = [1.03 1.30]; Figure 4A). Consistent with previous findings (Henderson & Hayes, 2017; 

Henderson et al., 2018), semipartial correlations computed using the R package `partR2` 

revealed that meaning accounted for more unique variance in the model (R2 = 0.25) than image 

salience did (R2 = 0.02).  
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Figure 3. Hybrid violin and box plots showing average meaning map-O (pink), meaning map-Y 
(orange), saliency map (blue), and center proximity (green) values for older and young adults (x-
axis) corresponding to A) the region surrounding fixation coordinates and B) the region 
surrounding randomly sampled locations in the scene that were not fixated. White points 
superimposed over the violins indicate the grand mean. On the box plots to the left of each 
violin, black horizontal lines correspond to the median, colored boxes indicate the 25% and 75% 
quartile boundaries, and black vertical lines show ± 1.5 IQR (the interquartile range). Only 
meaning map values differed across age groups in the model (see Table 2). 
 

Older adults made more fixations per second (M = 3.21, SD = 0.51) than young adults 

did (M = 2.87, SD = 0.34): t(1574.9) = -16.25, p < .0001, and older adults‘ fixations were shorter 

in duration (M = 257.44 ms, SD = 143.45 ms) than those of young adults (M = 277.82 ms, SD = 

150.99 ms): t(152,824) = 27.08, p < .0001. There was a simple main effect of age group such 

that older adults were less likely to fixate locations than young adults (𝛽 = -0.15, z = -4.63, p < 

.0001, OR = 0.86, 95% CI = [0.81 0.92]). Saliency map values for fixated locations were similar 

for young (M = 0.39, SD = 0.18) and older adults (M = 0.38, SD = 0.18), but there was a 

marginal interaction between image salience and age group (𝛽 = -0.06, z = -1.84, p = 0.07, OR 

= 0.94, 95% CI = [0.89 1.00]; Figure 4B). Although meaning map-Y values for the locations 

young adults fixated were lower (M = 0.63, SD = 0.17) than meaning map-O values for locations 



SEEING FOR SPEAKING IN AGING        22 

fixated by older adults (M = 0.67, SD = 0.17), there was a reliable interaction in the model such 

that, despite the higher meaning map values associated with meaning maps-O overall, older 

adults were less likely than young adults to fixate locations in the scene that were informative (𝛽 

= -0.17, z = -3.57, p = 0.0004, OR = 0.84, 95% CI = [0.77 0.93]). While older adults fixated 

locations that were further from the center of the screen on average (M = 0.45, SD = 0.95) than 

the locations young adults fixated (M = 0.53, SD = 0.95), there was no corresponding interaction 

between age group and center proximity (𝛽 = -0.04, z = -0.94, p = 0.35, OR = 0.96, 95% CI = 

[0.88 1.05]). The model revealed no other main effects or reliable interactions.

 

Figure 4. Estimated fixation probability (y-axis) for each marginal or reliable interaction. Shaded 
gray regions indicate 95% confidence intervals. A) Interaction between meaning values (lines) 
and salience (x-axis), B) Marginal interaction between age (lines) and salience (x-axis), and C) 
Interaction between age group (older adults = orange lines, young adults = green lines) and 
meaning (x-axis). 
 

Table 2  

Logistic Mixed-Effects Regression Table for Locations Fixated 
 Fixed effects Random effects (SD) 

Effect β SE z p Subject Scene 

Intercept -0.12 0.09 -1.37 0.17 0.09 0.47 

Group -0.15 0.03 -4.63 < .0001 — 0.16 

Meaning 1.17 0.08 14.79 < .0001 0.32 0.37 

Salience 0.19 0.08 2.34 0.02 0.11 0.43 

Center Proximity 0.50 0.08 5.94 < .0001 0.30 0.41 

Group:Meaning -0.17 0.05 -3.57 0.0004 — 0.13 
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Group:Salience -0.06 0.03 -1.84 0.07 — 0.15 

Meaning:Salience 0.14 0.06 2.44 0.01 0.08 0.32 

Group:Center Proximity -0.04 0.05 -0.94 0.35 — 0.12 

Center Proximity:Meaning -0.01 0.06 -0.21 0.83 0.12 0.29 

Center Proximity:Salience -0.08 0.06 -1.40 0.16 0.08 0.30 

Group:Meaning:Salience -0.009 0.03 -0.27 0.79 — 0.17 

Group:Center Proximity:Meaning -0.02 0.03 -0.72 0.47 — 0.11 

Group:Center Proximity:Salience 0.03 0.02 1.20 0.23 — 0.09 

Center Proximity:Meaning:Salience 0.03 0.04 0.57 0.57 0.07 0.23 

Group:Center Proximity:Meaning:Salience 0.02 0.02 1.03 0.30 — 0.09 

 
To determine whether the locations that older adults fixated were predicted by semantic 

information and image salience independently (outside of comparison to young adults‘ 

fixations), we constructed a second model to analyze only the older adult fixation data. The 

model was identical to the model that tested for group differences, except that the age group 

variable was absent.  

In the older adult only model, there was a main effect of meaning such that older adults 

were more likely to fixate locations that were higher in meaning (𝛽 = 0.98, z = 11.37, p < .0001, 

OR = 2.65, 95% CI = [2.24 3.15]) and a marginal effect of salience (𝛽 = 0.15, z = 1.77, p = 0.08, 

OR = 1.16, 95% CI = [0.98 1.38]). There was a reliable interaction between meaning and 

salience indicating that older adults were more likely to fixate locations that were both 

meaningful and salient (𝛽 = 0.13, z = 2.29, p = 0.02, OR = 1.14, 95% CI = [1.02 1.27]). 

Semipartial correlations showed meaning accounted for more unique variance (R2 = 0.21) than 

image salience (R2 = 0.02), consistent with the previous model. There was a main effect of 

center proximity such that older adults were more likely to fixate locations with higher center 

proximity (𝛽 = 0.46, z = 5.11, p < .0001, OR = 1.58, 95% CI = [1.32 1.89]). No other predictors 

or interactions were significant. 

Table 3  
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Logistic Mixed-Effects Regression Table for Locations Fixated by Older Adults Only  
 Fixed effects Random effects (SD) 

Effect β SE z p Subject Scene 

Intercept -0.13 0.07 -1.75 0.08 0.08 0.40 

Meaning 0.98 0.09 11.37 < .0001 0.26 0.39 

Salience 0.15 0.08 1.77 0.08 0.12 0.44 

Center Proximity 0.46 0.09 5.11 < .0001 0.32 0.37 

Meaning:Salience 0.13 0.06 2.29 0.02 0.07 0.29 

Center Proximity:Meaning -0.03 0.06 -0.57 0.57 0.11 0.28 

Center Proximity:Salience -0.04 0.06 -0.64 0.52 0.08 0.30 

Center Proximity:Meaning:Salience 0.04 0.04 1.08 0.28 0.06 0.20 

 
In a comparable model with the same variable structure that was constructed using only 

data from the young adult sample, there were main effects of meaning (𝛽 = 1.34, z = 13.57, p < 

.0001, OR = 3.83, 95% CI = [3.15 4.64]) and salience (𝛽 = 0.23, z = 2.55, p = 0.01, OR = 1.25, 

95% CI = [1.05 1.49]) such that young adults were more likely to fixate locations that were 

higher in either meaning or salience. There was a reliable interaction between meaning and 

salience (𝛽 = 0.16, z = 0.08, p = 0.049, OR = 1.17, 95% CI = [1.00 1.37]). Semipartial 

correlations showed meaning accounted for more unique variance (R2 = 0.30) than image 

salience (R2 = 0.03), consistent with the other models. Note that meaning accounted for more 

unique variance in the young adult only model (R2 = 0.30) than in the older adult only model (R2 

= 0.21), consistent with the interaction between meaning and age reported in the combined 

model. There was a main effect of center proximity suggesting young adults preferentially 

fixated locations with higher center proximity (𝛽 = 0.54, z = 5.31, p < .0001, OR = 1.71, 95% CI 

= [1.40 2.09]). No other predictors or interactions were significant. 

Table 4  

Logistic Mixed-Effects Regression Table for Locations Fixated by Young Adults Only  

 Fixed effects Random effects (SD) 
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Effect β SE z p Subject Scene 

Intercept -0.15 0.11 -1.38 0.17 0.11 0.56 

Meaning 1.34 0.10 13.57 < .0001 0.36 0.39 

Salience 0.23 0.09 2.55 0.01 0.09 0.47 

Center Proximity 0.54 0.10 5.31 < .0001 0.30 0.46 

Meaning:Salience 0.16 0.08 1.97 0.049 0.08 0.42 

Center Proximity:Meaning 0.01 0.07 0.08 0.93 0.14 0.32 

Center Proximity:Salience -0.11 0.06 -1.75 0.08 0.08 0.33 

Center Proximity:Meaning:Salience 0.001 0.06 0.01 0.99 0.07 0.28 

 
In sum, locations that were higher in semantic information, higher in image salience, and 

closer to the center of the screen were more likely to be fixated, and salient locations were more 

likely to be fixated when they were also informative. There were age group differences such that 

the locations older adults fixated were predicted less well by semantic informativeness than the 

locations that young adults fixated, despite older adult fixations being predicted well 

independently by semantic informativeness in a separate model.  

Discussion 

In the current study, we examined the locations older and young adults fixated while 

describing real-world scenes aloud for differences in visual attention across age groups. 

Consistent with our prior work, we predicted that fixated locations would be more semantically 

informative (as captured by meaning maps-Y and -O) than locations that were not fixated for 

both age groups (Henderson & Hayes, 2017; Henderson et al., 2018; Rehrig et al., 2020). We 

anticipated the effect of semantic guidance would be stronger for older adults if older adults 

indeed rely more on semantic information than young adults do to navigate scenes generally 

(Madden et al., 2004; Wynn et al., 2019; Borges et al., 2020). We predicted that fixated 

locations would also be higher in image salience than locations that were not fixated, due to the 

correlation between saliency and meaning maps observed in prior work (Henderson & Hayes, 
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2017; Henderson et al., 2018; Rehrig et al., 2020). Because older adults show deficits in early 

visual processing (Açık et al., 2010; Deng et al., 2021), however, we predicted an age difference 

such that older adults would be less likely to orient attention to salient regions in the scene than 

young adults. We expected fixated locations to be closer to the center of the screen for both age 

groups, consistent with the center bias observed in prior work (Tatler, 2007; Hayes & 

Henderson, 2019), and we made no specific prediction about age differences in center bias. 

In the current study, we used a logistic mixed-effects model to determine what factors 

predict the locations observers fixated in the scene. Fixated locations had higher saliency map 

values. Consistent with our predictions, and our prior work (Henderson & Hayes, 2017; 

Henderson et al., 2018), fixated locations had higher meaning map values than locations that 

were not fixated; furthermore, semipartial correlations revealed that image salience explained 

little unique variance once the relationship with semantic informativeness (as measured by 

meaning-O and meaning-Y values) was accounted for, suggesting that scene informativeness 

was a stronger influence on overt attention. Locations were more likely to be fixated when they 

were both more semantically informative and more salient. Taken together, the results suggest 

that visual attention, as parameterized in our model, was guided primarily by scene 

informativeness. 

Based on claims in the literature that older adults rely more on semantic information than 

young adults do, we expected higher meaning map values to predict which scene locations 

older adults fixated better than young adults. Instead, we found the opposite pattern in the first 

model: The locations older adults fixated were less semantically informative—and marginally 

less visually salient—than the locations young adults fixated. Crucially, it was not the case that 

older adults did not demonstrate semantic guidance of visual attention: a separate analysis (the 

second model) in which older adults were not compared against young adults showed that high 

meaning map values independently predicted where older adults fixated, suggesting the 

difference was not due to an insensitivity of older adults to scene informativeness, or an inability 
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to understand the scenes. Counter to our expectations, our results are not consistent with the 

literature showing that older adults rely more on semantic information than young adults do 

(Madden et al., 2004; Umanath & Marsh, 2014; Wynn et al., 2019; Borges et al., 2020). 

Why do our results differ from those of Wynn et al. (2019), Borges et al. (2020), 

Ramzaoui et al. (2021), and from our own predictions? While the aforementioned studies 

provide important context for our research question, it is difficult to draw direct comparisons 

between the current study and experiments that employed semantic congruence manipulations 

to study semantic guidance of attention due to differences in the paradigms used. It is possible 

that either the method of investigating semantic guidance in the current study (using meaning 

maps to quantify semantic informativeness), the scene description task, or the analysis method 

used may be responsible for the difference in results between our study and the visual search 

literature. Our methods have several advantages over those used in previous studies. First, 

instead of limiting a critical semantic manipulation to select objects or locations in the scene, we 

were able to measure local semantics across the entirety of the scene. Second, we used a 

logistic mixed-effects model that allowed us to account for the influence of critical factors known 

to influence visual attention, such as image salience and center bias, and to control for 

differences attributable to individual subjects and scenes through the inclusion of random 

effects. Third, while visual search studies capture observers‘ expectations about the 

relationships between objects and scenes, the scene description task may be better able to 

engage scene semantics than visual search tasks are. A promising direction for future work 

would be to compare semantic informativeness for the locations where young and older adults 

look during both a scene description task and a visual search task using the analysis approach 

in the current study. 

Another possibility is that the task constraints unique to visual search push older adults 

to rely on visual scene information more than young adults do, both because search for a target 

object makes information specific to that object highly task-relevant, and because the task 
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requires a response that is either correct or incorrect—in other words, the costs associated with 

the strategy of using stored knowledge to complete task goals may be worth paying when 

accuracy matters, but such a strategy would likely not be worth the cost in a relatively 

unconstrained task like the one used in the current study. If the latter explanation accounts for 

our results, it would suggest older adults use semantic information strategically, only paying the 

cost to access it when doing so improves task performance. Such a strategy shift—in which 

careful processing is deprioritized over other factors, such as speed—might also explain the 

observation that older adults made more fixations per second during scene viewing and showed 

shorter fixation durations. We expect that any such task-related strategy shifts occur without 

conscious awareness. The above proposed future directions, in addition to addressing 

methodological differences between the current study and visual search studies, would also be 

able to address whether age-related differences in semantic guidance are influenced by task 

goals. 

Another possible explanation for the finding that older adults‘ fixated locations were less 

informative than young adults‘ is that the description task may have been more cognitively 

taxing for older adults, and cognitive load has been shown to impact oculomotor behavior. 

Children look away from informative stimuli while answering difficult questions to reduce 

cognitive load associated with bottom-up stimulus processing (Doherty-Sneddon & Phelps, 

2005), and irrelevant bottom-up stimulus information interferes with top-down processing during 

long-term memory retrieval (Wais et al., 2010). Similarly, performance in a recall task was 

higher when subjects‘ eyes were closed (Vredeveldt & Hitch, 2011). Additionally, observers 

make more eye movements when engaged in long-term memory search tasks as opposed to 

tasks with no memory search component (Ehrlichman & Micic, 2012) and are less sensitive to 

bottom-up stimulus information when engaged in a task that poses cognitive load (Buetti & 

Lleras, 2016). It is possible that older adults similarly looked away from informative regions of 

the scene to manage the cognitive load associated with incremental description planning more 
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than young adults did. A passive viewing task would be able to speak to whether managing 

cognitive load contributed to older adults‘ differential use of semantic information relative to 

young adults in our task. In a similar vein, it is possible that age-related declines in inhibitory 

control could explain our findings. Although Borges et al. (2020) did not find an influence of 

cognitive control on attention in a search task, it is unclear whether age-related declines in 

inhibitory control could have influenced attention allocation in our task. Future work could 

assess inhibitory control in both the young and older adult groups to determine what role 

cognitive control might play in attentional guidance using a similar task. 

Older adults rated isolated scene patches as higher in meaning (defined as 

informativeness and recognizability) than young adult raters did, and their ratings produced 

more information-dense meaning maps. One possible explanation for the difference in ratings is 

that older adults may have been better able to recognize objects in the scene (such as a 

television antenna or VCR) that young adults would likely have had less experience with, and 

older adults have had more life experience with objects familiar to raters of both age groups, 

rendering those objects more recognizable and informative. Future work could compare ratings 

for patches depicting relatively new objects that both groups would likely have comparable 

experience with, such as smart home speakers, to determine whether differences in experience 

with objects accounted for the difference in patch ratings observed in the current study. 

Based on evidence in the literature that older adults rely more on semantic information 

than young adults do, we expected higher meaning map values—to the extent that meaning 

maps capture information acquired through experience with real-world scenes—to predict which 

scene locations older adults fixated better than young adults. Older adults in our study rated 

scene patches as higher in meaning than young adults did, and produced denser meaning 

maps, consistent with the idea that older adults have richer semantic representations for 

scenes. However, the locations older adults fixated were less semantically informative than the 

locations young adults fixated, despite the use of age-matched meaning map values in our 
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analysis. Our results are not consistent with the finding that older adults rely more on semantic 

information than young adults do (Madden et al., 2004; Wynn et al., 2019)—or that older adults 

use such information as well as young adults (Ramzaoui et al., 2021)—in visual search tasks. 

Given that our study used a language production task, our results may be consistent with poorer 

use of semantic information in older adults relative to young adults recently reported in a 

language production task (Cosgrove et al., 2021), with the caveat that the findings of the 

present study, as well as those of Cosgrove et al. (2021), are inconsistent with studies 

demonstrating that older adults use semantic information well. Future work might investigate 

whether there is any relationship between the age group difference for visual attention that we 

observed and the richness or accuracy of the subjects‘ verbal descriptions. For example, 

perhaps older adults described less of the scene‘s content, or struggled to retrieve accurate 

terms for objects in the scene, relative to their young adult counterparts. Alternatively, given that 

older adults tend to have larger vocabularies than younger adults, it is possible the older adults 

described the scenes in more detail and using a richer set of linguistic expressions. Given how 

little is known at this stage, a priori hypotheses are difficult to formulate. 

Although our older adult subjects indicated by self-report that they had no known history 

of dementia, the lack of a cognitive status measure in our study is a limitation. In hindsight we 

would have collected such a measure in each experimental session, but unfortunately we are 

now not in a position to do so. However, our older adult sample‘s characteristics are consistent 

with participants in other studies whose cognitive status measures indicated normal cognitive 

function (e.g., Wynn et al., 2019; Ramzoui et al., 2021; Pereira et al., 2020; McLaughlin et al., 

2010) with respect to average age (72.63 years, which is on the younger side), gender 

distribution (majority female, as were the subjects in the young adult sample), and years of 

education attained (16.68 years). More importantly, it is unclear how our results would have 

been affected if our older adults had undetected mild cognitive impairment (MCI), given that MCI 

does not appear to influence the spatial deployment of attention (Yang et al., 2011,2012; 
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Seligam & Giovannetti, 2015; Molitor et al., 2015; Coco et al., 2021). In sum, our older adult 

sample is demographically similar to older adult samples in the literature that do not show signs 

of cognitive impairment, and it is unclear whether or not the presence of MCI would have 

impacted the spatial distribution of attention as captured by our dependent variable. 

Another limitation of the current study is that the young adult sample was more racially 

and ethnically diverse than the older adult sample, which introduced cultural background as a 

potential confound in our study. This difference could be relevant given that many indoor 

environments (as well as some outdoor environments) differ across cultures. At the same time, 

it is important to note that meaning maps were generated separately for each group based on 

ratings obtained from the same age cohorts. A final limitation is that the use of a cross-sectional 

between-subjects design in our study to examine age differences limited our ability to draw 

inferences about the effects of aging compared to other differences between our young and 

older adult samples (Nyberg et al., 2010). Funding and resources permitting, we could bring the 

same older adults back to the lab to repeat the description experiment and evaluate changes in 

visual attention over time for those individuals.  

Conclusions 

The current study investigated whether scene meaning predicts where older adults look 

in scenes better than young adults, given that older adults have a larger semantic knowledge 

base and have been shown to over-rely on semantic information in visual search tasks (e.g., 

Wynn et al., 2019; Borges et al., 2020). We replicated our previous map-level analyses of visual 

attention (Henderson et al., 2018; Rehrig et al., 2020) using a logistic mixed-effects model and 

meaning maps that were generated separately for young and older adults. We found that 

semantic information predicted fixated scene locations less well for older adults than young 

adults, although older adults‘ fixations were independently predicted well by semantic 

information, suggesting that older adults did not over-rely on semantic information as captured 

by meaning maps to guide visual attention while describing scenes.  
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Appendix 
 

Real-world scenes presented in the eyetracking task, alongside visualizations of the 

corresponding saliency, meaning-Y, and meaning-O maps for each scene. Numbers next to 

each scene correspond to the scene numbers shown on the x-axis in Figure 1. 
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