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ABSTRACT
Nonlinear Kawarada equations have beenused tomodel solid fuel combus-
tion processes in the oil industry. An effectiveway to approximate solutions
of such equations is to take advantage of the finite difference configura-
tions. Traditionally, the nonlinear term of the equation is linearized while
the numerical stability of a difference scheme is investigated. This leaves
certain ambiguity and uncertainty in the analysis. Based on nonuniform
grids generated through a quenching-seeking moving mesh method in
space and adaptation in time, this paper introduces a completely new
stability analysis of the approximation without freezing the nonlinearity
involved. Pointwise orders of convergence are investigated numerically.
Simulation experiments are carried out to accompany the mathematical
analysis to strengthen our conclusions.

ARTICLE HISTORY
Received 20 October 2023
Revised 7 February 2024
Accepted 8 April 2024

KEYWORDS
Kawarada problem;
quenching solution; finite
difference method;
nonuniformmeshes;
convergence; stability

MATHEMATICS SUBJECT
CLASSIFICATIONS
0M25; 65C30; 65M12; 65M22;
65N12

1. Introduction

This paper focuses on the study of a mathematical model for a quenching process, which interprets
temperature profiles of solid fuel combustion. The best way to think about the process is to be inside a
combustion chamber. In the beginning, there is a set of fuels with low temperatures within the cham-
ber. But as the fuel temperature begins to reach a certain critical point, an explosion of fuel occurs.
Nonlinear Kawarada equations have been used in the phenomena [9,13]. To optimize a combus-
tion process, solutions of Kawarada equations must be found accurately until the explosion which is
defined as the quench of the solutions [5,14]. An indication of quenching is the blow-up of the nonlin-
ear source terms of the Kawarada equations [16]. The time at such a blow-up and its corresponding
peak chamber temperature are referred to as the critical time and critical temperature, respectively
[5,16]. The location of the peak temperature is called the quenching location [2,14]. It has been known
that the supremum of the temporal derivative of the temperature field function, that is, the solution of
a Kawarada equation, tends to be unbounded. These have introduced a tremendous number of chal-
lenges to the analysis and approximation of the Kawarada solutions. Based on our investigations with
uniform meshes [21], in this paper, we provide an alternative stability analysis without freezing any
nonlinear terms of the one-dimensional Kawarada equation while the accuracy of the computations
is improved due to applications of variable time-space grids.

For the sake of simplicity in derivations, we focus on a typical one-dimensional quenching model
problem in this paper. In this circumstance, the idealized solid fuel combustion dynamics can be
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2 E. S. TORRES AND Q. SHENG

characterized through the following degenerate initial-boundary value problem [2,18,19].

d(x)
∂q
∂t

= ∂2q
∂x2

+ φ(q), 0 < x < a, 0 ≤ t0 < t ≤ Ta, a > 0, (1)

q(0, t) = q(a, t) = 0, t > t0, (2)

q(x, t0) = q0(x), 0 ≤ x ≤ a, (3)

where Ta is the quenching time solely depending on a [13,16]. We adopt the following Bernoulli type
degenerate function and a nonlinear reaction function,

d(x) = αxθ (a − x)1−θ , φ(q) = (b − q)−r , α > 0, b > 0, r > 0, (4)

where 0 ≤ θ ≤ 1 is determined stochastically. For simplicity, we set b = 1 and let N ∈ N
+, N � 1.

For s0 = 0, sN+1 = 1, we define an arbitrarymesh domain EN = {s1, s2, . . . , sN} in which sk = sk−1 +
hk−1, k = 1, . . . ,N + 1, where 0 < hk � 1 are variable space step sizes utilized with

∑N
k=0 hk = 1.

It follows that ĒN = {s0, s1, . . . , sN , sN+1}. Denote qk = qk(t) as an approximation of q(sk, t), k =
0, 1, . . . ,N + 1.

The structure of this paper is the following. A solution approximation utilizing the Crank-
Nicholsonmethodwill be derived in Section 2.We shall then introduce a newway of stability analysis.
Section 3 will be used to explore the convergence of the solution sequence and its differences through
intensive analysis. Numerical experiments that highlight the characteristics of the approximations,
such as the computed orders of convergence, will be presented in Section 4. Section 5 will be devoted
to conclusions and expectations that highlight the most important information and results. Matrix
spectral norm will be employed throughout the paper unless otherwise declared.

2. Nonuniform finite difference approximation and stability

Consider the transformation x/a = s. Thus, problem (1)–(4) can be converted to

d(s)
∂q
∂t

= 1
a2

∂2q
∂s2

+ φ(q), 0 < s < 1, 0 ≤ t0 < t ≤ Ta, a > 0, (5)

q(0, t) = q(1, t) = 0, t > t0, (6)

q(s, t0) = q0(s), 0 ≤ s ≤ 1, (7)

d(s) = aαsθ (1 − s)1−θ , φ(q) = (b − q)−r . (8)

Denote h = hmax = max0≤k≤N hk and hmin = min0≤k≤N hk, 0 ≤ k ≤ N. We consider following
nonuniform central difference approximation for the second derivative [1,11], that is,

∂2q
∂s2

(sk, t) = 2
hk−1(hk + hk−1)

qk−1 − 2
hk−1hk

qk + 2
hk(hk + hk−1)

qk+1 + O(h), sk ∈ EN .

Dropping the truncation error, we acquire the following semidiscretized system following (5)–(7),

dq
dt

(t) = Pq(t) + ψ(q), t0 < t < Ta, (9)

q(t0) = q0, (10)
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where q = (
q1, q2, . . . , qN

)� ,ψ(q) = (ψ1,ψ2, . . . ,ψN)� ∈ R
N with ψk = φ(qk)/dk, k = 1, 2, . . . ,

N, dk = aαsθk(1 − sk)1−θ , P = BT ∈ R
N×N for which B = diag [1/d1, 1/d2, . . . , 1/dN] and

T = 2
a2

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

− 1
h1h0

1
h1(h0 + h1)

1
h1(h1 + h2)

− 1
h2h1

1
h2(h1 + h2)· · · · · ·

1
hN−2(hN−2 + hN−1)

· · ·
− 1
hN−1hN−2

1
hN−1(hN−2 + hN−1)

1
hN−1(hN−1 + hN)

− 1
hNhN−1

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.

We further denote

ψmin = min
k=1,2,...,N

ψk,ψmax = max
k=1,2,...,N

ψk. (11)

Note that solutions of (9), (10) exist and are unique if Pq + ψ satisfies the Lipschitz condition [12].
Its solution can be approximated via various existing numerical methods such as Runge-Kutta algo-
rithms or integral configurations [4,8,15]. However, we may notice that the formal solution to the
initial value problem can be formulated as

q(t) = E(tP)q0 +
∫ t

t0
E((t − ξ)P)ψ(q(ξ)) dξ , t ≥ t0, (12)

where E(·) = exp(·) ∈ R
N×N is a matrix exponential. An application of the trapezoidal rule for (12)

yields a second-order approximation, that is,

q(t) = E(τP)q0 + τ

2
[
ψ(q(t)) + E(τP)ψ(q0)

]+ O(τ 2),

where τ = t − t0, 0 < τj � 1, serving as a realistic time step. The matrix exponential E can be
approximated effectively via an appropriate formula, such as the P-acceptable [1/1] Padé approximant
[6,12],

E(τP) =
(
I − τ

2
P
)−1 (

I + τ

2
P
)

+ O(τ 3), 0 < τ � 1. (13)

The above approximation leads to a Crank-Nicolson type scheme. Set t	 = t0 + 	τj, 	 = 0, 1, . . ..
Utilizing (13), we arrive at the nonlinear system

q(j+1) =
(
I − τj

2
P
)−1 (

I + τj

2
P
) [

q(j) + τj

2
ψ
(
q(j)
)]

+ τj

2
ψ
(
q(j+1)

)
, j = 0, 1, . . . , (14)

q(0) = q0. (15)

Note that the time step used in (14) can be flexible or based on a particular adaptation method, given
that proper Courant constraints are satisfied [21]. This enables the potential for temporal adaptation
[6,20]. In fact, we may expect that τj+1 ≤ τj, ∀ j, due to the anticipated quenching singularity.
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4 E. S. TORRES AND Q. SHENG

To discuss the stability of (14)–(15), we must first verify that
∥∥∥∥(I − τj

2 P
)−1 (

I + τj
2 P
)∥∥∥∥ ≤ 1 for

the matrix P introduced by (9). If the above inequality is true then it will make the analysis relatively
straightforward later on. The following definitions and lemmas will build a basis for this purpose. Let
O ∈ R

N×N be a zero matrix.

Definition 2.1 ([7]): LetQ ∈ R
N×N be symmetric.We say thatQ is positive definite, Q > O, if and only

if xᵀQx > 0 for all x ∈ R
N. In addition if a symmetric matrix P ≥ O then it is semi-positive definite.

Furthermore, let R ∈ R
N×N also be symmetric. We say that Q>R if and only if Q−R is positive definite.

Lemma 2.2: Let Q1,Q2 ∈ R
N×N be symmetric and R ∈ R

N×N. Then Q1 ≤ Q2 implies RQ1Rᵀ ≤
RQ2Rᵀ.

Proof: Suppose Q1 ≤ Q2. By definition then xᵀ(Q1 − Q2)x ≤ 0 ∀ x ∈ R
N . Let R ∈ R

N×N . Notice
for the matrix R(Q1 − Q2)Rᵀ there is

xᵀR(Q1 − Q2)Rᵀx = yᵀ(Q1 − Q2)y ≤ 0.

Hence R(Q1 − Q2)Rᵀ ≤ O and RQ1Rᵀ ≤ RQ2Rᵀ. �

Lemma 2.3: Let Q ∈ R
n×n be positive definite, that is, Q>O and Q is symmetric, and let c ∈ R

+ be
a constant. Then ‖Q‖ ≤ c is equivalent to Q ≤ cI.

Proof: Assume that Q > O, Q ≤ cI. This results in

O ≤ cI − Q.

Let λcI−Q > 0 be an eigenvalue of cI−Q and x be the corresponding eigenvector. Therefore

(cI − Q)x = λcI−Qx.

The above is equivalent to

(cI − Q − λcI−QI)x = −(Q − (c − λcI−Q)I)x = 0

Qx = (c − λcI−Q)x.

Thus c − λcI−Q is an eigenvalue of Q. Recall that λcI−Q > 0 therefore λQ = c − λcI−Q ≤ c. Since Q
is symmetric it follows immediately that

0 < ‖Q‖ = ρ(Q) ≤ c.

Notice that the discussion works in a reversed way too, based on the definition of the matrix spectral
norm. Therefore the proof is completed. �

One strategy to show
(
I − τj

2 P
)−1 (

I + τj
2 P
)

≤ I seems to be achievable through Lemma 2.3.
However, challenges exist since the matrix product involved is non-symmetric due to the fact that
P is non-symmetric in general. Therefore, instead, let us switch our attention to

Q =
(
I − τj

2
P
)−1 (

I + τj

2
P
) (

I + τj

2
Pᵀ
) (

I − τj

2
Pᵀ
)−1

. (16)

Notice Q is symmetric and all that is needed to apply Lemma 2.3, is to prove Q is positive definite.
We shall need the following definitions from fundamental matrix theory.
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Definition 2.4 ([3,17]): A Z-matrix Z ∈ R
N×N is a matrix with zij ≤ 0, ∀ i 
= j.

Definition 2.5 ([3,17]): An M-matrix is a Z-matrix with the real parts of all its eigenvalues being
non-negative.

Lemma 2.6: A matrix W ∈ R
N×N is an M-matrix if and only if it can be expressed as W = sI−C

where C ∈ R
N×N is a matrix with cij ≥ 0, 1 ≤ i, j ≤ N, and s is a constant with s > ρ(C). ρ(C) is the

largest absolute eigenvalue of matrix C.

Proof: First the converse direction. Suppose the matrix W is a matrix that can be written as
W = sI−C where cij ≥ 0, ∀ i, j, and s > ρ(C). Since cij ≥ 0 ∀ i, j then −cij ≤ 0, ∀ i, j. Therefore
wij ≤ 0, ∀ i 
= j and W is a Z-matrix. Now using properties of eigenvalues. λi(W) = λi(sI − C) =
s − λi(C). Since s > ρ(C) then s > Re(λi(C)) for any eigenvalues. So Re(λi(W)) > 0. Thus all
eigenvalues ofW have non-negative real parts.

Now, in the forward direction, suppose the matrixW is a Z-Matrix with real parts of all its eigen-
values being non-negative. Let C = −(W − sI) where s ∈ R. Since W is a Z-matrix, we have wij ≤
0 ∀ i 
= j and cij ≥ 0 ∀ i 
= j. In order to make the diagonal positive we force s > max |wii|. Now, we
notice by eigenvalue properties λi(W) = λi(sI − C) = s − λi(C). By the Perron-Frobenius theorem
[10], C must have a positive eigenvalue with λi(C) = ρ(C). Hence s − ρ(C) is also an eigenvalue of
W. Therefore Re(λi(W)) = s − Re(λi(C)) ≥ s − ρ(C) > 0. This completes our proof. �

Lemma 2.7: All M-matrices are monotone and inverse positive.

Proof: LetD be a generalM-matrix. By definition thenD = sI−Bwhere s > ρ(B) and bij ≥ 0 ∀ 0 ≤
i, j ≤ n. Note ρ( 1s B) = 1

s ρ(B) < 1. Therefore the series
∑∞

n=1
1
sn B

n must converge. This leads to the
following property.

D−1 = (sI − B)−1 = 1
s

(
I − 1

s
B
)−1

= 1
s

∞∑
n=0

1
sn
Bn.

HenceD−1 is an infinite series of matrices whose entries are positive so the entries ofD−1 are positive
as a result. This means that everyM-matrix has an inverse whose entries are positive. All there is left
to show is that everyM-matrix is monotone. For a matrix to be monotone it means for all real vectors
v,Av ≥ 0 implies v ≥ 0. Suppose thatDx ≥ 0. for a generalM-matrix, D. Recall since D is aM-matrix
then D−1 has positive entries. Notice

Dv ≥ 0,

D−1Dv = v ≥ 0.

This only works because D−1 has positive entries and is being multiplied by a vector, Dv which also
has positive entries. �

We need the following Gershgorin Circle Criterion.

Lemma 2.8 ([12,21]): Let B ∈ C
d×d be an arbitrary irreducible matrix where d ∈ Z

+. Then

σ(B) ⊂ ∪d
i=1Si

where

Si =
⎧⎨
⎩z ∈ C : |x − bi,i| ≤

d∑
j=1,i 
=j

|bi,j|
⎫⎬
⎭

and σ(B) is the set containing all eigenvalues of B. Moreover, λ ∈ σ(B) may lie on ∂Sio for some io ∈
{1, 2, . . . , d} only if λ ∈ ∂Si for all i ∈ {1, 2, . . . , d}. Si are known as Gershgorin discs.
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6 E. S. TORRES AND Q. SHENG

Being prepared with the definitions and lemmas, we may now proceed with Q defined in (16).

Lemma 2.9: Eigenvalues of the matrix P + Pᵀ are non-positive.

Proof: The proof is straightforward. Note that the matrix is symmetric so its eigenvalues are real. By
the Gershgorin Circle Criterion, the real part of any eigenvalue of P is non-positive. Therefore the
real part of any eigenvalue of −P is non-negative. Notice the structure of the matrix −P, that is,

−P = 2
a2

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1
h1h0d1

−1
h1(h0 + h1)d1−1

h1(h1 + h2)d2
1

h2h1d2
−1

h2(h1 + h2)d2· · · · · ·
−1

hn−2(hn−2 + hn−1)dn−1

· · ·
1

hn−1hn−2dn−1

−1
hn−1(hn−2 + hn−1)dn−1−1

hn−1(hn−1 + hn)dn
1

hnhn−1dn

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.

Therefore by Definition 2.5, −P, −Pᵀ must be M-matrices. Therefore −P = sI − C where cij ≥
0, ∀ i, j and s ≥ ρ(C). Similarly, −Pᵀ = sI − Cᵀ. A combination yields −P − Pᵀ = 2sI − (C + Cᵀ).
So−P − Pᵀ must be anM-matrix. Finally according to Lemma 2.6, eigenvalues of−P − Pᵀ must be
nonnegative. This completes our proof. �

Lemma 2.10: We have

Q ≤ I.

Proof: According to Lemma 2.9, we have

τj
(
P + Pᵀ) ≤ O,

where τj ∈ R
+. Further, we observe that

τj

2
P + τj

2
Pᵀ ≤ −τj

2
P − τj

2
Pᵀ,

I + τj

2
P + τj

2
Pᵀ + τ 2j

4
PPᵀ ≤ I − τj

2
P − τj

2
Pᵀ + τ 2j

4
PPᵀ,(

I + τj

2
P
) (

I + τj

2
Pᵀ
)

≤
(
I − τj

2
P
) (

I − τj

2
Pᵀ
)
.

The above indicates that

Q =
(
I − τj

2
P
)−1 (

I + τj

2
P
) (

I + τj

2
Pᵀ
) (

I − τj

2
Pᵀ
)−1 ≤ I (17)

due to Lemma 2.2. �

Wemay now state
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Theorem 2.11: Let τj ∈ R
+. We have

∥∥∥∥(I − τj

2
P
)−1 (

I + τj

2
P
)∥∥∥∥ ≤ 1.

Proof: Firstly, recall (17) and Lemma 2.3. We may claim that∥∥∥∥(I − τj

2
P
)−1 (

I + τj

2
P
) (

I + τj

2
Pᵀ
) (

I − τj

2
Pᵀ
)−1

∥∥∥∥ ≤ 1.

Secondly, it is readily seen that

∥∥∥∥(I − τj

2
P
)−1 (

I + τj

2
P
)∥∥∥∥

2
=
∥∥∥∥(I − τj

2
P
)−1 (

I + τj

2
P
) (

I + τj

2
P
)ᵀ ((

I − τj

2
P
)−1

)ᵀ∥∥∥∥
=
∥∥∥∥(I − τj

2
P
)−1 (

I + τj

2
P
) (

I + τj

2
Pᵀ
) (

I − τj

2
Pᵀ
)−1

∥∥∥∥ ≤ 1.

This completes our proof. �

Switching our focus back to the primary concern of the stability of (14), (15).Weneed the following
definition of what it means for a scheme to be stable.

Definition 2.12 ([8]): Let the perturbed system corresponding to a numerical method such as (14), (15)
be

ε(j+1) = Gε(j), j = 0, 1, . . . ,

where ε(j) = q(j) − q̃(j), q̃(j) is a perturbed solution, and G is the perturbed coefficient matrix. We say
that the numerical method is stable if there exists a uniform constant c0 > 0 such that

‖G‖ ≤ 1 + c0τ ,

where τ = max0≤	≤J τ	 → 0+ in case if nonuniform time steps [6] are considered.

Theorem 2.13: There is an accumulative error bound for the perturbed system:

∥∥∥ε(J+1)
∥∥∥ ≤ 2c1 exp

{
−τJ − τ0 + 2Ta

2 − τ0 f̃

}∥∥∥ε(0)
∥∥∥ ,

where f̃ > 0, c1 > 0, J is the last time step, and Ta is the quenching time corresponding to a> 0.

Proof: The perturbed system corresponding to (14), (15) can be written as

ε(j+1) − τj

2

(
ψ
(
q(j+1)

)
− ψ

(
q̃(j+1)

))
=
(
I − τj

2
P
)−1 (

I + τj

2
P
)

×
[
ε(j) + τj

2

(
ψ
(
q(j)
)

− ψ
(
q̃(j)
))]

, j = 0, 1, . . . , J,

where q(j), q(j+1) are perturbed solutions [6,12]. Traditionally the above nonlinearity must be frozen
before further analysis. But here, we expand ψ

(
q(	)

)− ψ
(
q̃(	)

)
, 	 = j, j + 1, in a remainder form
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8 E. S. TORRES AND Q. SHENG

instead. Consequently, the above system can be converted equivalently to

(
I − τj

2
F(j+1)

)
ε(j+1) =

(
I − τj

2
P
)−1 (

I + τj

2
P
) (

I + τj

2
F(j)
)

ε(j), j = 0, 1, . . . , J,

where F(	) = ψq
(
q̂(	)

) ∈ R
N×N , the vector q̂(	) is between q(	), q̃(	), 	 = j, j + 1, are diagonal Jacobi

matrices involved. Note that matrices P, F(	) do not, in general, commute. Consequently,

ε(j+1) =
(
I − τj

2
F(j+1)

)−1 (
I − τj

2
P
)−1 (

I + τj

2
P
) (

I + τj

2
F(j)
)

ε(j) = Gε(j),

j = 0, 1, . . . , J.

It follows continuously therefore

ε(j+m+1) =
j+m∏
	=j

(
I − τ	

2
F(	+1)

)−1 (
I − τ	

2
P
)−1 (

I + τ	

2
P
) (

I + τ	

2
F(	)

)
ε(j)

= Gj,mε(j), j = 0, 1, . . . , J − m, m ≥ 0. (18)

We set j = 0,m = J and take a spectrum norm on both sides of (18) to yield

∥∥∥ε(J+1)
∥∥∥ =

∥∥∥∥∥
J∏

	=0

(
I − τ	

2
F(	+1)

)−1 (
I − τ	

2
P
)−1 (

I + τ	

2
P
) (

I + τ	

2
F(	)

)
ε(0)

∥∥∥∥∥ . (19)

We may notice that both matrices
(
I − τ	

2 F
(	+1))−1 and I + τ	

2 F
(	) are diagonal since F is a diagonal

matrix derived from Taylor expansions. In addition, we may choose τ	 to be sufficiently small so that
0 < 1 − τ	

2 f
	+1
ii < 1. Hence the norms of these matrices remain well bounded. Let us expand the

product

ε(J+1) =
(
I − τJ

2
F(J+1)

)−1 (
I − τJ

2
P
)−1 (

I + τJ

2
P
) (

I + τJ

2
F(J)

)
×
(
I − τJ−1

2
F(J)

)−1 (
I − τJ−1

2
P
)−1 (

I + τJ−1

2
P
) (

I + τJ−1

2
F(J−1)

)
· · ·

×
(
I − τ0

2
F(1)

)−1 (
I − τ0

2
P
)−1 (

I + τ0

2
P
) (

I + τ0

2
F(0)

)
ε(0).

Now we can add the norms back in and group certain matrices together. Denote

D =
(
I + τJ

2
F(J)

) (
I − τJ−1

2
F(J)

)−1
.

Since D is diagonal, we have

‖D‖ =
∥∥∥∥(I + τj

2
Fj
) (

I − τj−1

2
Fj
)−1

∥∥∥∥ = max
1≤i≤N

1 + τj
2 f

j
i,i

1 − τj−1
2 f ji,i

.

It can be observed that

1 + τj
2 f

j
i,i

1 − τj−1
2 f ji,i

= 1 +
τj−1
2 f ji,i + τj

2 f
j
i,i

1 − τj−1
2 f ji,i

= 1 +
τj−1+τj

2 f ji,i
1 − τj−1

2 f ji,i
= 1 + ξ ≤ 1 + ξ + ξ2

2!
+ ξ 3

3!
+ · · · = eξ .
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Therefore

‖D‖ ≤ max
1≤i≤N

exp

( τj−1+τj
2 f ji,i

1 − τj−1
2 f ji,i

)
.

We can implement the above on (19) and Theorem 2.9 to obtain that

∥∥∥ε(J+1)
∥∥∥ ≤

∥∥∥∥(I − τJ

2
F(J+1)

)−1
∥∥∥∥

× max
1≤i≤N

{
exp

(
(τJ−1 + τJ)f Ji,i
2 − τJ−1f Ji,i

)
exp

(
(τJ−2 + τJ−1)f J−1

i,i

2 − τJ−2f J−1
i,i

)
· · · exp

(
(τ0 + τ1)f 1i,i
2 − τ0f 1i,i

)}

×
∥∥∥I + τ0

2
F(0)

∥∥∥ ∥∥∥ε(0)
∥∥∥ .

Note that if 0 < x ≤ y then 1
−x ≤ 1

−y . Therefore we can find the largest f Ji,i and denote it as f̃ , and as
stated earlier τ0 is the largest time step. Hence, we acquire a new upper bound

∥∥∥∥(I − τJ

2
F(J+1)

)−1
∥∥∥∥ exp

(
(τJ−1 + τJ)f̃
2 − τ0 f̃

)
exp

(
(τJ−2 + τJ−1)f̃

2 − τ0 f̃

)
· · · exp

(
(τ0 + τ1)f̃
2 − τ0 f̃

)

×
∥∥∥(I + τ0

2
F(0)

)∥∥∥
=
∥∥∥∥(I − τJ

2
F(J+1)

)−1
∥∥∥∥ exp

(
−τJ − τ0 +∑J

i=0 2τi
2 − τ0 f̃

)∥∥∥I + τ0

2
F(0)

∥∥∥
=
∥∥∥∥(I − τJ

2
F(J+1)

)−1
∥∥∥∥ exp

(
−τJ − τ0 + 2Ta

2 − τ0 f̃

)∥∥∥I + τ0

2
F(0)

∥∥∥ .
Since τ	 � 1 can be chosen small enough such that the entries of I − τJ

2 F
(J+1) are positive, therefore

both norms above are bounded by constants. The final inequality is

∥∥∥ε(J+1)
∥∥∥ ≤ 2c1 exp

(
−τJ − τ0 + 2Ta

2 − τ0 f̃

)∥∥∥ε(0)
∥∥∥ ,

where c1 = max
{∥∥∥(I − τJ

2 F
(J+1))−1

∥∥∥ , ∥∥I + τ0
2 F

(0)
∥∥}. With this final inequality even if J goes to the

infinity the error remains bounded by a uniform constant. This completes the proof. �

Remark 2.1: If the nonlinear term was frozen then the diagonal matrices F would not exist. Then
when applying a norm to the Pade approximation matrices,

(
I − τ	

2 P
)−1 (I + τ	

2 P
)
, the norm is

bounded by one. From there we may expect that ε(J+1) ≤ ε(0).

Remark 2.2: The proof for Theorem 2.13 depends heavily on ψq(q) = (φ(q)/d(s)). Note φ(q) is
chosen specifically to capture the dynamics of the blow-up profile. The degeneracy function, d(s), mod-
els asymptotically the defects of a thermal engine. The proof for Theorem 2.13 depends heavily on
ψq(q) = (φ(q)/d(s)). Note φ(q) is chosen specifically to capture the dynamics of the blow-up profile.
The degeneracy function, d(s), models asymptotically the defects of a thermal engine.
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3. Positivity, monotonicity and convergence

There are certain important multi-physical features that the finite difference approximation needs to
preserve. These include the solution’s positivity and monotonicity. Further, due to the strong non-
linearity involved, the commonly used Lax equivalence theorem does not hold for approximating
quenching solutions [1,6,12,15]. Let ∨ be one of the conventional operations <,≤,>,≥ within this
section. In particular, for α,β ∈ R

N , we assume the following operations.

(1) α ∨ β means αk ∨ βk, k = 1, 2, . . . ,N;
(2) c ∨ α means c ∨ αk, k = 1, 2, . . . ,N, for any c ∈ R.

In this section, when discussing if a matrix is positive or negative, it is referring to its entries.
Meaning if a matrix L is positive then li,j > 0.

Lemma 3.1: If τj
h2min

< a2dmin
2 , j ∈ N, thenmatrices I − τj

2 P, I + τj
2 P are nonsingular. Furthermore, I +

τj
2 P is nonnegative, I − τj

2 P is monotone and inverse-positive.

Proof: Notice that

I − τj

2
P = tridiag

(
− τj

hi(hi + hi+1)di
, 1 + τj

hi+1hidi
,− τj

hi+1(hi + hi+1)di

)

= 1
a2

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 + τj

h1h0d1

−τj

h1(h0 + h1)d1−τj

h1(h1 + h2)d2
1 + τj

h2h1d2

−τj

h2(h1 + h2)d2· · · · · ·
−τj

hn−2(hn−2 + hn−1)dn−1

· · ·
1 + τj

hn−1hn−2dn−1

−τj

hn−1(hn−2 + hn−1)dn−1−τj

hn−1(hn−1 + hn)dn
1 + τj

hnhn−1dn

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.

To prove that I − τj
2 P is nonsingular we only need to show that zero is not an eigenvalue. Let us find

the location of the eigenvalues using Lemma 2.8. To clarify Lemma 2.8 will tell us the circles in which
the eigenvalues are contained. Since the diagonal entries of the matrix I − τj

2 P are positive then the
centre of the Gershgorin circles will be away from zero. Let us show the radius of the circles is small
enough such that the zero is never in the circles. To this end, we notice that

1 + τj

h1h0d1
+ −τj

h1(h0 + h1)d1
= 1 + τj

d1

(
h0 + h1

h1h0(h0 + h1)
− h0

h1h0(h0 + h1)

)

= 1 + τj

h0(h0 + h1)d1
.

Since τj, d1 and the steps are positive then the above summation is greater than the unity. The same
algebra can be applied to the last row of the matrix. Now let us see what may happen with the rest
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of the rows of I − τj
2 P. Without loss of generality let us focus on the summation of the second row.

Notice

− τj

h1(h1 + h2)d2
+ 1 + τj

h2h1d2
− τj

h2(h1 + h2)d2

= 1 + τj

d2

(
− h2
h2h1(h1 + h2)

+ h1 + h2
h2h1(h1 + h2)

− h1
h2h1(h1 + h2)

)
= 1.

Therefore based on the Gershgorin Circle Criterion it is clear that the eigenvalues of I − τj
2 P cannot

be 0. Therefore I − τj
2 P is nonsingular.

On the other hand, the matrix I + τj
2 P has a similar structure,

I + τj

2
P

= 1
a2

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 − τj

h1h0d1

τj

h1(h0 + h1)d1τj

h1(h1 + h2)d2
1 − τj

h2h1d2

τj

h2(h1 + h2)d2· · · · · ·
τj

hn−2(hn−2 + hn−1)dn−1

· · ·
1 − τj

hn−1hn−2dn−1

τj

hn−1(hn−2 + hn−1)dn−1
τj

hn−1(hn−1 + hn)dn
1 − τj

hnhn−1dn

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.

By the same token, we may show that the real part of the eigenvalues of the above matrix is bounded
above by 1 and below by 1 − 2τj

a2h2mindmin
. Recall by the assumptions τj

h2min
< a2dmin

2 , j ∈ N. Therefore

the eigenvalues are bounded below by zero and I + τj
2 P is nonsingular. By I + τj

2 P structure and our
assumptions, it is clear the matrix’s entries are nonnegative. All there is to show is that I − τj

2 P is
monotone and inverse-positive. To do this we need to define a couple of things. Noticematrix I − τj

2 P
is a Z-Matrix because of its structure. Furthermore, I − τj

2 P the real part of the eigenvalues is greater
than or equal to one hence I − τj

2 P is an M-Matrix. By Lemma 2.7 matrix I − τj
2 P is monotone and

has an inverse-positive. �

Lemma 3.2: If τj
h2min

< a2dmin
2 , j ∈ N, and τjψq(ξ

(j)
k )

2 < 1, k = 1, 2, . . . ,N, j = 0, 1, . . . , 	, q(j) ≤ ξ (j) ≤
q(j+1), then our nonuniform finite difference approximation, which is derived from Equations (14) to
(15), is positive, that is, q(j) > 0 for all valid indexes j.

Proof: Let us use an induction to prove this. First of all, we show the base case. Notice that

q(1) =
(
I − τ0

2
P
)−1 (

I + τ0

2
P
) [

q(0) + τ0

2
ψ
(
q(0)

)]
+ τ0

2
ψ
(
q(1)

)
.

Utilizing a Taylor expansion of ψ
(
q(1)) at the zero vector 0, we observe that ψ

(
q(1)) = ψ (0) +

ψq(ξ
(1))

(
q(1) − 0

)
, where ξ (1) is within the span of 0 and q(1). We further notice that ψ(0) =
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(ψ1(0),ψ2(0), . . . ,ψN(0)) = ((1 − 0)r/d1, (1 − 0)r/d2, . . . (1 − 0)r/dN) = (1/d1, 1/d2, . . . 1/dN).
Therefore

q(1) =
(
I − τ0

2
ψq(ξ

(1))
)−1

[(
I − τ0

2
P
)−1 (

I + τ0

2
P
) [

q(0) + τ0

2
ψ
(
q(0)

)]
+ ψ(0)

]
.

Recall Lemma 3.1 that I + τ0
2 P is nonnegative for sufficiently small time steps τj, and I − τ0

2 P is
inversely positive. Also the function ψ is increasing. Note that ψ(0) depends entirely on the degen-
erate function aαsθ (1 − s)1−θ . Since the variable s has the range 0< s< 1, then the vector ψ(0) is
positive. Now all we need for q(1) to be positive is that q(0) is positive. But the initial value q(0) is
positive by definition. Thus we are done with the base case. Secondly, we assume that q(j) > 0 and all
there is left for us to show is q(j+1) > 0. Just as in the base case, let us expand q(j+1) with our method

q(j+1) =
(
I − τj

2
ψq(ξ

(j+1))
)−1

[(
I − τj

2
P
)−1 (

I + τj

2
P
) [

q(j) + τj

2
ψ
(
q(j)
)]

+ ψ(0)
]
.

By the assumption q(j) > 0 and ψ(q) is monotonically increasing, therefore q(j+1) > 0. �

Remark 3.1: If the nonlinear term involvedwas frozen then there would not be a need for τjψq(ξ
(j)
k )

2 <
1, k = 1, 2, . . . ,N, j = 0, 1, . . . , 	. Therefore the proof can be implemented differently, for instance,
see discussions offered in [20].

Theorem 3.3: Let τjφmax < 1, j ∈ N. If there exits 	 > 0 such that

(i) τj
h2min

< a2dmin
2 , j = 0, 1, . . . , 	

(ii) τjPq(j) + τjψ(q(j)) ≥ 0, j = 0, 1, . . . , 	,

(iii) τjψq(ξ
(j)
k )

2 < 1, k = 1, 2, . . . ,N, j = 0, 1, . . . , 	,

then the partial solution sequence, q(0), q(1), . . . , q(	) generated by the nonuniformmethod (14), (15)
is monotonically increasing.

Proof: Similar to the proof of Theorem 2.8, we may commence with an expansion of q(j+1), that is,

q(j+1) − q(j) =
(
I − τj

2
P
)−1 (

I + τj

2
P
) (

q(j) + τj

2
ψ(q(j))

)
+ τj

2
ψ
(
q(j+1)

)
− q(j)

=
(
I − τj

2
P
)−1 [(

I + τj

2
P
) (

q(j) + τj

2
ψ(q(j))

)
+
(
I − τj

2
P
) (τj

2
ψ
(
q(j+1)

)
− q(j)

)]

=
(
I − τj

2
P
)−1 [

τjPq(j) +
(
I + τj

2
P
) (τj

2
ψ(q(j))

)
+
(
I − τj

2
P
) (τj

2
ψ
(
q(j+1)

))]

Implementing Taylor expansion on ψ
(
q(j+1)) at q(j), we will get ψ

(
qj
)+ ψq(ξ

(1))
(
q(j+1) − q(j)).

Therefore we get

=
(
I − τj

2
P
)−1 [

τjPq(j) +
(
I + τj

2
P
) (τj

2
ψ(q(j))

)
+
(
I − τj

2
P
) τj

2

(
ψ
(
qj
)+ ψq(ξ

(1))
(
q(j+1) − q(j)

))]

=
(
I − τj

2
P
)−1 [

τjPq(j) + τjψ(q(j)) +
(
I − τj

2
P
) (

ψq(ξ
(1))

(
q(j+1) − q(j)

))]
.
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Finally, combine everything to get

q(j+1) − q(j) =
(
I − τj

2
ψq(ξ

(1))
)−1 (

I − τj

2
P
)−1

τj

[
Pq(j) + ψ

(
qj
)]

By lemma 3.2
(
I − τj

2 P
)−1

has positive entries and by the assumptions τjPq(j) + τjψ(q(j)) is a positive
vector. All that is needed for the solution to be monotonic increasing is to make τj small enough so
that

(
I − τj

2 ψq(ξ
(1))
)

> 0. This completes the proof. �

Remark 3.2: Fewer hypotheses are needed for Theorem 3.3 if, again, the nonlinear term involved is
frozen.

4. Simulation experiments and order estimates

Let r ≡ 1 in (4). Without loss of generality, we consider the numerical solution of the following
standardized degenerate modelling problem throughout our experiments.

aαsθ (1 − s)1−θ ∂q
∂t

= 1
a2

∂2q
∂s2

+ 1
1 − q

, 0 < s < 1, t0 < t ≤ Ta, a ≥ a∗ > 1, (20)

q(0, t) = q(1, t) = 0, t > t0, (21)

q(s, t0) = q0(s), 0 ≤ s ≤ 1, (22)

where 0 ≤ θ ≤ 1 is the degeneracy indicator, and a∗ is the critical length [2,9,14,18]. For the pur-
pose of comparisons with existing results, we are particularly interested in the case of q0(s) =
0.01 sin(πs), 0 ≤ s ≤ 1, a = π , α = 1, and t0 = 0. Traditionally, a spacial mesh for quenching solu-
tion computations is uniform which results in inaccurate numerical solutions if the uniform mesh
step, h, used is too large, especially immediately before quenching [11,19]. On the other hand, if
h is chosen to be too small, the overall efficiency of the finite difference algorithm may decline
dramatically and additional computational errors may be accumulated earlier.

Indeed, arc-length adaptations can be employed effectively throughout quenching solution cal-
culations. However the procedure is relatively complicated and evaluations of nonlinear systems of
equations are often necessary to readjust mesh steps [2,6,11].

Since solutions of problems such as (5)–(7) and (20)–(22) are known for a single hot point through-
out the fuel combustion and a single point quenching/ignition is expected [5,14,16], in continuing
investigations, we shall introduce a new moving mesh adaptation as the Quenching Seeking Moving
Mesh Method (QSM3) without calculating traditional arc-lengths. This straightforward procedure
consists of the following steps.

(1) Choose the most favourable spacial mesh distribution for approximating the underlying
quenching singularity of q or qt . The single point quenching location is assumed to be at s∗k0 .

(2) Choose a sequence {k	}Mk=1, k	 ∈ N
+, k1 < k2 < · · · kM < K, where K is the maximal number

of temporal steps expected.
(3) Locate the maximal component of qk	 , or qk	

t , at each temporal level of k	, 1 ≤ 	 ≤ M. Denote
this position as s∗k	

.
(4) Replace the previous location s∗k	−1

by s∗k	
. Shift the nonuniform spacial mesh accordingly. Use

it to compute further numerical solutions qk, k = k	 + 1, k	 + 2, . . . , k	+1 ≤ K.
(5) Repeat steps 3, 4 till the maximal number of steps K is reached.

Needless to say, gaps between k	, k	+1 are not necessary constants, though the simplest choice is to
assume that k	 = k	−1 + 1, 	 = 1, 2, . . . ,M. As usual, cubic splines may be chosen to transfer data
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between levels k	 and k	 + 1. We anticipate that
{
sk	

}M
k=1 → s∗ as M → ∞ at quenching. Merits of

the QSM3 are threefold.

• The distribution of nonuniform mesh is predetermined. This simplifies the adaptive procedure
since traditional arc-length calculations are completely avoided.

• To search for amaximal element in a solution vector is extremely robotic and straightforward. The
procedure effectively improves the efficiency of computations. This will also be confirmed in our
experiments.

• The choice of {k	}M	=1 is flexible and in most cases, we do not need to start a maximal value search
until close to the quenching.

The following experiments will demonstrate how the change in the degeneracy function or more
specifically θ will affect the quenching location. Note that θ is stochastic in our Bernoulli type
degenerate function d (20). Thus we only need to show the degeneracy effects by choosing several
special θ values as illustrations. To this end, without loss of generality, we take the Fibonacci number
θ1 = 2/(1 + √

5) ≈ 0.61803398, and the corresponding inverse Fibonacci number in experiments.
Note that values of the parameter do not contribute to the quenching time, but affect the quench-
ing location [18,20]. To reiterate a = π . In our experiments, it is observed that the quenching time
Ta ≈ 0.78735 and s∗ ≈ 0.41156211. Figure 1 gives surface plots of the solution q and its temporal
derivative qt at quenching time. The top row corresponds to θ1 = 2/(1 + √

5), and notice both the
solution and its derivative are non-symmetric. The second experiment is kept the same with the
change of θ . This time we take θ2 = 1 − 2/(1 + √

5) ≈ 0.38196601. The bottom row of Figure 1
shows that the solution now shifts to the right closer to s = 1 instead of the left like before. The rea-
son for this phenomenon is that our degeneracy function sθ (1 − s)1−θ depends on the indicator index
θ proportionally.

For the experiments, the nonlinear distribution of mesh steps is created based on the exponen-
tial Gauss error function [22], and the minimum h location is chosen at s = 0.5 for simplicity. As
numerical experiments continue toward the quenching location, it becomes clear that the location
of minimal h is shifted robotically following the movement of the maximum of q. In Figure 3, we
show the trajectories of the functions max0≤s≤1 q(x, t) and sup0<s<1 qt(x, t) for time t close to the
quenching time Ta ≈ 0.78735. We utilize the degeneracy index θ1 = 2/(1 + √

5) in the experiment
since results based on other index values are similar. The positivity andmonotonicity of the functions
are visible. Following either trajectory, we may implement a particular QSM3 procedure. Further, in
Figure 2, for θ1 = 2/(1 + √

5) we have the minimal h location s∗k	
≈ 0.30707558 at t = 0.4. Then

the location gradually converges to the quenching location s∗ ≈ 0.41156211. In the second case with
θ2 = 1 − 2/(1 + √

5), we have s∗k	
= 0.69956416 at t = 0.4. The location shifts then smoothly to its

final location s∗ = 0.5851847. The profiles are utilized precisely by our QSM3 procedures.
In continuing explorations, we wish to examine the order of convergence of the finite difference

method (14), (15). We only need to consider the order in space since the convergence order in time
can be estimated through Courant constraints [4,21]. To this end, we utilize a generalized pointwise
Milne device and define

p = 1
ln(1/2)

ln

( |qτ
h/4 − qτ

h/2|
|qτ

h/2 − qτ
h|

)
, (23)

where qτ
h is the solution computed on time step τ and spatial step h, qτ

h/2 is the solution on steps τ

and h/2, and similarly, qτ
h/4 is on τ and h/4 [12,15].

A key point of Figure 4. is that the final order of convergence significantly decreases at the quench-
ing locations (the location depends on the index value of θ used). However, the reduced orders of
convergence in both θ1, θ2 cases are still greater than p = 1.95 which is evident that the overall order
of convergence of the nonuniform finite difference method (14), (15) is approximately quadratic.



715
716
717
718
719
720
721
722
723
724
725
726
727
728
729
730
731
732
733
734
735
736
737
738
739
740
741
742
743
744
745
746
747
748
749
750
751
752
753
754
755
756
757
758
759
760
761
762
763
764
765

INTERNATIONAL JOURNAL OF COMPUTER MATHEMATICS 15

C
ol
ou

ro
nl
in
e,
B/
W

in
pr
in
t

Figure 1. While graphs on the left are for the solution q, graphs on the right are for the derivative function qt , both corresponding
to two different values of θ , respectively, and immediately before quenching. The quenching time observed, Ta ≈ 0.78735, is highly
consistent with existing results [18,20,23]. QSM3 is used.
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Figure 2. The left figure shows the trajectory of s∗k	 corresponding to θ1. The right figure shows the trajectory of s∗k	 corresponding
to θ2. Both trajectories match precisely profiles of the quenching solutions shown in Figure 1.

In Table 1, we list experimental values of maximal, minimal, mean value, and median of the
pointwise orders of convergence of the numerical method (14) and (15). The two typical degener-
acy indexes are employed. It is justified to conclude that the order of the convergence in space is
approximately two, though the order of convergence surfaces are clearly nonlinear. We may recall
that the location of quenching is s∗ ≈ 0.41156211 for θ1 and s∗ ≈ 0.58843788 for θ2, respectively.

Figure 5 is devoted to the final distribution of the variable spacial mesh points. A total number of
mesh points N = 202 is utilized in both cases associated with θ1, θ2. We note that, even though the
minimal location of the distribution is at s = 0.5 at t = 0, the distribution of variable mesh points
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Figure 3. The trajectories of the functions max0≤s≤1 q(x, t) (black curve) and sup0<s<1 qt(x, t) (red curve) for t ∈ [0.37, Ta] are
shown in a y-logarithmic scale for better clarity. The simulation is based on the index value θ1. Clearly, the two functions are
nonnegative and monotonically increasing as t → Ta ≈ 0.78735. A QSM3 procedure is used.
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Figure 4. Figures on the left are for the pointwise order of convergence surface within a small temporal interval t ∈
[0.78550, 0.78735] before quenching. The final order of convergence profiles prior to quenching are shown on the right. Indexes
θ1, θ2 are considered and Ta ≈ 0.78735 is observed. QSM3 is used.

Table 1. Order of convergence data are taken at T1 = 0.78734 and T2 = 0.78735, respectively.

θ θ1 ≈ 0.61803398 θ2 ≈ 0.38196601

p T1 T2 T1 T2
Maximum rate 2.00843233 2.00843384 2.00730427 2.00730549
Minimum rate 1.95792548 1.97167351 1.95346389 1.96937480
Mean rate 1.99840645 1.99900013 1.99808714 1.99876299
Median rate 2.00066861 2.00066875 2.00061659 2.00061673
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Figure 5. Terminal variable spacial step h distributions. The left figure is for the case when θ1 is used and the right figure is for
the case of θ2. We notice that the minimal step locations coincide with the quenching locations in two cases, respectively. A total
number of N = 202 mesh points are used in each case.
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Figure 6. The decrease in θ shifts the quenching location to from 0.5 to 0.7.

evolutes to the respective quenching location robotically through our QSM3 moving mesh adapta-
tions. This is surely evidence of the success of the straightforward method which improves both the
accuracy and efficiency of the simulation method.

Note that our degenerate function d(s) defined in (1.4) is symmetric, therefore investigations of
its impacts on the numerical solution only need to be carried out within θ ∈ [0, 1/2]. While Figures
1–5 have already shown part of the impacts, the next simulation will illustrate further how much the
quenching location is affected by various values of 0 ≤ θ ≤ 1/2. The quenching location decreases
monotonically as θ increases within the interval (0.45, 0.7). The phenomenon is highly consistent
with known results [15,18,20].

Further, the correlation between the change in θ and the quenching location seems to be quadratic,
though more rigorous theoretical proofs need to be fulfilled.

A demonstration of how the quenching location is shifted can be seen in Figure 7. There everything
is kept the samewhile three distinct θ ’s are chosen. A similar impact on the quenching location occurs
for 1/2 ≤ θ ≤ 1 can be observed. The quenching location seems to decrease to 0.3 as a increases.

As an extended experiment, we now consider a non-symmetric degenerate function d(s) =
aαsθ (1 − s)1−θ , 0 < s < 1 where θ = 0.2. In Figure 8, θ is kept constant while the interval size
a changes from 3 to 53 which is intentionally beyond the critical size [5,15,20]. Unlike the pre-
vious experiment, the quenching location goes past s = 0.7 and comes close to the boundary. A
possible explanation for this phenomenon is that the non-symmetric degenerate function has more
weight towards s = 1 as the value of a is increased. Needless to say, a more precise analysis of such
nonlinearity impacts needs to be implemented in our forthcoming studies.
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Figure 7. The relation between the degeneracy parameter θ and quenching location. The θ is 0.5 in the first graph, 0.25 in the
second, and 0.01 in the third.
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Figure 8. The simulated correlation between the interval size a and quenching location. Again, a fixed parameter θ = 0.2 is used.

5. Conclusions and expectations

In this paper, we have shown that the designated Crank-Nicholson method on time-space nonuni-
form grids is stable. The proof is accomplished without requiring the nonlinear source term to
be frozen. The mathematical analysis does not rely on any traditional assumption that the coeffi-
cient matrix must be symmetric. These mean that the analysis can be extended further for solving
higher-order partial differential equation problems via either finite difference or deep neural network
approximations. The main driving force behind our analysis is the use of proper Padé approximants
for an applicable unit bound. The nonuniform spacial mesh used is controlled through a QSM3 mov-
ing strategywhich not only simplifies the nonlinear adaptation procedure but also raises the efficiency
in computations. It was found that the numerical solution captures key quenching solution features
such as positivity and monotonicity once necessary constraints are met. Under the same constraints,
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the finite difference method implemented is proved to be convergent. Simulation experiments fur-
ther indicate that the spacial order of convergence is quadratic except in the neighbourhood of the
quenching location as time t approaches the quenching timeTa. Our continuing explorations include
extending the mathematical analysis for approximations of higher-order Kawarada problems and
verifying the conservation features mentioned above more precisely. More dynamic moving mesh
strategies based on the idea of QSM3 formation will also be investigated. Operator splitting and deep
neural network approximations will also be introduced.
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