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We generalize the notion of quantum state designs to infinite-dimensional spaces. We first prove that,
under the definition of continuous-variable (CV) state t-designs from [Blume-Kohout et al., Commun.
Math. Phys. 326, 755 (2014)], no state designs exist for t ≥ 2. Similarly, we prove that no CV unitary
t-designs exist for t ≥ 2. We propose an alternative definition for CV state designs, which we call rigged
t-designs, and provide explicit constructions for t ¼ 2. As an application of rigged designs, we develop a
design-based shadow-tomography protocol for CV states. Using energy-constrained versions of rigged
designs, we define an average fidelity for CV quantum channels and relate this fidelity to the CV
entanglement fidelity. As an additional result of independent interest, we establish a connection between
torus 2-designs and complete sets of mutually unbiased bases.
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I. INTRODUCTION AND SUMMARY

It is useful in awide variety of fields to be able to efficiently
calculate averages of polynomial functions over points in a
space. Prominent examples include Gaussian quadrature
rules [1] and spherical designs [2,3], which reduce integrals
of polynomials to weighted sums of polynomial values at
particular points. More generally, a t-design over a space is a
set of points picked in such a way that averaging any
polynomial of degree ≤ t over the design is equivalent to
uniformly averaging the same polynomial over the space.
Gaussian quadrature rules and spherical designs are t-designs
over the hypercube andhypersphere, respectively, andclosely
related ideas can be formulated for simplices and tori [4–10]
as well as general topological spaces [11].
Designs also have a number of important applications in

quantum theory. A quantum state t-design is an ensemble
of quantum states such that expectation values of homo-
geneous polynomials of degree t or less in the amplitudes
of quantum states are the same whether the averaging is
performed uniformly over all states or over only the states

in the design [12–22]. State, unitary, and spherical [20,23]
designs are important tools in tomography [16,19,24–28],
state distinction [20,29], randomized benchmarking
[23,30–33], fidelity estimation [23,34–39], cryptography
[40,41], sensing [42,43], fundamental physics [21,44–46],
and error correction [47–50].
Both the original formulation of designs and its quantum

counterparts hold only for finite-dimensional spaces.
This means that none of the applications proven to work
through the use of designs, e.g., quantum state fidelity
relations [23,30–33,35,36] and design-based tomographic
protocols [25–28], carry over naturally to countably
infinite-dimensional spaces. Such spaces are important
for quantum applications, because they describe quantum
systems whose natural degrees of freedom are continuous
variables (CVs), e.g., electromagnetic modes of optical or
microwave cavities, or mechanical modes of harmonic
oscillators.
Formulating a notion of designs would unlock important

abilities for CV systems. We proceed to do so in this paper,
summarizing both our formalism and several fleshed-out
applications below.

A. Nonexistence of CV designs

A first attempt to define state t-designs for CV systems
was made in Ref. [51]. The authors showed that a particular
set of CV states—the Gaussian states [52]—does not form
a CV 2-design. This is perhaps surprising, since Gaussian
unitaries are the infinite-dimensional analog of finite-
dimensional Clifford unitaries, which themselves can form
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2-designs [53–56]. Similarly, Ref. [57] defined the notion
of CV unitary t-designs and argued that Gaussian unitaries
do not form a 2-design. These results leave open the
question of whether CV state (unitary) designs require non-
Gaussian states (unitaries).
In this work, we answer this open question and prove

that CV state and unitary t-designs do not exist for
any t ≥ 2. Our results hold for any separable, infinite-
dimensional Hilbert space, not just the space L2ðRÞ
associated with CV quantum systems. Thus, even the
inclusion of non-Gaussian states and unitaries does not
help in defining t-designs over CV systems.

Our proof relies on the connection between state designs
and simplex designs. We first show that infinite-dimensional
simplex t-designs do not exist for t ≥ 2. Then, using the
simple fact that the complex probability amplitudes of any
pure quantum state can be parametrized by a simplex (for the
moduli) and a torus (for the phases),we showbycontradiction
that infinite-dimensional state designs do not exist either.

B. Rigged designs

We show that removing the requirement for states to be
normalizable yields a meaningful extension of the notion of
designs. We define rigged t-designs that utilize states in a
rigged Hilbert space, the Hilbert space populated by, e.g.,
the non-normalizable eigenstates of the oscillator position
and momentum operators. We construct several examples
for rigged 2-designs, thus proving that rigged state designs
exist even though CV state (t ≥ 2)-designs do not.
In particular, it is well known that there is no notion of

uniform integration over L2ðRÞ, and our proof that CV
t-designs do not exist for t ≥ 2 proves that there is no form
of integration over L2ðRÞ that has even basic qualities that
mimic uniform integration. Rigged designs get around this
shortcoming by expanding the integration space to the set
of all non-normalizable states in a rigged Hilbert space—
specifically, the space SðRÞ0 of tempered distributions. We
construct a measure on SðRÞ0 that mimics the qualities of a
uniform measure over infinite-dimensional quantum states,
and we then construct designs on this space.
Our first rigged design consists of Fock states aswell as the

phase states, which form a well-known positive operator-
valued measure (POVM) that is optimal for measuring the
angle of rotation induced on a mode [58–64] (see Ref. [65],
Sec. 3.9, for an exposition). The other examples combine
Fock states with the cosine and sine states (and rotated states
thereof), close relatives of the phase states [59]. In all cases,
an extra parameter is induced on the phase states via
evolution by a “Kerr”Hamiltonian n̂2, with n̂ the occupation
number operator [66].

C. Design-based shadows

The ability to use rigged t-designs as POVMs lends itself
to a natural extension of shadow tomography [25–28] to CV

systems. In finite-dimensional versions of such protocols,
one generates a classical snapshot of an unknown quantum
state by performing random measurements according to the
states from a 2- or 3-design. Then the expectationvalues over
several observables can be efficiently and accurately esti-
mated using these classical snapshots [26].
We propose a CV shadow tomography protocol based

on the Kerred-phase-state and Fock-state rigged 2-design.
The advantage of our protocol is that it maintains the key
feature of the original qubit shadow protocols, namely, the
ability to efficiently measure many observables using
only a set of “shadow” snapshots of a particular form.
This protocol can be generalized to an efficient multimode
protocol using a recent result [67]. We discuss how our
rigged CV shadows can be used for CV entanglement
verification.
Although our design-based shadow protocol is more

experimentally taxing than, e.g., CV shadows based on
conventional homodyne or photon parity measurements
[67], it can be implemented by combining and improving
previously demonstrated experimental techniques. In order
to utilize our first (second, third) rigged 2-design as a POVM
in the lab, one needs to be able to evolve the system under a
Kerr Hamiltonian and then apply the phase (cosine, sine)
state POVM. In addition, one needs to alternatively measure
in the Fock-state basis. All three aspects of this protocol—
CVphasemeasurements [68,69], photon-number resolution
(e.g., Ref. [70]), and engineered Kerr evolution [71–73]—
have been realized in some form in microwave cavities
coupled to superconducting qubits [66]. Providing an
experimentally realizable implementation of our protocol
that can achieve the same scaling as our predicted sample
complexity is an interesting avenue for future work.

D. Approximate CV designs

Another natural question to ask is whether approximate
CV state designs exist in L2ðRÞ. Or can the notion of
designs be defined over the CV states that satisfy some
energy constraints? We provide a solution to this problem
by regularizing the rigged CV designs.
To approximate our rigged designs with sets of normal-

ized states, we use operators called regularizers, which
correspond to different cutoffs of the infinite-dimensional
space. For example, a regularizer that projects onto a low-
energy finite-dimensional subspace corresponds to a hard
cutoff, i.e., a maximum-energy constraint. A regularizer
that smoothly decays with increasing energy but has
support on the full infinite-dimensional space corresponds
to a soft cutoff, i.e., an average-energy constraint. By
analogy to numerical quadrature rules on the real line, a
sharp cutoff is akin to restricting the domain of integration
to a compact interval, while a smooth cutoff is akin to
endowing the line with a Gaussian measure. Moreover,
certain regularizers allow us to extend the notion of a frame
potential [16,17,74] to infinite dimensions.
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Regularizers (also known as cooling or damping oper-
ators) and related ideas have been employed in works
on CV quantum error-correcting codes [75,76] (also
Appendix B in Ref. [77]), uniform continuity for quantum
entropies [78], energy-constrained capacities [79] and
distances [80,81] of CV channels, and CV cryptographic
protocols [82].

E. Average CV fidelity

Armed with regularized-rigged designs, we extend the
well-known notion of average fidelity (over all states) of a
quantum channel from finite-dimensional [23,30–33] to
CV systems. In previous such extensions, systems were
limited to the setting where the average fidelity between
operations is estimated over an ensemble of coherent states
[83–91]. Other approaches to benchmarking CVoperations
rely on witnesses that are lower bounds to the true average
fidelity over an ensemble of Gaussian states [89,90], while
energy-constrained diamond-distance-based performance
estimates require knowledge of the noise model in exper-
imental approximations and are often computationally
taxing [80,91–96].
We provide two different definitions of the average

fidelity of a CV quantum channel. These formulas can be
directly employed to estimate the average fidelity between
CV quantum gates and their experimental approximations
[92]. Our formulation yields an experimental procedure to
estimate the average fidelity of an arbitrary CV quantum
gate without requiring the knowledge of the noise involved
in experimental implementations. As a concrete example,
we estimate the average fidelity between an ideal displace-
ment operation and its experimental approximation [92],
suggesting that an average over coherent states only is not a
good approximation to an average over all CV states.

F. Average-to-entanglement fidelity relation

Another interesting open question in CV information
theory is to establish a relation between the average channel
fidelity and the entanglement fidelity, similar to the finite-
dimensional setting [35,36]. In this work, we solve this
open problem and establish connections between average
and entanglement fidelities for CV operations.
We utilize the conventional notion of single-mode CV

entanglement fidelity, namely, the fidelity over a two-mode
squeezed vacuum state [97,98]. We then evaluate our
average fidelity over states in the corresponding regular-
ized-rigged design. Combining these two fidelity formulas,
we establish a simple relation between the average gate
fidelity and the entanglement fidelity for CV operations.

G. Relating designs to mutually
unbiased bases (MUBs)

As an additional result of independent interest, we find a
relationship between torus 2-designs and complete sets of

mutually unbiased bases [99], and we prove that the
condition of mutually unbiasedness can be replaced by a
torus 2-design condition.

H. Outline

The rest of the paper is meant to succinctly relay the
results and is structured as follows. In Sec. II, we introduce
finite-dimensional designs. In Sec. III, we develop the
notion of infinite-dimensional designs and prove that CV
state and unitary t-designs do not exist for any t ≥ 2. In
Sec. IV, we then define rigged designs and provide explicit
constructions for rigged 2-designs. In Sec. V, we introduce
regularized-rigged designs. In Sec. VI, we study applica-
tions of rigged and regularized-rigged designs. In particu-
lar, in Sec. VI A, we introduce the shadow tomography
formalism to CV quantum states. In Sec. VI B, we discuss
how such rigged CV shadows can be used for CV
entanglement verification. Next, in Sec. VI C, we define
various notions of the average fidelity of a CV quantum
channel using regularized-rigged 2-designs. We then prove
a relationship between the CV entanglement and average
fidelities. Finally, in Sec. VII, we conclude with a brief
summary and discuss open questions.

II. FINITE-DIMENSIONAL DESIGNS

In this section, we review relevant prior results on finite-
dimensional state designs, making contact with designs on
simplices and tori.
Quantum state designs reduce integrals of polynomials

over all quantum states to averages over a discrete set. Let
Cd denote a d-dimensional Hilbert space with orthonormal
basis fjnigd−1n¼0. Because of their normalization and global-
phase redundancy, quantum states in this space correspond
to points in the complex-projective space CPd−1 [100,101].
A nontrivial complex-projective t-design is a set of states
X ⊊ CPd−1, sampled according to some probability mea-
sure μ, satisfying [12–21]

E
ψ ∈X

fðψÞ ¼
Z
CPd−1

fðψÞdψ ð1Þ

for any polynomial fðψÞ of degree t or less in the
amplitudes of ψ and degree t or less in the conjugate
amplitudes. The canonical measure dψ on the set of such
quantum states, called the Fubini-Study measure [100,101],
is the unique unit-normalized volume measure that is
invariant under the action of the unitary group UðdÞ (see
Appendix B 1 for more details).
The above conventional relation can be lifted into a

relation between particular operators by using the fact that
polynomials of degree up to t in state degrees of freedom
can be expressed as expectation values of operators with t
copies of the state.
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Consider, for example, t ¼ 2 and an arbitrary polynomial
fðψÞ ¼ P

d−1
j;k;l;m¼0 fjklmψ̄ jψ̄kψ lψm in the amplitudes ψ j ≔

hjjψi and their conjugates ψ̄ j, with complex coefficients
fjklm. This polynomial can equivalently be expressed as an
expectation value of a bipartite operator f̂ with respect to
two copies of jψihψ j:

fðψÞ ¼
Xd−1

j;k;l;m¼0

fjklmhljψihmjψihψ jjihψ jki ð2aÞ

¼ Trðf̂jψihψ j⊗2
�
; ð2bÞ

where f̂ ¼ P
d−1
j;k;l;m¼0 fjklmjjijkihljhmj. Using this relation,

we see that X is a t-design if and only if

E
ψ ∈X

ðjψihψ jÞ⊗t ¼
Z
CPd−1

ðjψihψ jÞ⊗t dψ : ð3Þ

Next, we can use representation theory (see Appendix C 3
for details) to solve the integral on the right-hand side,
yielding

Z
CPd−1

ðjψihψ jÞ⊗t dψ ¼ ΠðdÞ
t

TrΠðdÞ
t

; ð4Þ

where ΠðdÞ
t is the projector onto the permutation-invariant

(also known as symmetric [102]) subspace of ðCdÞ⊗t, the
t-fold tensor product of the original space, and Tr is the trace
function. When t ¼ 1, this integral reduces to a resolution of
the identity. For higher t, the resolution can be only of the
symmetric subspace, since the t-fold tensor product of any
state is symmetric under all permutations (see Appendix B 2
for details).
Combining the above manipulations yields the following

“operator-level” definition of a complex-projective t-design:

E
ψ ∈X

ðjψihψ jÞ⊗t ¼ ΠðdÞ
t

TrΠðdÞ
t

: ð5Þ

Designs can be obtained via the convenient parametri-
zation of pure states in terms of a simplex and a torus. State
amplitudes can be written as

hjjψi ¼ ffiffiffiffiffi
pj

p
eiϕj ; ð6Þ

where the probabilities pj add up to one due to normali-
zation and the phases ϕj are 2π periodic (with ϕ0 set to zero
to remove global-phase redundancy). By definition, the
probability distribution defined by pj is a point on the
(d − 1)-simplex,

Δd−1 ≔
�
ðp0;…; pd−1Þ∈ ½0; 1�d

����Xd−1
j¼0

pj ¼ 1

�
; ð7Þ

while the vector of phases parametrizes a (d − 1)-torus
Td−1. Hence, volume integration over all states is reduced
to volume integration over the simplex and the torus
[100,101] (see Appendix C 4 for details). This naturally
makes contact with simplex and torus designs.
Simplex and torus designs are defined in a similar

fashion to complex-projective designs. A set X ⊂ Δm of
probability vectors is anm-simplex t-design if, for all tuples
a ¼ ða1;…; atÞ∈ f0; 1;…; mgt,

E
q∈X

Yt
i¼1

qai ¼
Z
Δm

Yt
i¼1

pai dp; ð8Þ

where dp is the standard measure on the simplex. A set
of angles X ⊂ Tm is an m-torus t-design if, for all tuples
a ¼ ða1;…; atÞ∈ f1; 2;…; mgt and b ¼ ðb1;…; btÞ∈
f1; 2;…; mgt,

E
θ∈X

Yt
i¼1

eiðθai−θbi Þ ¼
Z
Tm

Yt
i¼1

eiðϕai
−ϕbi

Þdϕ; ð9Þ

where dϕ is the standard measure on the torus. We discuss
various constructions of simplex and torus designs in
Appendixes C 1 and C 2, respectively.
There is a bilateral connection between complex-pro-

jective designs and designs on the corresponding simplices
and tori. Denoting π as the “Born-rule” map that produces
the vector of probabilities ðpnÞd−1n¼0 from a state jψi, the set
πðXÞ is a simplex t-design for any complex-projective
t-design X [8,103] (see Appendix C 5 for details). On the
other hand, a combination of a simplex and a torus t-design
of appropriate dimensions yields a complex-projective
t-design [8]. We provide a proof of these latter connections
and present various combinations that yield complex-
projective 2-designs for all d in Appendix C 4.
Our simplex designs from Eq. (8) are more commonly

referred to as simplex positive, interior (or boundary)
cubature rules [4–9]. Our torus t-designs from Eq. (9)
closely resemble trigonometric cubature rules [5], but the
two are not equivalent. In Appendix F, we show that torus
designs are equivalent to a special case of torus cubature
rules from Ref. [8]. We then establish a connection between
torus 2-designs and MUBs, which might be of independent
interest. To the best of our knowledge, this connection has
not been previously discussed.

III. CONTINUOUS-VARIABLE DESIGNS

In this section, we develop the notion of CV designs and
present our main results in Theorem 2 and Corollary 3.
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Let L2ðRÞ denote an infinite-dimensional, separable
Hilbert space of square-integrable functions on the real line,
with a countable Fock-state (also known as photon number-
state or occupation number-state) basis fjnijn∈N0g, where
N0 denotes the natural numbers including zero. We note that
all separable Hilbert spaces are isomorphic toL2ðRÞ.We call
unit-norm vectors in L2ðRÞ CV quantum states.
The right-hand side of Eq. (4) is straightforward to

generalize to infinite dimensions. LetΠt denote the projector
onto the symmetric subspace of t copies of L2ðRÞ (see
Appendix B 2). For any tuples a ¼ ða1;…; atÞ∈Nt

0 and
b ¼ ðb1;…; btÞ∈Nt

0,

Πtða; bÞ ≔
�
⨂
t

i¼1

haij
�
Πt

�
⨂
t

i¼1

jbii
�

ð10Þ

denotes thematrix elements ofΠt. The trace of this projector,
TrΠt, is infinite, but we can simply omit it from the equation.
The left-hand side of Eq. (4) is unfortunately impossible

to generalize to infinite dimensions [104]. Since L2ðRÞ is
infinite dimensional, there is no finite Haar measure on its
corresponding unitary group U½L2ðRÞ� (see Sec. V in
Ref. [105]). Therefore, there is no natural unitarily invariant
volume measure on the set of CV quantum states. However,
if one could define the unitarily invariant volume integra-
tion over all CV states, Schur’s lemma would imply that
the resulting integration would be proportional to Πt.
Therefore, in principle, infinite-dimensional state designs
can be defined using the definition of complex-projective
designs in Eq. (5) but without the TrΠt term.
An infinite-dimensional design may be parametrized by

points in a noncompact space with a non-normalizable
measure. To accommodate this, we relax the assumption
that the parameter space of a design is a probability space

and instead assume it is a generic measure space—a triple
consisting of X ⊂ L2ðRÞ, a collection Σ of all reasonable
subsets of X called a σ-algebra, and a measure μ (see
Appendix D for details). The only difference from a
probability space is that μðXÞ, the measure on the entire
space, no longer has to be finite.
Combining the above ideas, we define CV designs as

abstract measure spaces that average to the unnormalized
symmetric-subspace projector.
Definition 1. Let X ⊂ L2ðRÞ. The measure space

ðX;Σ; μÞ is a continuous-variable t-design ifZ
X
ðjψihψ jÞ⊗tdμðψÞ ¼ Πt; ð11Þ

where we use the weak (Pettis) integral [106]. In other
words, for all tuples a; b∈Nt

0,Z
X

�Yt
i¼1

haijψihψ jbii
�

dμðψÞ ¼ Πtða;bÞ: ð12Þ

Definition 1 is a formalized version of the definition of
CV state t-designs given in Ref. [51]. We note that
Definition 1 bypasses the issue of defining a volume
measure on the set of CV quantum states. We do not
perform any integration on the set of all states and instead
require a design to match the projector onto the symmetric
subspace. This construction is illustrated in Fig. 1.
There is an alternative motivation for Definition 1 that we

describe in detail in Appendix D 5. It is based on the
following observation in finite dimensions. Integration over
the setCPd−1 of d-dimensional quantum states is equivalent
to integration over Cd with d independent zero-mean, unit-
variance complex Gaussian distributions. The integration is

FIG. 1. Sketch of definitions of finite-dimensional designs, CV designs, and rigged designs. The key point is the absence of the middle
block in the middle and right columns. A generalization of the middle block to the continuous-variable case is ill defined, as discussed in
Sec. III. Therefore, to define CV designs, we simply skip the middle step, as discussed in Definition 1. An alternative characterization or
definition of CV and rigged designs is described in Appendix D 5.
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over each of the d amplitudes of the quantum state with
respect to the Gaussian measure, and the resulting state is
then normalized. We can similarly put an infinite product of
Gaussian measures on the space C∞ and then define a CV
t-design to be a measure space over L2ðRÞ that matches
integration over C∞ for polynomials of degree t or less. We
show in Appendix D 5 that this definition is equivalent to
Definition 1.
Since Π1 ¼ 1, where 1 denotes the infinite-dimensional

identity operator, any orthonormal basis for L2ðRÞ or
POVM is a CV 1-design. For example, the photon-number
basis jni satisfiesPn∈N0

jnihnj ¼ 1, which corresponds to
a photon-counting measurement. Coherent states fjαig also
form a 1-design as they satisfy

R
C jαihαjðd2α=πÞ¼1, which

corresponds to a heterodyne measurement. Finally, the
eigenstates of cosðϕÞx̂þ sinðϕÞp̂ form a 1-design, which
corresponds to a homodyne measurement.
In Sec. II, we argued that a complex-projective design on

Cd gives rise to a simplex design. Similarly, inAppendixD 1,
we prove that the existence of CV t-designs implies the
existence of infinite-dimensional simplex t-designs. Here,
we define a infinite-dimensional simplex design by starting
with a finite-dimensional simplex integration over the unit-
normalized Lebesgue measure and then removing the nor-
malization requirement of the measure as we take the
dimension to infinity.
By construction, a CV 1-design induces an infinite-

dimensional simplex 1-design by converting the ampli-
tudes of a quantum state to probabilities via the Born
rule. For example, the simplex design induced by the
CV 1-design fjnijn∈N0g is a set of probability distribu-

tions fpðnÞjn∈N0g. Here, pðnÞ ¼ ðpðnÞ
0 ; pðnÞ

1 ;…Þ is a prob-
ability distribution over N0 defined as pðnÞ

i ¼ δin.
As for t > 1-designs, we prove that no set of CV states,

Gaussian or not, forms a CV t-design for any t ≥ 2 (see
Appendix D for proofs).
Theorem 2. For any t ≥ 2, continuous-variable state

t-designs do not exist.
The nonexistence of state (t ≥ 2)-designs immediately

implies nonexistence of unitary (t ≥ 2)-designs, because
their existence would imply the existence of state designs.
Corollary 3. For any t ≥ 2, continuous-variable unitary

t-designs do not exist.
To prove Theorem 2, we show that infinite-dimensional

simplex t-designs do not exist for t ≥ 2 and then invoke the
connection between state and simplex designs described in
Sec. II. The nonexistence of infinite-dimensional simplex
designs can be understood as follows. All simplex (t ≥ 2)-
designs require at least one point near the centroid of the
simplex. The centroid of a finite-dimensional simplex Δd−1

is the point ð1=d;…; 1=dÞ. However, for the infinite-
dimensional case, the centroid is no longer a valid point
on the probability simplex. In the context of quantum
states, this translates to the fact that uniform superpositions

of all Fock states are not normalizable. We are, therefore,
motivated to remove the requirement that elements of
CV t-designs are normalized states.

IV. RIGGED DESIGNS: DEFINITION
AND CONSTRUCTIONS

The nonexistence of CV t-designs for t > 1 stems from
the requirement that elements of said designs, according to
Definition 1, belong to L2ðRÞ and, thus, should have finite
norm. We are, therefore, motivated to develop a new notion
of CV designs that allows for non-normalizable states.
To include non-normalizable states in a CV design, we

need to consider a set larger than L2ðRÞ. We consider the
space of tempered distributions, denoted as SðRÞ0 ⊃ L2ðRÞ,
which contains infinitely squeezed position or momentum
states as well as oscillator phase states [58–62,65]. Despite
being awkwardly called “states,” these and other distribu-
tions may not be normalizable.
The use of distributions, whether for our purposes or for

CV measurement protocols such as homodyne detection
[86], is well defined only for those CV states for which
inner products with tempered distributions are finite. This
class consists of those states which admit finite expectation
values of all powers of the occupation number operator
n̂ ¼ P

n∈N0
njnihnj, making up the Schwartz space

SðRÞ ⊂ L2ðRÞ [107]. Together, the three spaces of interest
make up the Gelfand triple SðRÞ ⊂ L2ðRÞ ⊂ SðRÞ0, the
standard rigged Hilbert space for a quantum harmonic
oscillator [108–110].

We modify Definition 1 to include tempered distribu-
tions. The motivation for our modification is summarized
in Fig. 1.
Definition 4. Let X ⊂ SðRÞ0. The measure space

ðX;Σ; μÞ is called a rigged t-design ifZ
X
ðjχihχjÞ⊗t0 dμðχÞ ¼ αt0Πt0 ð13Þ

for all positive integers t0 ≤ t, where αt0 ∈ ð0;∞Þ, where we
use the weak (Pettis) integral. In other words, for all tuples
a; b∈Nt0

0 ,Z
X

�Yt0
i¼1

haijχihχjbii
�

dμðχÞ ¼ αt0Πt0 ða; bÞ ð14Þ

for t ≤ t0.
Analogously to what is discussed below Definition 1,

there is an alternative motivation Definition 4 that we
describe in Appendix D 5. Recall that we described an
equivalent definition of CV designs to be measure spaces
over L2ðRÞ that match integration over C∞ with an infinite
product of Gaussian measures. In Appendix D 5, we further
show C∞nSðRÞ0 has measure zero in C∞, so that the
integration over C∞ is equivalent to integration over SðRÞ0.
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It follows, therefore, that rigged t-designs exist for any
t∈N, since we can simply take the aforementioned
measure space over SðRÞ0 to be our design. This design
is, however, not desirable, since it involves infinite-dimen-
sional integration. We, thus, look for more manageable
measure spaces that form rigged designs.
Inclusion of distributions circumvents the no-go

Theorem 2 and allows us to construct several examples
of rigged 2-designs. Our first example consists of Fock
states fjnign∈N0

and a family of distributions that we call
Kerred phase states jθiφ—tempered distributions defined
informally as

jθiφ ≔
1ffiffiffiffiffiffi
2π

p
X
n∈N0

exp½iðθnþ φn2Þ�jni ð15Þ

and formally as functionals mapping jψi∈ SðRÞ to

ψðθ;φÞ ≔ φhθjψi

¼ 1ffiffiffiffiffiffi
2π

p
X
n∈N0

exp½−iðθnþ φn2Þ�hnjψi: ð16Þ

The Kerred phase “states” consist of oscillator phase states
[58–65], evolved up to some “time” θ under a Hamiltonian
n̂2 associated with the optical Kerr effect. In Appendix D 3,
we prove that

1

2

X
n∈N0

ðjnihnjÞ⊗t þ 1

2

Z
π

−π
dθ

Z
π

−π
dφ

	
φjθihθjφ

�
⊗t ¼ αtΠt

ð17Þ

for t ¼ 1 and t ¼ 2, where α1 ¼ π þ 1=2 and α2 ¼ 1.
To show that the above set is a design, we extend simplex

and torus 2-designs to the rigged regime (see Appendix D 3
for details). The integration over the two phases fθ;φg
corresponds to a torus 2-design. The Fock states jni
correspond to extremal points of a simple simplex 2-design
consisting of extremal points and the centroid in the finite-
dimensional case, with the centroid vanishing in the
infinite-dimensional case (as discussed in Sec. III). By
removing the normalization condition, we define an “non-
normalizable centroid,” which corresponds to a uniform
superposition of Fock states jθ ¼ 0iφ¼0. Combining such a
state with the aforementioned torus 2-design gives the
Kerred phase states.
Oscillator phase states are (left) eigenstates of the

oscillator phase operator Z ¼ P
n∈N0

jnþ 1ihnj [58–65],
an analog of the oscillator raising operator but without the
square-root factor. Both the phase and raising operators do
not admit right eigenstates, but � superpositions of
each operator with its adjoint yield (anti-)Hermitian oper-
ators that admit well-known distributions as eigenstates.
Superpositions of lowering and raising operators admit

position and momentum states as eigenstates, respectively,
while superpositions of the phase operator and its adjoint
admit the cosine and sine states, respectively [59].
In Appendix D 3, we show that these two sets of states,
when evolved under the Kerr Hamiltonian and combined
with Fock states, make up two more examples of rigged
2-designs. More generally, since Z is unitarily related to
Zeiω via a Fock-space rotation eiωn̂, eigenstates of a linear
combination of Zeiω and its conjugate should similarly
yield a distinct set of designs for any ω.

We do not provide constructions of useful rigged
3-designs. As shown with an example in Appendix D 3,
not all simplex 2-designs can be extended to infinite
dimensions. Thus, the difficulty in constructing a rigged
3-design lies is finding a simplex 3-design that is well
behaved enough to be extended to infinite dimensions. We
leave this exciting open question for future work.

V. REGULARIZED-RIGGED DESIGNS

Our rigged designs consist of non-normalizable states,
but some applications require approximate versions of such
designs that consist of physical quantum states. One way to
approximate is to simply truncate the Fock space, corre-
sponding to a hard or maximum-energy cutoff. This brings
us back to finite dimensions, reducing rigged designs to
ordinary quantum state designs. Another way, possible only
with our infinite-dimensional formulation, is to impose a
soft or average-energy cutoff that maintains the ability for
states to have infinite support in Fock space. Both cutoffs
can be encompassed in a general regularization formalism.
Let the regularizer R be a positive-semidefinite operator

that yields a corresponding “regularized projector”

ΠðRÞ
t ≔ R⊗tΠtR⊗t such that TrΠðRÞ

t < ∞: ð18Þ

The two aforementioned energy cutoffs correspond, respec-
tively, to regularizers

R ¼
�
Pd ≔

P
d−1
n¼0 jnihnj hard cutoff; d∈N0;

Rβ ≔ e−βn̂ soft cutoff; β > 0;
ð19Þ

but our formalism allows for more general R. We construct
regularized designs by applying a regularizer to elements of
a rigged design.
Suppose ðX;Σ; μÞ is a rigged t-design satisfying αt ¼ 1.

Regularization by an appropriate regularizer, such as Rβ

and Pd, converts X into a set of normalized states

Y ≔ fjψi ¼ Rjχi=kRjχikjχi∈Xg; ð20Þ

with corresponding σ-algebra ΣY and measure

dνðjψiÞ ¼ dμðχÞ · kRjχik2t=TrΠðRÞ
t : ð21Þ
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These regularized designs average to ΠðRÞ
t =TrΠðRÞ

t instead
of Πt:Z
Y
ðjψihψ jÞ⊗tdνðψÞ ¼

Z
X
ðRjχihχjRÞ⊗t dμðχÞ

TrΠðRÞ
t

¼ ΠðRÞ
t

TrΠðRÞ
t

: ð22Þ

The use of normalized states allows us to promote Y to a
probability space.By taking the trace of both sides ofEq. (22)
and applying assumption (18), we see that the measure ν
is automatically normalized: 1 ¼ R

Yhψ jψitdνðψÞ ¼ νðYÞ.
This allows us to express

R
Yð·ÞdνðψÞ as a statistical expect-

ation Eψ ∈Yð·Þ of states in Y sampled according to the
distribution defined by ν (see Appendix D 4 for details).
This yields the definition below, with a related definition of
regularized CV unitary designs provided in Appendix D 7.
Definition 5. Let Y ⊂ L2ðRÞ. The probability space

ðY;ΣY; νÞ is called an R-regularized-rigged t-design if

E
ψ ∈Y

ðjψihψ jÞ⊗t ¼ ΠðRÞ
t

TrΠðRÞ
t

: ð23Þ

Analogous to the discussion below Definitions 1 and 4,
there is again an alternative motivation for Definition 5 that
we detail in Appendix D 5. Recall that an infinite product of
zero-mean, unit-variance Gaussian measures on C∞ forms
a rigged t-design. We show in Appendix D 5 that if the
variance of the ith measure is instead λi such that the
diagonal operator Rii ¼ λi is trace class (

P
i λi < ∞), then

the resulting measure space is a
ffiffiffiffi
R

p
-regularized-rigged

t-design for any t∈N. Importantly, with this measure,
C∞nL2ðRÞ has measure zero in C∞ so that the design is a
measure space over L2ðRÞ as desired.
We now consider regularizing the Fock-state and Kerred

phase-state design (17) with the soft-energy cutoff
R ¼ Rβ ¼ e−βn̂ (19). Denote the regularized Kerred phase
states (also known as phase coherent states [111]) as

jθ̃iφ ≔
Rβjθiφ
kRβjθiφk

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − e−2β

p X∞
n¼0

e−βnþiθnþiφn2 jni; ð24Þ

such that kjθ̃iφk ¼ 1. Then, it follows that

X
n∈N0

wnjnihnj⊗2 þ fβ

Z
φ
jθ̃ihθ̃j⊗2

φ dθdφ ¼ ΠðRβÞ
2

TrΠðRβÞ
2

; ð25Þ

where the limit of integration for both θ and φ is ½−π; π�,
fβ ≔ cosh β=½eβð2πÞ2�, and wn¼ð4sinh2βcoshβ=eβð4nþ3ÞÞ.

Given a fixed average-energy constraint E, it is natural to
define an energy-constrained state design consisting of
states fψg, such that each state in the design satisfies
Trðn̂ψÞ ≤ E. Our regularized-rigged design does not satisfy
this condition explicitly, as it contains Fock states jni with
n > E, as shown in Eq. (25). However, the contribution of
large-n terms is suppressed by the wn coefficient in
Eq. (25), which decays exponentially with n. Thus, our
regularized-rigged designs are good approximations to
energy-constrained state designs. It is an interesting open
question to further develop the framework for energy-
constrained state designs; we make some headway in this
direction by formulating constrained integration in
Appendix C 6, albeit for the finite-dimensional case.
As another example, we show in Appendix D 6 that

displaced Fock states form regularized 2-designs for which
the regularizer is the maximum-energy cutoff from
Eq. (19), granted that we are allowed to use negative
weights in the combination.
An important feature not inherited from the finite-

dimensional case is that, in general, an R-regularized-rigged
t-design is not an R-regularized-rigged (t − 1)-design. For
example, if Y is an R-regularized-rigged 2-design, then

E
ψ ∈Y

jψihψ j ¼ ΠðRÞ
1

2TrΠðRÞ
2

ððTrR2Þ1þ R2Þ ≠ ΠðRÞ
1

TrΠðRÞ
1

; ð26Þ

violating Eq. (23) for t ¼ 1. Similarly, if Y is an
R-regularized-rigged 3-design, then

E
ψ ∈Y

ðjψihψ jÞ⊗2

¼ ΠðRÞ
2

3TrΠðRÞ
3

	ðTrR2Þ1 ⊗ 1þ 1 ⊗ R2 þ R2 ⊗ 1
� ð27Þ

instead of ΠðRÞ
2 =TrΠðRÞ

2 .
Notice that, as R gets closer to the identity in Eqs. (26)

and (27), TrR2 dominates the remaining terms. This
behavior holds for general t. As described further in
Appendix D 4, if Y is an R-regularized-rigged t-design,
then it is almost an R-regularized-rigged (t − 1)-design in
the sense that

E
ψ ∈Y

ðjψihψ jÞ⊗ðt−1Þ ≈
ΠðRÞ

t−1

TrΠðRÞ
t−1

ð1þOð1=TrR2ÞÞ: ð28Þ

We conclude this section by generalizing the frame
potential from finite dimensions [16,17,74] to regular-
ized-rigged t-designs. For a positive definite (and, there-
fore, invertible) regularizer R, we define the frame potential
of an ensemble G over unit vectors in L2ðRÞ to be

VðRÞ
t ðGÞ ≔ E

ψ ;ϕ∈G
jhψ jR−1jϕij2t: ð29Þ
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In Appendix D 4 a, we prove the following proposition
regarding the frame potential.
Proposition 6. Let R be positive definite. For any

ensemble G,

VðRÞ
t ðGÞ ≥ 1

TrΠðRÞ
t

; ð30Þ

with equality if and only if G is an R-regularized-rigged
t-design.
Note the presence of the R−1 in Eq. (29). We see

something similar in Sec. VI C, where we find that
finite-dimensional formulas nicely generalize to infinite
dimensions by introducing factors of R−1 to R-regularized-
rigged designs.

VI. APPLICATIONS OF RIGGED DESIGNS

In Sec. VI A, we develop a shadow tomography protocol
for CV systems based on rigged CV designs. In Sec. VI B,
we show how such CV rigged shadows can be used for
entanglement verification. In Sec. VI C, we develop the
notion of the average fidelity of a CV quantum channel by
using regularized-rigged 2-designs, relate this fidelity to the
CVentanglement fidelity, and compare various fidelities for
the case of the pure-loss channel.

A. Design-based CV shadows

The main idea behind finite-dimensional shadow tomog-
raphy protocols is to perform random measurements of an
unknown state to create classical snapshots through which
many properties of the same unknown state can be
efficiently predicted [25–28]. One can perform OðlogMÞ
random measurements of an unknown state ρ to accurately
predict the expectation values of M different observables
with high probability. Each measurement for one such
protocol yields a shadow of the form 3jeihej − I on each
qubit of the system, where e is an eigenstate of one of the
qubit Pauli matrices and I is the two-by-two identity.
The number of measurements needed is independent of
the dimension of the Hilbert space, a property that can be
proven using designs [26].
Shadow tomography can be framed in terms of informa-

tionally complete POVMs, which include quantum state
(t ≥ 2)-designs [112]. The concept of POVMs extends to
infinite dimensions in such a powerful way that POVM
elements can even be tempered distributions [65] (see also
Appendix A in Ref. [82]). Such POVMs are widely used.
For example, homodyne measurements correspond to
measurements in the position-state POVM or its rotated
counterparts [113], while measuring in the phase-state
POVM is optimal for determining the angle induced by
a phase-space rotation (see Sec. III.9 in Ref. [65]).
Utilizing rigged designs as infinite-dimensional POVMs,

we develop a CV shadow tomography protocol (see

Appendix E 1 for more details). Here, our goal is to
determine hOji ≔ TrðρOjÞ for a collection of M single-
mode observables O1;…;OM, where ρ is an unknown
infinite-dimensional state which we can access on a
quantum device. We first describe a protocol utilizing a
rigged 3-design and then describe a protocol utilizing
a rigged 2-design such as the one constructed in
Eq. (17). The former case is slightly more general and
easier to describe, but we have not yet constructed useful
rigged 3-designs. We leave this question for future work.

1. CV shadows with rigged 3-designs

Let ðX;Σ; μÞ denote a rigged 3-design, which implies
that

R
XðjχihχjÞ⊗tdμðχÞ ¼ αtΠt for t∈ f1; 2; 3g and αt ∈

ð0;∞Þ. Without loss of generality, let α1 ¼ 1, rescaling the
measure μ if necessary. Then, it follows that the design
resolves the identity:Z

X
jχihχjdμðχÞ ¼ 1; ð31Þ

and, therefore, ν∶A ↦
R
A jχihχjdμðχÞ is a POVM.

Recall that a POVM maps subsets, which correspond to
collections of measurement outcomes, to bounded, non-
negative self-adjoint operators (see Appendix B 1 for a
measure theory review and Appendix E 1 for a short review
on POVMs). Sampling from such a POVM results in
sampling measurement outcomes from the probability
measure μ0∶A ↦ Tr½ρνðAÞ�. We denote the measurement
outcome corresponding to χ as cðχÞ that we then store on a
classical computer.
Suppose that we measure N times from μ0, resulting in

outputs fcðχ1Þ;…; cðχNÞg. Each of these outputs corre-
sponds to a CV shadow

ρ̂i ≔
2

α2
jχiihχij − 1: ð32Þ

Note that jχii is not generally a physical quantum state but
instead a tempered distribution. Fortunately, this is un-
important, since we are simply storing a description of jχii
on a classical computer.
Using the classical snapshot and the classical description

of observables Oj, one can compute

ôj ≔
1

N

XN
i¼1

Trðρ̂iOjÞ: ð33Þ

On average, this yields the right answer: By the rigged
2-design property of X, E½ôj�¼hOji, where the expectation
value is taken over measurement outcomes. Moreover,
convergence to the right answer depends only on the
features of Oj: Using the rigged 3-design property of X,
we find that VarðôjÞ ¼ O½ðTrjOjjÞ2=N� in the large-N limit

CONTINUOUS-VARIABLE QUANTUM STATE DESIGNS: THEORY … PHYS. REV. X 14, 011013 (2024)

011013-9



(see Appendix E 1 for details). We perform the aforemen-
tioned procedure K times, resulting in a collection Cj ¼
fôð1Þj ;…; ôðKÞj g. Following Theorem 1 in Ref. [26], for each
j, the median of Cj is within ε of hOji with probability at
least 1 − δ provided that

N ¼ O

�
1

ε2
ðmax

j
TrjOjjÞ2

�
; ð34aÞ

K ¼ OðlogðM=δÞÞ: ð34bÞ

In other words, using a shadow tomography procedure with
a rigged 3-design, we can accurately determine the expect-
ation values of M observables using only ∼ logM mea-
surements, provided that each observable Oj is reasonably
well behaved, that is, provided that maxj TrjOjj is not
too large.

2. CV shadows with rigged 2-designs

If we had used only a rigged 2-design in the above
protocol, we would still have that E½ôj� ¼ hOji. For certain
observables Oj, we can show that a rigged 2-design is
sufficient to give reasonable bounds on the variance by
following an analogous result in finite dimensions from
Ref. [112].
As before, suppose we have a collection of N shadows

ρ̂1;…; ρ̂N sampled from the POVM defined by the rigged
2-design, yielding estimates ôj (33). We pick observables
that satisfy

c < Trðρ̂iOjÞ < d ð35Þ

for some c < d∈R almost surely for every shadow ρ̂i.
Then, to achieve a success probability of at least 1 − δ and
maximum additive error ε, we need only

N ≥ log

�
2M
δ

� ðd − cÞ2
2ε2

ð36Þ

shadows to determine hOji for each 1 ≤ j ≤ M.
For concreteness, we consider a simple example of the

rigged 2-design shadow protocol. Let each observable Oj
be of the form Oj ¼ jajihbjj þ jbjihajj for aj; bj ∈N0. We
use the rigged 2-design from Eq. (17) consisting of Fock
states and Kerred phase states. The explicit sampling step
for this procedure is worked out in Appendix E 1 c. Using
the explicit form of jθiφ, it follows that, for any possible
shadow ρ̂i coming from this design, jTrðρ̂iOjÞj < 1=5.
Therefore, to determine the M observables fOjg to a
maximum additive error ε with success probability at least
1 − δ, we need only

N ≥ log

�
2M
δ

�
2

25ε2
ð37Þ

measurements.

B. Entanglement verification

In finite dimensions, classical shadows of a quantum
state allows for the checking of many entanglement
witnesses on that state [26]. Indeed, the same result holds
for design-based CV shadows.
From Theorem 2.2 in Ref. [114], for infinite-dimensional

states ρ, ρ is entangled if and only if there exists a
finite-rank operator A and a real number α such that
αþ TrðρAÞ < 0 and αþ TrðσAÞ ≥ 0 for all separable
states σ. Since A is finite rank, the expectation value of
A with respect to a rigged shadow is finite even though the
rigged shadow is not a normalizable quantum state. Hence,
the use of rigged shadows (obtained from very few
measurements of ρ) allows one to test many candidate
witnesses A in order to determine if ρ is entangled.

C. Fidelities of CV quantum channels

We develop the notions of the average fidelity of a CV
quantum channel as well as their relationship to the CV
entanglement fidelity. Such notions require approximate
(i.e., regularized) versions of our rigged designs. We work
out the case of a general positive semidefinite regularizer R
but note that the reader should keep in mind the two
physically relevant hard- and soft-energy cases (19), corre-
sponding to R ¼ Pd ≔

P
d−1
n¼0 jnihnj and R ¼ Rβ ≔ e−βn̂,

respectively. Finally, we benchmark the performance of a
displacement operation by evaluating various fidelities for
the case of the loss channel in Sec. VI C 3.

1. Average fidelity of CV quantum channels

In a d-dimensional Hilbert space, quantum states belong
to a compact space CPd−1. Therefore, one can define
quantities that are averaged over all quantum states. In
particular, for a quantum channel D, the average channel
fidelity is defined as [23,34–38]

F̄ðDÞ ≔
Z
CPd−1

hψ jDðjψihψ jÞjψidψ ; ð38Þ

quantifying how close D is to an identity channel on
average. Because of the nonexistence of a standard measure
on infinite-dimensional space, as discussed in Sec. III, this
formula cannot be extended to CV systems.
Since there are exactly two copies of jψihψ j in the

integrand for the average fidelity, the integral over all states
can be substituted with an average over any state 2-design
X using Eqs. (4) and (5):

F̄ðDÞ ¼ E
ψ ∈X

hψ jDðjψihψ jÞjψi: ð39Þ
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The design provides a more manageable sample of states
that is useful for estimating the average fidelity of quantum
operations [23,30–33]. This formula can be extended to
infinite dimensions using normalized (i.e., regularized)
versions of our rigged designs from Sec. V.
Let Y denote a regularized-rigged 2-design with a

general positive semidefinite regularizer R. There is more
than one way to generalize the average fidelity from the
finite-dimensional case, and we consider two average-
fidelity quantities defined for a CV channel D:

F̄ðRÞ
1 ðDÞ ≔ NR E

ψ ∈Y
hψ jRþDðψÞRþjψi; ð40aÞ

F̄ðRÞ
2 ðDÞ ≔ E

ψ ∈Y
hψ jDðψÞjψi; ð40bÞ

whereweuse the shorthand notationDðψÞ ¼ Dðjψihψ jÞ and
where the constant NR¼½TrR4þðTrR2Þ2=TrR2þðTrRÞ2�.
The second quantity faithfully uses two copies of the
normalized state projections jψihψ j sampled from the
design, while the first can revert one copy back to its non-
normalizable version using theMoore-Penrose inverseRþ of
the regularizer.
As a sanity check, let us employ a hard-energy cutoff

and plug in the regularizer R ¼ Pd ¼
P

d−1
n¼0 jnihnj from

Eq. (19) into Eq. (40). This essentially recovers the finite-
dimensional case. Since the Moore-Penrose inverse of a
projector is itself, the two average-fidelity quantities are
equal for this case. Moreover, if D is trace preserving for

states within the subspace defined by Pd, then F̄ðPdÞ
1 ðDÞ ¼

F̄ðPdÞ
2 ðDÞ ¼ F̄ðDÞ, recovering the finite-dimensional

design-based average fidelity from Eq. (39).
In a setting relevant to CV states enjoying infinite

support, such as coherent or squeezed states, one should
consider a regularizer with no zero eigenvalues. We prove
in Appendix E 2 that an R-regularized-rigged 2-design is
informationally complete for states on the entire Fock space
whenever R is invertible. Therefore, choosing R ¼ Pd may
not be a good approximation of average fidelity over all CV
states.

2. Average-to-entanglement fidelity relation

In the finite-dimensional case, the entanglement fidelity
for a quantum channel D on Cd is [23,34–36]

FeðDÞ ≔ hϕjðI ⊗ DÞðϕÞjϕi; ð41Þ

where jϕi ≔ ð1= ffiffiffi
d

p ÞPd−1
n¼0 jni ⊗ jni denotes a maximally

entangled state and I is the identity channel. This fidelity
quantifies how well entanglement with a reference system
is preserved by D. We refer the reader to Appendix A in
Ref. [115] for a nice review of the utility of the entangle-
ment fidelity. The entanglement fidelity is related to the
average fidelity by the following simple formula [35,36]:

F̄ðDÞ ¼ dFeðDÞ þ 1

dþ 1
: ð42Þ

We can similarly relate our average-fidelity relations (40) to
a CV version of entanglement fidelity.
Maximally entangled states become non-normalizable as

d → ∞, meaning that CV versions of such states also have
to be regularized in order to define an analogous fidelity.
We require that R be diagonal in the Fock-state basis and
define the regularized state

jϕRi ≔
1ffiffiffiffiffiffiffiffi
TrR

p ðR1=4 ⊗ R1=4Þ
X
n∈N0

jni ⊗ jni; ð43Þ

a purification of the regularizer state

ρR ≔ Tr2ðjϕRihϕRjÞ ¼ R=TrR: ð44Þ

The R-regularized CV entanglement fidelity of a channelD
is then

FðRÞ
e ðDÞ ≔ hϕRjðI ⊗ DÞðϕRÞjϕRi: ð45Þ

In Appendix E 2, we show that both CVaverage-fidelity
quantities from Eq. (45) are related to the CVentanglement
fidelity (45) as

F̄ðRÞ
1 ðDÞ ¼ dRF

ðRÞ
e ðDÞ þ Tr½DðρR2ÞRRþ�

dR þ 1
; ð46aÞ

F̄ð ffiffiffi
R

p Þ
2 ðDÞ ¼ dRF

ðRÞ
e ðDÞ þ dRTr½DðρRÞρR�

dR þ 1
: ð46bÞ

Since we are assuming R is diagonal, RRþ is simply a
projector onto the subspace for which R has support. For
invertible R, this subspace is the whole space so that
RRþ ¼ 1, and, therefore, Eq. (46a) yields a CV generali-
zation of the finite-dimensional average-to-entanglement
fidelity relation (42):

F̄ðRÞ
1 ðDÞ ¼ dRF

ðRÞ
e ðDÞ þ 1

dR þ 1
; ð47Þ

where the effective dimension dictated by the regularizer is
the inverse purity of the regularizer state (44),

dR ≔ 1=Trρ2R ¼ ðTrRÞ2=TrR2: ð48Þ

This effective dimension in the infinite-dimensional case
plays the role of, and reduces to, the actual dimension in the
finite-dimensional case.
The above general formulation reduces to a more

physically relevant one when the soft-energy cutoff
R ¼ Rβ ¼ e−βn̂ (19) is used as the regularizer. The state
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jϕRi (43) becomes a Gaussian two-mode squeezed vacuum
state (also known as thermofield double) with squeezing
parameter r ¼ log½1þ e−β=2=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − e−β

p
� [98], while the

regularizer state (44) becomes a thermal state whose
“inverse temperature” β > 0 sets the energy scale of states
involved in the regularization. The effective dimension (48)
becomes

dR ¼ 2TrðρRn̂Þ þ 1; ð49Þ

directly related to the mean energy of the thermal state.
Similar energy-dependent factors also replace dimensions
in studies of uniform continuity for quantum entropies [78]
as well as bounds on energy-constrained capacities of
Gaussian channels [79]. Since jϕRi is a Gaussian state,
the corresponding CVentanglement fidelity may be extract-
able via reasonable experimental protocols [88,89].
As for more general R, we emphasize that Eqs. (46) and

(47) hold as is only when R is diagonal in the fjnig basis
even though Eq. (40) is well defined even when R is not
diagonal. Of course, one has the freedom to arbitrarily
choose the basis with respect to which the CVentanglement
fidelity is defined, so R being diagonal is not a substantial
restriction.
Recall in Eq. (29) and Proposition 6, we saw that

introducing factors of R−1 into a definition of frame
potential resulted in finite-dimensional formulas nicely
generalizing to infinite dimensions. We again see this

effect present in Eq. (47). The definition of F̄ðRÞ
1 utilizes

factors of R−1, while F̄ðRÞ
2 does not. As a consequence, the

finite-dimensional relation (42) involving F̄ and Fe very
closely matches the infinite-dimensional relation (47)

involving F̄ðRÞ
1 and FðRÞ

e , whereas the relation involving

F̄ðRÞ
2 and FðRÞ

e (46b) contains a factor not present in the
finite-dimensional case.

3. Fidelity benchmarks for displacement operations

We compare the fidelity quantities introduced in this
section to known quantities for the case of the pure-loss
channel, D ¼ Lκ [116], with transmissivity κ∈ ½0; 1�. This
case is relevant to benchmarking the performance of
displacement operations that are implemented via a non-
ideal two-mode beam splitter, with the transmissivity
characterizing the degree of nonideality [92,117]. All
quantities described below are computed analytically in
Appendix E 2 a.
In order to put all quantities on as equal of a footing, we

set them to be a function of a fixed energy scale n̄ using the
following convention (with other choices possible). For the
soft- and hard-energy regularizers, Rβ ¼ e−βn̂ and Pd ¼P

d−1
n¼0 jnihnj (19), respectively, we set

β ¼ logð1þ 1=n̄Þ and d ¼ bn̄c þ 1: ð50Þ

The soft-energy cutoff then corresponds to an average
energy of n̄ for the regularizer thermal state (44) and an
effective dimension dR ¼ 2n̄þ 1 (49).
Our first comparison is between all fidelities that utilize

a reference mode. This comparison is between the CV
entanglement fidelity (45), with either soft- or hard-
energy regularization, and its minimum energy-constrained
version [92,118]

F̄ðn̄Þ
minðLκÞ ≔ min

ψEA∶ Trðn̂AψAÞ≤n̄
hψ jLκðψEAÞjψiEA; ð51Þ

consisting of an optimization of the CV entanglement
fidelity over all input states whose average energy on
the mode acted on by the channel is bounded by n̄.

The three reference-mode fidelities fFðPdÞ
e ; F

ðRβÞ
e ; Fðn̄Þ

ming
are plotted for n̄ ¼ 4 and all transmissivities κ∈ ½0; 1� in
Fig. 2(a). All quantities decrease in similar fashion with
decreasing transmissivity, with the soft-energy fidelity
following the scaling of the minimum case slightly better
than the hard-energy fidelity near unity transmissivity.
Because of the parametrization picked in Eq. (50), the
entanglement fidelities for the two energy constraints are

equal for zero transmissivity: FðPdÞ
e ¼ F

ðRβÞ
e ¼ 1=ðn̄þ 1Þ2

at κ ¼ 0.
Our second comparison is between fidelities that do not

utilize a reference mode. This set includes both of our CV
average fidelities from Eq. (40), each with either a soft- or a
hard-energy constraint. These are related to the entangle-
ment fidelity of a CV channel via Eqs. (46a) and (46b),
respectively. Since the pure-loss channel is trace preserving
on the subspace defined by Pd, two of these four fidelities
are equal in the case of the hard-energy constraint:

F̄ðPdÞ
1 ¼ F̄ðPdÞ

2 ≕ F̄ðPdÞ
1;2 . This comparison also includes the

average fidelity of the pure-loss channel over an ensemble
of coherent states:

F̄ðn̄Þ
cohðLκÞ ≔

Z
C
pðαÞhαjLκðαÞjαid2α; ð52Þ

where jαi denotes the coherent state specified by α∈C. We
choose the density function to be pðαÞ ¼ ð1=πn̄Þe−jαj2=n̄ to
ensure that the average occupation number of the ensemble
of coherent states is

R
C pðαÞjαj2d2α ¼ n̄.

The four average-fidelity quantities fF̄ðPdÞ
1;2 ; F̄

ðRβÞ
1 ; F̄

ðRβ=2Þ
2 ;

F̄ðn̄Þ
cohg are plotted for n̄ ¼ 4 and all transmissivities κ in

Fig. 2(b). Note that the average fidelity over an ensemble of
coherent states does not qualitatively match the other
fidelities. In particular, the concavity of F̄coh near unity
transmissivity is different from the other fidelity quantities.
This may be related to the fact that an ensemble of
coherent states forms only a CV 1-design, whereas the
other fidelities are defined with respect to various notions
of 2-designs. This result suggests that the coherent-state
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average may not be a useful approximation for an average
over all CV states.

VII. CONCLUSION

In this work, we study quantum state designs in finite
and infinite dimensions. In finite dimensions, we review a
method for constructing complex-projective designs using
simplex and torus designs. In particular, we establish a
relationship between torus designs and complete sets of
mutually unbiased bases.
We then prove a no-go theorem implying that a naïve

extension of the definition of state designs to infinite
dimensions fails. Similarly, we prove that CV unitary
t-designs do not exist for any t ≥ 2. Prior to our work, it
was proven [51] (argued [57]) thatGaussian resources are not
sufficient to form CV state (unitary) designs. Our no-go
theorem establishes a stronger result implying that even non-
Gaussian resources are not sufficient to form CV designs.
The lack of CV designs is due to a restriction to using

only normalizable states. We successfully extend the notion
of state designs to infinite dimensions by proposing a new
definition of CV state designs using non-normalizable
states. These non-normalizable states belong to a rigged
Hilbert space, and we provide various constructions of
such rigged 2-designs consisting of Fock states and
oscillator phase states [58–62,65] subject to Kerr-
Hamiltonian evolution.
As an application of rigged designs, we extended the

formalism of shadow tomography [25–28] to CV systems.

We show that our rigged 2-designs and, if useful ones exist,
rigged 3-designs can yield efficient shadow-based proto-
cols. It is an interesting direction to experimentally imple-
ment our design-based CV shadow tomography protocol
based on rigged 2-designs and compare it with other
protocols based on homodyne or heterodyne measurements
[113], which can also be formulated within a shadowlike
framework (albeit without the use of designs) [67]. The
POVMs defined by the rigged 2-designs that we con-
structed are highly non-Gaussian. It is an exciting open
theoretical and experimental direction to develop tech-
niques to measure from such POVMs.
We construct approximate CV designs by regularizing

the elements of rigged designs. These regularized-rigged
designs consist of physical quantum states and, therefore,
can be used to define information-theoretic quantities, such
as fidelities, for CV quantum channels. In particular, we
define various notions of the average fidelity of a CV
channel. We then establish a relation between the average
fidelity and the entanglement fidelity of a CV channel. Our
result is a natural generalization of finite-dimensional
formulas [119], where the dimension is replaced by the
effective dimension that depends on the mean energy of the
input state to the channel. It is an interesting open question
to develop efficient experimental methods to prepare states
belonging to regularized-rigged designs introduced in our
work. On the theory side, it may be interesting to determine
a relationship between the energy-constrained diamond
distance [80,81] and the average fidelity introduced in
our work.

FIG. 2. Various fidelity benchmarks for the pure-loss channel Lκ plotted vs the channel’s transmissivity κ, with the energy-constrained
parameter n̄ ¼ 4, and all other fidelity parameters being functions of n̄ according to Eq. (50). (a) Comparison of fidelities that utilize a
reference mode: the CV entanglement fidelity Fe (45) with soft- and hard-energy constraints (19) as well as the minimum energy-
constrained entanglement fidelity Fmin (51). (b) Comparison of our three average-fidelity quantities—the soft-energy-constrained

average fidelities F̄
ðRβÞ
1 (46a) and F̄

ðRβ=2Þ
2 (46b) as well as the hard-energy-constrained case F̄ðPdÞ

1;2 —with the fidelity F̄n̄
coh (52) calculated

by averaging over an ensemble of coherent states. The qualitatively different behavior of the coherent-state fidelity suggests that it may
not be a good approximation to averages over CV states.
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As discussed in Sec. VI C 3, an important application of
regularized-rigged designs is to estimate the average
fidelity between an ideal unitary and its experimental
approximations. We emphasize again that our results are
applicable directly when analytical expressions of an ideal
unitary gate and its experimental approximation are known.
Instead of estimating the average fidelity over a subset of
states such as coherent states, one can calculate a good
approximation of the average fidelity over all states using
our regularized-rigged designs.
We construct rigged and regularized-rigged CV state

2-designs, leaving the interesting question of constructing
useful CV state t-designs for t ≥ 3 to future work. Another
interesting direction is to develop the notion of energy-
constrained CV state designs, where each state in the
design satisfies a fixed energy constraint. Our regularized-
rigged state designs are good approximations of energy-
constrained CV state designs.
Our rigged designs are defined on the Hilbert space

L2ðRÞ of a single mode but can formally be mapped into
any other countably infinite Hilbert space, because all such
spaces are isomorphic. A mapping like this from the single-
mode space to the space L2ðRnÞ of multiple modes is likely
to be physically obscure. An interesting future topic would
be to develop designs for other spaces, such as multiple
modes, rotors, and rigid bodies [76], using states natural to
those spaces. For example, we anticipate that designs
similar to our Kerred phase-state designs can be formulated
for the space of the planar rotor, L2½Uð1Þ� (see Sec. IV B in
Ref. [76]). Similarly, cross-Kerr interactions [66] may
provide a recipe for rigged designs for multiple modes.
We also prove that CV unitary t-designs do not exist for

any t ≥ 2. A natural research question is whether, similar to
rigged CV state designs, there exists a reasonable notion of
CVoperator designs. We introduce one such notion in this
work, leaving the interesting and important question of how
to construct such designs to future work.
Finally, another interesting avenue to explore is that of

designs for function spaces. In Appendix D 5, we showed
how our rigged designs can be interpreted as designs over
infinite-dimensional function spaces. Can this theory be
further generalized to other functional integrals, such as,
e.g., path integrals? In particular, in field theories, one is
typically interested in correlators (i.e., polynomials in the
fields) of various degrees; a t-design is, therefore, a space of
fields that match all correlators up to degree t. Can designs
be defined and used in this context? References [120–123],
which contain a small number of cubature rules for Weiner
integrals, may be a useful place to start.
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APPENDIX A: POINTERS TO APPENDIXES

In Appendixes B–F, we provide proofs of our main
results and summarize relevant background material on CV
information theory. Appendix B covers relevant definitions
from measure theory and properties of projectors onto the
symmetric subspace of a separable Hilbert space.
Appendixes C 1 and C 2 review finite-dimensional simplex
and torus designs. Appendixes C 3–C 5 review complex-
projective designs and their relationship to simplex and
torus designs. Using simplex and torus designs, we develop
a design formalism for constrained complex-projective
integration in Appendix C 6. To the best of our knowledge,
the formalism developed in Appendix C 6 is novel.
Similarly, to the best of our knowledge, Definition 1,
Theorem C9, and Proposition C11 from Appendix C 2
are new, though we prove in Appendix F that Definition 1
is equivalent to a previous definition given in Ref. [8].
A relationship between simplex, torus, and complex-
projective designs was described in Ref. [8]. We further
extend on this relationship in Appendixes C 3–C 5.

Readers who are familiar with finite-dimensional com-
plex-projective designs may wish to begin directly from
AppendixD.AppendixesD andEdiscuss themain results of
this paper. In Appendixes D 1 and D 2, we prove that CV
state and unitary t-designs do not exist for t > 1. In
Appendixes D 3 and D 4, we define and construct rigged
and regularized-rigged designs, which are generalizations of
CV state designs. InAppendixD 5,we discuss an alternative
characterization of CV, rigged, and regularized-rigged
designs based on integration over infinite-dimensional
Gaussian measures. In Appendix D 7, using regularized-
rigged designs, we propose a new definition of an approxi-
mate CV unitary t-design. In Appendix E 1, we develop
the formalism for CV shadows based on rigged designs. We
then define the average fidelity of a CV channel based on
regularized-rigged designs in Appendix E 2. Finally, in
Appendix F, we establish a relationship between torus
2-designs and complete sets of mutually unbiased bases
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that, to the best of our knowledge, had not been previously
established.

APPENDIX B: PRELIMINARIES

In this section, we summarize some definitions and prior
results relevant for the rest of the appendix. We point
readers to Refs. [97,98] and Ref. [124] for background
on continuous-variable information theory and measure
theory, respectively.
Throughout this manuscript, N and N0 denote the sets of

positive and non-negative integers, respectively. A t-fold
Cartesian product N0 × � � � × N0 is denoted by Nt

0. Zd are
the integers modulo d, Zd ¼ f0;…; d − 1g.
States.—We consider continuous-variable states (normal-

ized vectors) in the separable infinite-dimensional Hilbert
space H ¼ L2ðRÞ. Separable Hilbert spaces, by definition,
have a Schauder or Hilbert space basis; any vector in a
separable Hilbert space can be written as

P∞
n¼0 αnjvni for

some Schauder basis fvng which is always guaranteed to
exist (see Chap. 17.1 in Ref. [125]). For concreteness, when
discussing an explicit basis, we use the standard Fock
basis on L2ðRÞ, denoted by fjnijn∈N0g. In the position
representation, a Fock state jni is ψnðxÞ ¼ hxjni ¼
ðπ−1=4= ffiffiffiffiffiffiffiffiffi

n!2n
p Þe−x2=2HnðxÞ, where Hn is the nth Hermite

polynomial. We also consider d-dimensional qudit states,
where theHilbert space isCd.We fix an orthonormal basis of
Cd and denote it as fj0i;…; jd − 1ig. Qudit states belong to
complex-projective space CPd−1, which is described more
in Appendix B 1.
m-torus and m-simplex.—The m-torus is denoted by

Tm≅ ½0;2πÞm¼ðR=2πZÞm. The unit-normalized Lebesgue
measure on Tm is given by dϕ ≔ ½1=ð2πÞm�dϕ1…dϕm.
Moreover, the m-simplex is defined as

Δm ¼
�
ðp0;…; pmÞ∈ ½0; 1�mþ1

����Xm
i¼0

pi ¼ 1

�
: ðB1Þ

Any integration over Δm can be defined using the unit-
normalized Lebesgue measure on Δm as follows:Z
Δm

fðpÞdp ¼ m!

Z
½0;1�mþ1

fðp0;…; pmÞ

× δð1 − p0 − � � � − pmÞdp0…dpm; ðB2Þ

where δ is the Dirac delta function and fðpÞ is any function
over p.

1. Measure theory

In this section, we summarize definitions and key
theorems from measure theory. We point readers to
Ref. [124] for more details. For a concise introduction to
basic concepts in measure theory, we recommend video

lectures in Ref. [126], which serves as much of the
inspiration for our summary below.
For a finite set X, the most natural way to assign a

measure (i.e., “size” or “volume”) to subsets of X is by
cardinality. However, for many applications, this method
breaks down for infinitely large sets. Intuitively speaking,
measure theory is a way to generalize the notion of
determining the size of a subset to infinitely large sets.
To begin, fix a possibly infinite set X. We denote the power
set of X by PðXÞ.
To assign generalized “volumes” to subsets of X, we are

looking for a map μ∶Σ → ½0;∞�, where Σ ⊆ PðXÞ is some
collection of subsets of X. For a subset A ⊆ X, let A∈Σ.
We assign the volume, or measure, of A in X to be μðAÞ.
Notice that the codomain of μ is the positive extended real
line ½0;∞�, which we define to be ½0;∞Þ ∪ f∞g. This
notation signifies ½0;∞Þ as the standard non-negative part
of R and f∞g as the set containing the symbol∞. In other
words, we include∞ in the codomain of the measure μ. For
all r∈ ½0;∞�, the symbol ∞ is defined by the following
three rules:

rþ∞ ≔ ∞;

r ·∞ ≔
�
0 if r ¼ 0

∞ otherwise;
∞−∞ undefined: ðB3Þ

The domain Σ of μ is the collection of all measurable
subsets of X, where a measure is assigned to each element
of Σ by μ. In particular, the collection of measurable sets
should satisfy the following.
(1) ∅; X∈Σ; i.e., a volume can be assigned to the empty

set and the whole set X.
(2) If A∈Σ, then the complement of A, Ac ¼ XnA,

should also be in Σ; i.e., if A is measurable, the
complement of A should also be measurable.

(3) If a countable collection of sets Ai are in Σ, then their
union ⋃iAi should also be in Σ.

A set Σ ⊆ PðXÞ satisfying these aforementioned properties
is called a σ-algebra.
Given a set X and a σ-algebra Σ on X, one can then

formally define a measure μ∶Σ → ½0;∞�. μ should genera-
lize the properties of volume and, therefore, must satisfy the
following two conditions.
(1) μð∅Þ ¼ 0; i.e., the empty set has zero volume.
(2) For any countable collection of pairwise disjoint sets

Aj ∈Σ, μð⋃jAjÞ ¼
P

j μðAjÞ; i.e., the volume of a
region is the sum of the volumes of its constituents.

The triplet ðX;Σ; μÞ is called a measure space. A measure μ
on X is called σ finite if X is the union of at most
countably many subsets of finite measure. In other words,
if there exists a countable collection A1; A2;…∈Σ such
that⋃jAj ¼ X and each Aj satisfies μðAjÞ < ∞, then μ is σ
finite. For example, consider X ¼ R, and Aj ¼ ðj − 1.1;
jþ 0.1Þ ∪ ð−j − 0.1;−jþ 1.1Þ. The length of each Aj is
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2.4, which is finite, and the countable union ∪j Aj ¼ R.
Hence, R with the measure μ½ða; bÞ� ¼ b − a is σ finite.
One can show that, for many cases of interest, not all

subsets can be measurable [i.e., Σ ≠ PðXÞ] if the measure is
desired to satisfy certain properties. For example, in the
case of X ¼ R, we desire the measure to have the properties
μðrþ AÞ ¼ μðAÞ for all r∈R and A ⊆ X, and μð½a; b�Þ ¼
b − a. One can prove that such a μ∶PðXÞ → ½0;∞� cannot
exist. Hence, in general, one must restrict the σ-algebra Σ to
not be the entire power set. The most important σ-algebra
on R is the Borel σ-algebra, which is the smallest σ-algebra
that contains all open sets in R equipped with the standard
topology. The most important measure on R is the
Lebesgue measure, which satisfies the two properties
above. Given the product of two σ-finite measure spaces,
one can define a unique product measure space. Using this
construction, one can construct the Lebesgue measure on
R2, and this can be reinterpreted as a Lebesgue measure
on C.
A crucial feature of measure spaces is the concept of μ

almost everywhere, often abbreviated μ-a.e. or just a.e. if
the measure is clear. A property is said to hold μ-a.e. if it is
true everywhere except on a subset that is contained inside
a subset of measure zero. For example, the rationals Q are
contained within a measurable subset of measure zero in
the realsR with respect to the Lebesgue measure. In fact,Q
is itself measurable. Therefore, the property that “r∈R is
irrational” holds a.e. with respect to the Lebesgue measure.
One important property that shows up often is f ≤ g a.e. for
two measurable functions f and g. This means that the set
fx∈XjgðxÞ > fðxÞg is contained within a measurable set
with measure zero.
Between twomeasure spaces ðX1;Σ1;μ1Þ and ðX2;Σ2; μ2Þ,

a map f∶X1 → X2 is called measurable if the preimage of
measurable sets ismeasurable,meaning thatf−1ðA2Þ∈Σ1 for
allA2 ∈Σ2. ForX2 ¼ Rwith the standardLebesguemeasure,
if a map f∶X → R is measurable, then for every r∈R the
preimage f−1ðfrgÞ ¼ fx∈X1jfðxÞ ¼ rg is measurable (see
pp. 359–360 in Ref. [124]). Intuitively, in order to integrate
over a function, we must be able to determine the measure of
the domain for which that function takes a certain value. For
example, in the case of a bump function f∶R → R, where
fðrÞ ¼ cwhenever r∈A and zerootherwise, the integral off
is defined as cμ1ðAÞ ¼ cμ1½f−1ðfcgÞ�. Therefore, we must
require that f−1ðfcgÞ be measurable.
We now briefly describe the intuition for Lebesgue

integration. For a measurable set A∈Σ, the indicator
function 1lAðxÞ is defined to be 1 if x∈A and 0 otherwise.
A simple function is any function of the form fsim ¼P

m
i¼1 αi1lAi

for each αi ∈R and Ai ∈Σ. The Lebesgue
integral of fsim is defined as

R
X fsimdμ ≔

P
m
i¼1 αiμðAiÞ.

LetS denote the set of all simple functions. For a nonsimple,
non-negative function f, the Lebesgue integral of f is
defined as a supremum over all simple functions

Z
X
fdμ ≔ sup

fsim ∈S
fsim≤f a:e:

Z
X
fsimdμ: ðB4Þ

Finally, for a general measurable function f, the
Lebesgue integral of f is defined in terms of the integral
of non-negative functions by

R
X fdμ ¼ R

X maxð0; fÞdμ −R
X maxð0;−fÞdμ and is, hence, defined only if both
maxð0; fÞ and maxð0;−fÞ are integrable, since ∞−∞ is
undefined.
A measurable function f is said to be integrable ifR

X jfjdμ is finite. One basic fact about Lebesgue integration
is that if f ≤ g almost everywhere, then

R
X fdμ ≤

R
X gdμ.

Also, the integral is linear, so that
R
Xðf þ gÞdμ ¼R

X fdμþ
R
X gdμ. Oftentimes, we include an integration

parameter for clarity. We define the notationZ
X
fðxÞdμðxÞ ≔

Z
X
fdμ: ðB5Þ

The space LtðX;Σ; μÞ is the set measurable functions
(identified if they agree almost everywhere) f∶X → R for
which

R
X jfjtdμ < ∞. Define the t-norm to be kfkt ≔	R

X jfjtdμ
�
1=t. With respect to the t-norm, LtðX;Σ; μÞ is a

Banach space. L2ðX;Σ; μÞ is a Hilbert space with respect to
the inner product hf; gi ¼ R

X fgdμ in the real case, and
similarly in the complex case but with g → ḡ. A bounded
sequence in LtðX;Σ; μÞ is a sequence of measurable maps
ðfiÞi∈N for which kfikt < M for some finite number
M∈R. When the σ-algebra and measure are clear from
context, we denote LtðX;Σ; μÞ as LtðXÞ. For example,
when L2ðRÞ is written, the σ-algebra and measure are
assumed to be the standard Borel σ-algebra and Lebesgue
measure on R.

a. Theorems and lemmas

We now state and discuss various theorems that are used
in our proofs. First, we review the Lebesgue dominated
convergence theorem (see Chap. 18.3 in Ref. [124]), which
provides a condition under which a limit can be brought
inside of an integral.
Theorem B1 (Lebesgue dominated convergence theo-

rem). Let ðX;Σ; μÞ be a measure space and ðfnÞn∈N a
sequence of measurable functions on X for which fn → f
pointwise almost everywhere on X and the function f is
measurable. Assume there is a non-negative function g that is
integrable overX and dominates the sequence ðfnÞn∈N onX
in the sense that jfnj ≤ g almost everywhere on X for all n.
Then, f is integrable overX and limn→∞

R
X fndμ ¼ R

X fdμ.
As a simple example of the Lebesgue dominated con-

vergence theorem, consider the sequence of functions
fnðxÞ ¼ e−nx

2

on R. ðfnÞn∈N converges pointwise to the
zero function, because for every fixed x, limn→∞ fnðxÞ ¼ 0.
Every fn is bounded above by gðxÞ ¼ e−x

2

for all x, and the
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integral of g over R is finite. Hence, limn→∞
R
R fndμ ¼R

R limn→∞ fndμ ¼ 0. If we instead just compute the
integral, we find that

R
R fndμ ¼ ffiffiffiffiffiffiffiffi

π=n
p

, which indeed goes
to zero as n → ∞.
Next, we state the Riesz weak compactness theorem (see

Chap. 19.5 in Ref. [124]), which forms the backbone of our
proof that continuous-variable state t-designs do not exist
for t ≥ 2.
Theorem B2 (Riesz weak compactness theorem). Let

ðX;Σ; μÞ be a σ-finite measure space. Let 1 < t < ∞ and t0
such that 1=tþ 1=t0 ¼ 1. If ðpiÞ∞i¼0 is a bounded sequence
in LtðXÞ ¼ LtðX;Σ; μÞ, then there exist a subsequence
ðpikÞ∞k¼0 of ðpiÞ∞i¼0 and a function q∈LtðXÞ for which

∀ h∈Lt0 ðXÞ∶ lim
k→∞

Z
X
pikhdμ ¼

Z
X
qhdμ: ðB6Þ

Indeed, this theorem is the main ingredient in our proof
of the nonexistence of continuous-variable t-designs.
Notice that this theorem does not hold for t ¼ 1 but rather
t > 1. This ultimately is the reason why our proof of
nonexistence of continuous-variable state t-designs holds
only for t ≥ 2. This is a nice sanity check, since Example
D4 shows explicit examples of continuous-variable state
1-designs. The proof of the Riesz weak compactness
theorem uses that LtðXÞ is a reflexive Banach space for
all 1 < t < ∞. For each such t, Lt0 ðXÞ is naturally
isomorphic to the dual space of LtðXÞ. However, L1ðXÞ
is not the dual of L∞ðXÞ. Since the Riesz weak compact-
ness theorem is so important for this work, we present a
simple example to help understand the theorem.
Example B3. Suppose ðfnÞn∈N is a sequence of func-

tions fn∶½0; 1� → R defined by fn¼
ffiffiffi
n

p
1l½0;1=n�∈L2ð½0;1�Þ,

where the indicator function 1l½a;b�ðxÞ on an interval ½a; b�
is 1 for any x in the interval and 0 elsewhere. The norm of
fn is kfnk22 ¼

R
½0;1� jfnj2dμ ¼ nμð½0; 1=n�Þ ¼ 1. Hence,

ðfnÞn∈N is a bounded sequence in L2ð½0; 1�Þ. Therefore,
there is a subsequence ðfnkÞk∈N and a function q∈L2ð½0;1�Þ
for which

∀ h∈L2ð½0; 1�Þ∶ lim
k→∞

Z
½0;1�

fnkhdμ ¼
Z
½0;1�

qhdμ: ðB7Þ

Consider the constant function h ¼ 1∈L2ð½0; 1�Þ. We
can explicitly compute the left-hand side to be
limk→∞

R
½0;1�

ffiffiffiffiffi
nk

p
1l½0;1=nk� ¼ limk→∞

ffiffiffiffiffi
nk

p
=nk ¼ 0. Similarly,

one can consider functions ha;b¼1l½a;b� for any a ≤ b∈ ½0; 1�
and compute the left-hand side to be zero for all choice of a
and b. Therefore, it must be that

R
½0;1� q1l½a;b�dμ ¼ 0 for all a

and b, meaning that q must be zero almost everywhere.
One says that the subsequence ðfnkÞ converges weakly to

0 in L2ð½0; 1�Þ. This is to be contrasted with strong
convergence. If ðfnkÞ were to converge strongly to 0 in

L2ð½0; 1�Þ, then limk→∞
R
½0;1� jfnk − 0j2dμ ¼ 0, which is

clearly not the case. It is not hard to see that the full
sequence ðfnÞ also converges weakly to 0.
Consider instead the sequence ðfnÞn∈N defined by

fn ¼ ð−1Þn. The sequence is bounded in L2ð½0; 1�Þ.
Therefore, there is a subsequence ðfnkÞk∈N that converges
weakly to a function q∈L2ð½0; 1�Þ. This example shows
why the Riesz weak compactness theorem proves only that
a subsequence weakly converges to q, as opposed to the
whole sequence. In this case, one can take the subsequence
of even n so that fn ¼ 1 or odd n so that fn ¼ −1. These
subsequences then converge weakly (and strongly) to 1 and
−1, respectively, but the full sequence ðfnÞn∈N does not
converge weakly to anything in L2ð½0; 1�Þ.
Notice that the Riesz weak compactness theorem

requires a σ-finite measure space. Thus, in order to use
the theorem, we need to be able to ensure that our measure
space is σ finite. The following lemma (see Chap. 18.2,
Proposition 9 in Ref. [124]) allows us to do this.
Lemma B4. Let ðX;Σ; μÞ be a measure space and f∶X →

½0;∞� a non-negative integrable function on X. Then f is
finite almost everywhere and the set fx∈XjfðxÞ > 0g is σ
finite.

b. Haar measure

Suppose ðG; ·Þ is a compact Hausdorff topological
group. Let Σ be the Borel σ-algebra on G, that is, the
smallest σ-algebra that contains all open sets of G. A
measure μ is called left invariant if μðAÞ ¼ μðgAÞ for all
g∈G and A∈Σ. The Haar measure on G is the unique
left-invariant measure satisfying μðGÞ ¼ 1. The finite-
dimensional unitary groupG ¼ UðdÞ is compact and, there-
fore, can be equipped with the measure μHaar satisfyingZ

UðdÞ
dμHaarðUÞ ¼ 1;Z

UðdÞ
fðUÞdμHaarðUÞ ¼

Z
UðdÞ

fðVUÞdμHaarðUÞ

¼
Z
UðdÞ

fðUVÞdμHaarðUÞ ðB8Þ

for any V ∈UðdÞ.
The Haar measure on UðdÞ induces a unitarily invariant

measure on complex-projective space CPd−1. The construc-
tion is summarized as follows [100,101,127]. The unitary
group is defined onCd with respect to an inner product. The
unit sphere S2d−1 ⊂ Cd can be viewed as an embedding into
Cd and consists of all unit-normalized vectors in Cd. The
inner product on Cd remains defined on S2d−1. The set of all
quantum states inCd isCPd−1 ≔ S2d−1=Uð1Þ. Modding out
byU(1) represents the irrelevance of a global phase factor. In
particular, S2d−1 can be viewed as a fiber bundle, withCPd−1

the base space and U(1) the fiber on top of each point in
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CPd−1. The bundle projection π∶S2d−1 → CPd−1 induces a
map between the tangent spaces π�∶TpS2d−1 → TπðpÞCPd−1

(the push-forward map). With some care, π� can be used to
construct a Hermitian metric on TCPd−1 via the inner
product on S2d−1. The real part of such a metric defines a
Riemannian metric g, which can then be used to define a
volume form, called the Fubini-Study volume form, on
CPd−1 in the usual way. By construction, the Fubini-
Study volume form is unitarily invariant with respect to
the definition of unitary via the inner product on S2d−1. In
particular, π is a Riemannian submersion, and the resulting
metric is the unique unitarily invariant metric up to scaling.
In this way, we define a unitarily invariant measure on
CPd−1. Integrals with respect to this measure are denotedR
CPd−1 fðψÞdψ . By unitary invariance,

R
CPd−1 fðUψÞdψ ¼R

CPd−1 fðψÞdψ for all U∈UðdÞ.
A (nonfinite) Haar measure can also be defined on

noncompact groups provided that they are locally compact.
We do not discuss this fact much here, other than to say that
the unitary group on L2ðRÞ, U½L2ðRÞ�, does not have a
Haar measure since it is not locally compact (see Sec. V in
Ref. [105]). Hence, there is no natural way to integrate over
all unitaries acting on the space of continuous-variable
quantum states.

2. Projector onto symmetric subspace

In this section, we summarize the analytical form of
projectors onto the symmetric subspace of a separable
Hilbert spaceH, either finite or infinite dimensional. Let St
denote a group of permutations of t elements. For any
σ ∈ St, let Wσ∶H⊗t → H⊗t denote a unitary operator that
transforms the Fock basis as follows:

Wσjn1i ⊗ � � � ⊗ jnti ¼ jnσ−1ð1Þi ⊗ � � � ⊗ jnσ−1ðtÞi: ðB9Þ

Let Πt∶H⊗t → H⊗t denote the projector onto the sym-
metric subspace of H⊗t, i.e., the subspace isomorphic to
the quotient space H⊗t=fv −Wσvjv∈H⊗t; σ ∈ Stg. Using
Wσ , Πt can be defined as follows.
Claim B5.—For each t∈N, letΠt denote a projector onto

the symmetric subspace of H⊗t. Then,

Πt ¼
1

jStj
X
σ ∈ St

Wσ: ðB10Þ

For completeness, we outline an algebraic proof of Πt. It
can also be proven using group-theoretic tools, as is shown
in, e.g., Sec. II inRef. [21], and using linear algebra, as shown
in Proposition 1 in Ref. [102]. For a complete discussion on
the symmetric projector, we refer to Harrow [102].
Proof. We denote the set of permutations of a vector

v∈H⊗t as PðvÞ ≔ fWσvjσ ∈ Stg, where Wσ is given
by Eq. (B9). Let B ¼ fjiiji∈ f1;…; dimHg be an

orthonormal basis of H and B⊗t the corresponding ortho-
normal basis of H⊗t.
As an example, suppose t ¼ 4 and v¼j1i⊗ j2i⊗ j1i⊗

j1i∈B⊗t. We use the notation v! to mean v! ¼ 3! · 1!, since
j1i occurs three times and j2i one time. Similarly, suppose
t ¼ 5 and v ¼ j5i⊗3 ⊗ j1i⊗2. Then v! ¼ 3! · 2!. One can
then verify that

B0 ¼
�

1ffiffiffiffiffiffiffiffiffiffiffi
v!jStj

p X
σ ∈ St

Wσvjv∈B⊗t

�
ðB11Þ

is an orthonormal basis of the symmetric subspace of H⊗t.
For any v∈B⊗t and u∈B0, the following holds:

hvjui ¼
ffiffiffiffiffiffiffi
v!
jStj

s
δu∈ span½PðvÞ�

¼
( ffiffiffiffiffi

v!
jStj

q
if u∈ span½PðvÞ�;

0 otherwise:
ðB12Þ

Using one-dimensional subspaces spanned by the basis
vectors in B0, the projector onto the symmetric subspace of
H⊗t can be represented as

Πt ¼
X
u∈B0

juihuj: ðB13Þ

Next, we determine the matrix elements of Πt in the basis
B. Let v; w∈B. Then,

hvjΠtjwi ¼
X
u∈B0

hvjuihujwi ðB14aÞ

¼
ffiffiffiffiffiffiffiffiffi
v!w!

p

jStj
X
u∈B0

δu∈ span½PðvÞ�δu∈ span½PðwÞ� ðB14bÞ

¼ v!
jStj

δv∈PðwÞ: ðB14cÞ

Finally, consider the matrix elements of ð1=jStjÞ
P

σ ∈ St Wσ:

hvj
�

1

jStj
X
σ ∈ St

Wσ

�
jwi ¼ 1

jStj
X
σ ∈ St

hvjWσjwi ðB15aÞ

¼ v!
jStj

δv∈PðwÞ; ðB15bÞ

which proves the claim. ▪
We now define some more notation for the matrix

elements of the symmetric projector.

IOSUE, SHARMA, GULLANS, and ALBERT PHYS. REV. X 14, 011013 (2024)

011013-18



Definition B6. For any tuples a; b∈Nt
0, define

Πtða; bÞ≡ Πtða1;…; at; b1;…; btÞ ðB16aÞ

≔
�
⊗
t

i¼1
haij

�
Πt

�
⊗
t

i¼1
jbii

�
ðB16bÞ

and define

ΛtðaÞ≡ Λtða1;…; atÞ ≔ Πtða; aÞ: ðB17Þ
For this appendix, we need some properties of Λ.

Clearly, ΛtðaÞ > 0 for all tuples a∈Nt
0. Similarly, ΛtðaÞ ¼

Λt½σðaÞ� for any σ ∈ St. Additionally, Λtða1;…; atÞ ¼
Λtða1 þ 1;…; at þ 1Þ. Finally, for a tuple b∈Nt−1

0 and
a number i∈N0, denote the direct sum as the tuple
b ⊕ ðiÞ ≔ ðb1;…; bt−1; iÞ. For any fixed b∈Nt−1

0 , there
exists anN ∈N such that for allm;m0 > N∶Λt½b ⊕ ðmÞ� ¼
Λt½b ⊕ ðm0Þ�. This means that, for example,

lim
m→∞

Λtð0;…; 0; mÞ > 0: ðB18Þ

To get a handle on these definitions and properties,
consider the example for t ¼ 2.
Example B7. In the case of t ¼ 2,

Π2 ¼
1

2
ðWð1Þð2Þ þWð12ÞÞ ¼

1

2
ð1þ SÞ; ðB19Þ

where S is the SWAP operator. We use cyclic notation for
permutations, so that (1)(2) is the identity permutation and
(12) is the other permutation in S2. One can also find Π2 by
summing over projectors onto an orthonormal set of
symmetric states, as

Π2¼ j0ij0ih0jh0jþ
�j0ij1iþ j1ij0iffiffiffi

2
p

��h0jh1jþh1jh0jffiffiffi
2

p
�

þj1ij1ih1jh1j

þ
�j0ij2iþ j2ij0iffiffiffi

2
p

��h0jh2jþh2jh0jffiffiffi
2

p
�
þ��� : ðB20Þ

Therefore,

Π2ða1; a2; b1; b2Þ ¼
1

2
ðδa1b1δa2b2 þ δa1b2δa2b1Þ; ðB21Þ

and Λ2ða1; a2Þ ¼ 1
2
ð1þ δa1a2Þ.

APPENDIX C: FINITE-DIMENSIONAL DESIGNS

1. Simplex designs

A simplex t-design, more commonly referred to as a
(positive, interior) simplex cubature rule in the literature
[4–9], is a set of points on the simplex and a weight function
that exactly integrates polynomials of degree t or less.

Definition C1 (simplex design). LetP ⊂ Δm be a finite set
andu∶P → R>0 be aweight functiononP. Letdpdenote the
standard unit normalized Lebesgue measure on the simplex.
The pair ðP; uÞ is called an m-dimensional simplex t-design
if, for all tuples a ¼ ða1;…; atÞ∈ f0; 1;…; mgt,

X
q∈P

wðqÞ
Yt
i¼1

qai ¼
Z
Δm

Yt
i¼1

paidp: ðC1Þ

The pair ðP; uÞ defines a probability ensemble, and we,
therefore, define Eq∈PgðqÞ ≔

P
q∈P wðqÞgðqÞ for any

function g.
Since the coordinates of a point on the simplex sumto1, by

summing over one of the ai on both sides, we find that a
simplex t-design is automatically a simplex (t − 1)-design.
The measure dp is proportional to δð1−p0−���−pnÞ×
dp0…dpm. For β∈Nmþ1

0 and p∈Δm, define pβ ≔Q
m
i¼0 p

βi
i . For example, if m ¼ 2 and β ¼ ð0; 2; 1Þ, then

pβ ¼ p2
1p2. Then, one can compute the moments from the

Dirichlet distribution [4]

Z
Δm

pβdp ¼ m!

ðmþ β0 þ � � � þ βmÞ!
Ym
i¼0

βi!: ðC2Þ

We list various simplex t-designs. We use the notation

fðiÞ ¼ ð0;…; 0|fflfflffl{zfflfflffl}
i

; 1; 0;…; 0|fflfflffl{zfflfflffl}
m−i

Þ; ðC3Þ

so that fðiÞj ¼ δij. In this way, a point p∈Δm is written as

p ¼ P
m
i¼0 pifðiÞ. Denote the centroid of the simplex

by c ¼ ð1=mþ 1ÞPm
i¼0 f

ðiÞ.
Theorem C2 (extremal points of the unit m-simplex form

a 1-design). Let P be the set P ¼ ffðiÞji∈ f0;…; mg and u
the constant map wðfðiÞÞ ¼ 1=ðmþ 1Þ. The pair ðP; uÞ is a
simplex 1-design.
Proof. We must prove that ð1=mþ 1ÞPm

i¼0 gðfðiÞÞ ¼
n!

R
Δm gðpÞdp for any linear polynomial gðpÞ ¼ pj. The

left-hand side is then ð1=mþ 1ÞPm
i¼0 δij ¼ 1=ðmþ 1Þ,

and the right-hand side is 1=mþ 1 by Eq. (C2). ▪
Theorem C3 (centroid of the unit m-simplex forms a

1-design). Let P be the set P ¼ fcg and u the map
uðcÞ ¼ 1. Then the pair ðP; uÞ is a simplex 1-design.
Proof. Clearly, gðcÞ ¼ 1=ðmþ 1Þ for any linear poly-

nomial gðpÞ ¼ pj. ▪
Theorem C4 (extremal points plus the centroid of the

unit m-simplex form a 2-design). Let P be the set P¼
fcg∪ ffðiÞji∈f0;…;mg and u the map defined by uðcÞ ¼
ðmþ 1=mþ 2Þ and uðfðiÞÞ ¼ ½1=ðmþ 1Þðmþ 2Þ�. Then,
the pair ðP; uÞ is a simplex 2-design.
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Proof. It suffices to prove that

mþ 1

mþ 2
gðcÞ þ 1

ðmþ 1Þðmþ 2Þ
Xm
i¼0

gðfðiÞÞ

¼ m!

Z
Δm

gðpÞdp ðC4Þ

for any quadratic polynomial gðpÞ ¼ pjpk. By Eq. (C2),
the right-hand side equals 1þ δjk=ðmþ 1Þðmþ 2Þ. The
left-hand side is

mþ1

mþ2
gðcÞþ 1

ðmþ1Þðmþ2Þ
Xm
i¼0

gðfðiÞÞ

¼ 1

ðmþ1Þðmþ2Þþ
1

ðmþ1Þðmþ2Þ
Xm
i¼0

δijδik ðC5aÞ

¼ 1þ δjk
ðmþ 1Þðmþ 2Þ ; ðC5bÞ

as desired. ▪
Theorem C5 [simplex 2-design (see Theorem 2 in Ref. [6]

and Corollary 4.1 in Ref. [7]]. Let r ¼ 1=
ffiffiffiffiffiffiffiffiffiffiffiffi
mþ 2

p
. Let

vðiÞ ¼ rfðiÞ þ ð1 − rÞc. Let P be the set P ¼ fvðiÞji∈
f0;…; mg and u the constant map uðvðiÞÞ ¼ 1=ðmþ 1Þ.
Then, the pair ðP; uÞ is a simplex 2-design.
The simplex 2-design in Theorem C5 utilizes mþ 1

points inΔm, which is, in fact, the best that can be done (see
Table 1 in Ref. [5]).

2. Torus designs

We define torus designs analogously to simplex designs.
We let T ¼ ½0; 2πÞ.
Definition C6. Let S ⊂ Tm be a finite set and v∶S → R>0

be a weight function on S. Let dϕ denote the standard unit
normalized Lebesgue measure on the torus. The pair ðS; vÞ
is called an m-dimensional torus t-design if, for all tuples
a ¼ ða1;…; atÞ∈ f1; 2;…; mgt and b ¼ ðb1;…; btÞ∈
f1; 2;…; mgt,

X
θ∈ S

vðθÞ
Yt
i¼1

eiðθai−θbi Þ ¼
Z
Tm

Yt
i¼1

eiðϕai
−ϕbi

Þdϕ: ðC6Þ

The pair ðS; vÞ defines a probability ensemble, and
we therefore define Eθ∈ Sgðeiθ1 ;…; eiθmÞ ≔ P

θ∈ S vðθÞ×
gðeiθ1 ;…; eiθmÞ for any function g.
It follows from the definition that a torus t-design is

always a torus (t − 1)-design. For example, suppose t ¼ 2,
and let a ¼ ð1; jÞ and b ¼ ð1; kÞ for any j and k. Then, it is
clear that the 2-design ðS; vÞ also satisfies the 1-design
condition. By definition, a torus t-design must match
integration on polynomials gðsÞ ¼ gðs1;…; smÞ that are
degree t in s and degree t in degree s̄. One could generalize

the definition to match integration on polynomials that are
degree t in s and degree t0 in s̄. We call the corresponding
sets ðt; t0Þ torus designs. In this way, a torus t-design is a
shorthand notation for a ðt; tÞ-design.
The definition of a torus t-design closely resembles the

definition of a trigonometric cubature rule [5]; however,
they are not equivalent. To the best of our knowledge, the
notion of general torus cubature was first proposed in
Ref. [8], where it was formulated as a generalization of
trigonometric cubature rules in terms of algebraic tori. Our
definition of a Tm t-design corresponds to the definition in
Ref. [8] of an order t cubature rule on the maximal torus
T½PSUðmþ 1Þ� ≅ Tm with an algebraic structure given by
a faithful orbit of its linear action by conjugation on the
vector space of ðmþ 1Þ × ðmþ 1Þ complex matrices.
Here, PSUðmþ 1Þ is the projective special unitary group,
which is the special unitary group SUðmþ 1Þ modulo its
center. In Appendix F, we show the equivalence of the two
definitions as well as comment on the relationship to
standard trigonometric cubature and to complete sets of
mutually unbiased bases.
We now construct various torus designs.
Theorem C7 (1-design on the m-torus). Let S be the set

S ¼ fð0; 2πq=m; 2π2q=m;…; 2πðn − 1Þq=mÞjq∈Zmg
ðC7Þ

and v the constant map vðϕÞ ¼ 1=m. Then, the pair ðS; vÞ
is an m-torus 1-design.
Proof. It is sufficient to check for gðsÞ ¼ sas̄b:

1

m

X
q∈Zm

e2πiaq=me−2πibq=m ¼ 1

m

X
q∈Zm

e2πiqða−bÞ=m¼ δab: ðC8Þ

Meanwhile,

Z
Tm

eiϕae−iϕbdϕ ¼ 1

ð2πÞ2
Z
T2

eiðϕa−ϕbÞdϕadϕb ¼ δab: ðC9Þ

▪
Theorem C8 [t-design on the m-torus (concatenation of

t-designs on each factor of S1)]. Let S be the set

S ¼ fð2πd1=ðtþ 1Þ; 2πd2=ðtþ 1Þ;…;

2πdm=ðtþ 1ÞÞjd∈Zm
tþ1g ðC10Þ

and v the constant map vðϕÞ ¼ ðtþ 1Þ−m. Then, the pair
ðS; vÞ is an m-torus t-design.
Proof. It is sufficient to check for gðsÞ ¼

sa1…sat s̄b1…sbt :
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1

ðtþ 1Þm
X

d∈Zm
tþ1

exp

�
2πi
tþ 1

ðda1 þ � � � þ datÞ
�

× exp

�
−

2πi
tþ 1

ðdb1 þ � � � þ dbtÞ
�

¼
�
1 if a is a permutation of b;

0 otherwise:
ðC11Þ

Meanwhile,Z
Tm

eiðϕa1
þ���þϕat Þe−iðϕb1

þ���þϕbt Þdϕ

¼
�
1 if a is a permutation of b;

0 otherwise:
ðC12Þ

▪
Theorem C9 (efficient 2-design on the m-torus).

Define p to be the smallest prime number strictly
larger than maxð2; mÞ [by the prime number theorem,
p∈Oðmþ logmÞ]. Let S be the set

S ¼ fð0; 2πðq1 þ q2Þ=p; 2πð2q1 þ 4q2Þ=p;…;

2πððm − 1Þq1 þ ðm − 1Þ2q2Þ=pÞjq1 ∈Zp; q2 ∈Zpg
ðC13Þ

and v the constant map vðϕÞ ¼ 1=p2. Then, the pair ðS; vÞ
is an m-torus 2-design.
Proof. It suffices to prove thatZ

Tm
eiðϕiþϕj−ϕk−ϕlÞdϕ ¼ 1

p2

X
θ∈ S

eiðθiþθj−θk−θlÞ: ðC14Þ

The right-hand side is

1

p2

X
θ∈ S

eiðθiþθj−θk−θlÞ

¼ 1

p2

X
q1;q1 ∈Zp

eð2πi=pÞq1ðiþj−k−lÞeð2πi=pÞq2ði2þj2−k2−l2Þ

ðC15aÞ

¼ δiþj;kþlδi2þj2;k2þl2 ðC15bÞ

¼
�
1 if i ¼ l ∧ j ¼ k or i ¼ k ∧ j ¼ l;

0 otherwise;
ðC15cÞ

where we use Lemma C10 in the last line. The left-hand
side is

Z
Tm

eiðϕiþϕj−ϕk−ϕlÞdϕ

¼ 1

ð2πÞm
Z
½0;2π�m

eiðϕiþϕj−ϕk−ϕlÞdϕ1…dϕm ðC16aÞ

¼
�
1 if i ¼ l ∧ j ¼ k or i ¼ k ∧ j ¼ l;

0 otherwise;
ðC16bÞ

which is equal to the right-hand side. ▪
The torus 2-design in Theorem C9 utilizes what

Ref. [128] calls the “ax2 þ bx construction” that is utilized
in constructions of complete sets of mutually unbiased
bases. From Ref. [17], it is known that such sets form
complex-projective 2-designs. Hence, we can now under-
stand the ax2 þ bx construction as a torus 2-design. The
ax2 þ bx construction utilizes the following Diophantine
system.
Lemma C10. Let Fp be the finite field with p elements

for an odd prime p. Let F be either Fp or Z, and let
addition, multiplication, and equality be with respect to F
[e.g., for F ¼ Fp, a ¼ b is the same as a≡ b mod p]. The
Diophantine system of equations

aþ b ¼ cþ d; a2 þ b2 ¼ c2 þ d2 ðC17Þ

is solved only by solutions of the form

ða ¼ cÞ ∧ ðb ¼ dÞ or ða ¼ dÞ ∧ ðb ¼ cÞ: ðC18Þ

Proof. Plugging the first equation into the second
equation, we find that ðcþ d − aÞ2 þ b2 ¼ c2 þ d2.
Simplifying yields ab ¼ cd. If b ¼ 0, then either c or d
must equal zero, so that the solution is of the desired form.
If b ≠ 0, then

abþ b2 ¼ bcþ bd; ðC19aÞ

cdþ b2 ¼ bcþ bd; ðC19bÞ

ðd − bÞðc − bÞ ¼ 0: ðC19cÞ

Therefore, either b ¼ c or b ¼ d. Along with aþ b ¼
cþ d, this proves the claim. ▪
Theorem C9 can be generalized to the case where we

allow p to be any positive integer power of a prime, because
Lemma C10 can be generalized to the case of any Galois
(finite) field.
Anm-torus 1-design trivially requires at leastm elements.

To conclude this subsection, we show that an m-torus
2-design requires at least mðm − 1Þ þ 1 elements.
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Proposition C11. Let ðS; vÞ be a Tm 2-design. Then,
jSj > mðm − 1Þ.
Proof. The torus 2-design condition can be expressed as

follows. Let

Γ ¼ fð0;…; 0Þ; ð1;−1; 0;…; 0Þ; ð1; 0;−1; 0;…; 0Þ;…;

ð−1; 1; 0;…; 0Þ;…; ð0;…; 0;−1; 1Þg ðC20Þ

so that jΓj ¼ mðm − 1Þ þ 1. Let each ϕ∈ S label a
basis element of V ≔ CjSj so that fjϕijϕ∈ Sg is an
orthonormal basis of V. Then, for k∈Γ, define jki ¼P

ϕ∈ S

ffiffiffiffiffiffiffiffiffiffi
vðϕÞp

eik·ϕjϕi. The 2-design condition is summed
up by hkjk0i ¼ δkk0. Hence, fjkijk∈Γgmust be orthonormal
in V, meaning that jΓj ≤ dimV ¼ jSj. ▪

3. Complex-projective Haar integral

For integration over the set of d-dimensional qudit states
CPd−1, one finds [19,21]Z

CPd−1
ðjψihψ jÞ⊗tdψ ¼ ΠðdÞ

t

TrΠðdÞ
t

; ðC21Þ

where dψ denotes the unitarily invariant Fubini-Study
volume form on the complex-projective space CPd−1

and ΠðdÞ
t ∶ðCdÞ⊗t → ðCdÞ⊗t is the projector onto the sym-

metric subspace of ðCdÞ⊗t defined in Definition B6 (see
Secs. 4.5, 4.7, and 7.6 in Ref. [100] and Example 8.8 in
Ref. [101]). We begin by showing this equality.
Each jψi lives in the finite-dimensional Hilbert space

H ¼ Cd. For any integer t, the tensor productH⊗t splits up
into a direct sum of the symmetric and antisymmetric
subspaces of H⊗t, so that H⊗t ≅ Hsym

t ⊕ Hasym
t . Consider

the representation of the group of unitaries acting on H,
ρ∶UðHÞ → UðH⊗tÞ, defined by U ↦ U⊗t. The subspaces
Hsym

t and Hasym
t are invariant under ρ. One can see this by

noting that, for any unitaryU, ρðUÞHðaÞsym
t ¼ HðaÞsym

t , since
U⊗t acts symmetrically on the tensor product factors.
Therefore, the representation ρ can be decomposed into a
direct sum of irreducible representations onHsym

t andHasym
t .

We can now invoke Schur’s lemma, which states that if a
nonzero operatorM on an irrep space commutes with every
element of that irrep, then M is proportional to the identity
on that irrep space. In our case, M ¼ R

CPd−1ðjψihψ jÞdψ .
The irrep space of interest is Hsym

t . The elements of the
irrep are unitariesU⊗t. Because of the unitary invariance of
the Fubini-Study metric, one finds that M commutes with
all unitaries of the form U⊗t. Therefore, by Schur’s lemma,
M must be proportional to the identity on Hsym

t , which is

precisely ΠðdÞ
t . Finally, the Fubini-Study volume measure is

normalized such that the volume of CPd−1 is unity. Hence,
TrM ¼ 1, meaning that the proportionality constant must

be 1=TrΠðdÞ
t .

Next, we discuss integration over CPm with respect to
the Fubini-Study volume form where m ¼ d − 1 and show
that it can be expressed as integration over a flat simplex
and a flat torus. For a formal treatment of this fact, see
Secs. 4.5, 4.7, and 7.6 in Ref. [100] and Example 8.8 in
Ref. [101]. One first constructs the Fubini-Study volume
form (see Appendix B 1). Then, one constructs a coordinate
transformation mapping the simplex cross the torus to a
coordinate patch of CPm. Pulling back the volume form
along this coordinate transformation yields the volume
form on the simplex cross the torus.
Here, we instead give an informal treatment. Define p0 ¼

1 −
P

m
i¼1 pi and ϕ0 ¼ 0. Then, the pi and ϕi parametrize a

quantum state
ffiffiffiffiffi
p0

p j0i þP
m
i¼1

ffiffiffiffiffi
pi

p
eiϕi jii. To define a valid

state, the p are elements of the probability simplex Δm ¼
fp ¼ ðp0;…; pmÞ∈ ½0; 1�mþ1jPm

i¼0 pi ¼ 1g and the ϕ are
elements of the torus Tm ¼ ½0; 2πÞm. We denote the
Lebesgue measure on Δm by dp ¼ Q

i dpi and on Tm by
dϕ ¼ Q

m
i¼1 dϕi. One can easily perform the integration over

the simplex and torus to find that ½m!=ð2πÞm�dpdϕ is a
normalized volume measure such that volðΔm × TmÞ ¼ 1.
Consider a quantum state inCmþ1 parametrized by αi ∈C as
jψi ¼ P

m
n¼0 αnjni; the natural measure is d2α0…d2αm.

Applying the polar coordinate transformation αn ¼ffiffiffiffiffiffi
pn

p
eiϕn and keeping track of Jacobian factors, the measure

becomes proportional to dpdϕ.
In conclusion, we have determined thatZ

CPm
ðjψihψ jÞ⊗tdψ ¼ m!

ð2πÞm
Z
Δm×Tm

ðjp;ϕihp;ϕjÞ⊗tdpdϕ;

ðC22Þ

where

jp;ϕi ¼ ffiffiffiffiffi
p0

p j0i þ
Xm
j¼1

ffiffiffiffiffi
pj

p
eiϕj jji: ðC23Þ

4. Complex-projective designs from simplex
and torus designs

For finite d, an ensemble E over CPd−1 is a complex-
projective t-design if

E
jψi∈ E


ðjψihψ jÞ⊗t
� ¼ Z

CPd−1
ðjψihψ jÞ⊗tdψ : ðC24Þ

Again let m ¼ d − 1. The characterization of the integral
over CPm given in Eq. (C22) motivates the construction of
complex-projective designs via constructions of simplex
and torus designs. Such a construction was also noted in
Theorem 4.1 in Ref. [8]. In particular, Eq. (C22) consists of

a product of integrals of the form m!
R
Δm

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiQ
2t
i¼1 pji

q
dp

and ½1=ð2πÞm� RTm exp


i
P

t
i¼1ðϕji − ϕjtþi

Þ�dϕ. The latter
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integral can be evaluated by a t-design on the torus and is
equal to 1 whenever

P
t
i¼1ðϕji − ϕjtþi

Þ ¼ 0 regardless of ϕ
and zero otherwise. In other words, it is nonzero only when
the ji’s are paired. But when the ji’s are paired, the termffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

2t
i¼1 pji

q
becomes a monomial of degree t in p. Hence,

the resulting integral can be evaluated with a simplex
t-design. We summarize with the following theorem.
Theorem C12. Let P be a t-design on the m-simplex Δm,

meaning that P is an ensemble over Δm such that

E
q∈P

½gðqÞ� ¼
Z
Δm

gðpÞdp ðC25Þ

for any polynomial gðpÞ ¼ gðp0;…; pmÞ of degree less
than or equal to t. Similarly, let S be a t-design on the
m-torus Tm, meaning that S is an ensemble over Tm

such that

E
θ∈ S

½gðeiθ1 ;…; eiθmÞ� ¼
Z
Tm

gðeiϕ1 ;…; eiϕmÞdϕ ðC26Þ

for any polynomial gðsÞ ¼ gðs1;…; smÞ of degree t in s and
degree t in s̄. Then, D ¼ P × S is a t-design on CPm,
meaning that

E
ðp;ϕÞ∈D


ðjp;ϕihp;ϕjÞ⊗t
�¼ Z

CPm
ðjψihψ jÞ⊗tdψ ; ðC27Þ

with jp;ϕi ≔ P
m
j¼0

ffiffiffiffiffipj
p eiϕj jji.

We can state this in terms of weight functions as follows.
Let ðP; uÞ be a Δd−1 t-design and ðS; vÞ be a Td t-design.
Define D ≔ fjp;ϕijp∈P;ϕ∈ Sg and

wðjp;ϕiÞ ≔ uðpÞ
X
ϕ0 ∈ S st

jp;ϕi¼jp;ϕ0i

vðϕ0Þ: ðC28Þ

Then ðD;wÞ is a CPd−1 t-design. Morally, wðjp;ϕiÞ is
essentially uðpÞvðϕÞ. However, the map ðp;ϕÞ ↦ jp;ϕi is
not bijective; specifically, if p is on the boundary ∂Δd−1,
then for any ϕ there are many ϕ0 satisfying jp;ϕi ¼ jp;ϕ0i.
Therefore, the definition of w must be modified accord-
ingly, as is done in Eq. (C28).

We now construct explicit complex-projective designs
by concatenating simplex and torus designs given in
Appendixes C 1 and C 2. For this subsection, we use the
following notation for complex-projective t-designs. Fix a set
D ⊂ CPm of points inCPm, and letw∶D → R>0 be aweight
function. The pair ðD;wÞ is a complex-projective t-design ifX

jξi∈D

wðjξiÞðjξihξjÞ⊗t ¼
Z
CPm

ðjψihψ jÞ⊗tdψ : ðC29Þ

Construction 1.—Combining the simplex 2-design from
Theorem C4 and the torus 2-design from Theorem C9, we

find that, for any m∈N0, the pair ðD;wÞ is a complex-
projective 2-design, where p is the smallest prime number
strictly larger than maxð2; mÞ, D is the set

D ¼ fjiiji∈ f0;…; mg ∪ fjq1; q2ijq1; q2 ∈Zpg; ðC30Þ

and w∶D → R>0 is the map defined by wðjiiÞ ¼ ½1=ðmþ
1Þðmþ 2Þ� and wðjq1; q2iÞ ¼ ½mþ 1=ðmþ 2Þp2�. By the
prime number theorem, p∈Oðmþ logmÞ. Here, jq1;q2i≔
ð1= ffiffiffiffiffiffiffiffiffiffiffi

mþ1
p ÞPm

j¼0e
2πiðq1jþq2j2Þ=pjji. When mþ 1 is prime,

this reduces to the well-known complete set of mutually
unbiased bases given in Ref. [129] (indeed, this can be
generalized to whenever d ¼ mþ 1 is a prime power). For
prime d, this complex-projective design is uniformly
weighted. However, for nonprime d, the weights are not
uniform.
Construction 2.—We can construct a uniformly

weighted complex-projective 2-design for all m that uses
p2ðmþ 1Þ points by combining the simplex 2-design from
Theorem C5 and the torus 2-design from Theorem C9.
Define r ¼ 1=

ffiffiffiffiffiffiffiffiffiffiffiffi
mþ 2

p
and the state

jl; q1; q2i ≔
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ rm
mþ 1

r
e2πiðq1lþq2l2Þ=pjli

þ
ffiffiffiffiffiffiffiffiffiffiffiffi
1 − r
mþ 1

r X
j≠l

e2πiðq1jþq2j2Þ=pjji; ðC31Þ

the set

D ¼ fjl; q1; q2ijl∈ f0;…; m; q1; q2 ∈Zpg; ðC32Þ

and the constant map wðjl; q1; q2iÞ ¼ ðnþ 1Þ−1p−2. Then,
the pair ðD;wÞ is a complex-projective 2-design.
One can also construct a complex-projective ≥ 3-design

for all n by combining the simplex designs given in
Refs. [8,9] with the torus design given in Theorem C8.
We note that if one relaxes the requirement that the

weights be non-negative, then one can construct signed
complex-projective designs by using signed simplex and
torus designs. For example, simple and explicit simplex
signed t-designs are given for all odd t in Theorem 4 in
Ref. [130]. We leave this for future work.

5. Simplex designs from complex-projective designs

In this subsection, we discuss the opposite direction to
Theorem C12, namely, that complex-projective t-designs
give rise to simplex t-designs via the projection π∶CPm →
Δm defined by jψi ↦ ðjh0jψij2;…; jhmjψij2Þ. Such a con-
struction was also pointed out in Refs. [8,103]. This is the
first step in our proof of the nonexistence of continuous-
variable (t ≥ 2)-designs.We show that a continuous-variable
design gives rise to an infinite-dimensional analog of a
simplex design via a lemma analogous to Lemma C13 and
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then show that such infinite-dimensional simplex designs do
not exist for t ≥ 2. Hence, it is useful to discuss the finite-
dimensional case first.
Lemma C13. LetD be a t-design onCPm. Then πðDÞ is a

t-design on Δm.
Proof. Since D is a design on CPm, which satisfies by

definition

E
jξi∈D

½ðjξihξjÞ⊗t� ¼
Z
CPm

ðjψihψ jÞ⊗tdψ ðC33aÞ

¼
Z
Δm×Tm

ðjp;ϕihp;ϕjÞ⊗tdpdϕ; ðC33bÞ

where the last line comes from Eq. (C22), sandwiching this
equation by ha1j…hatj and ja1i…jati, we find

E
jξi∈D

½jha1jξij2…jhatjξij2�

¼
Z
Δm×Tm

pa1…patdpdϕ; ðC34Þ

and, hence,

E
q∈ πðDÞ

½qa1…qat � ¼
Z
Δn

pa1…patdp: ðC35Þ

Therefore, the ensemble πðDÞ matches the integral over Δn

for degree t monomials and, thus, by linearity matches for
all polynomials of degree t or less. ▪
In terms of weight functions, we can write this as

follows. Let π−1 denote the preimage of π. If ðD;wÞ is a
CPm t-design, then ðπðDÞ; uÞ is a Δm t-design, where

u∶ πðDÞ → R>0;

p ↦
X

ψ ∈ π−1ðpÞ
wðψÞ: ðC36Þ

Lemma C13 tells us thatZ
Δn

pa1…patdp ¼ 1

TrΠðdÞ
t

ha1j…hatjΠðdÞ
t ja1i…jati

¼ 1

TrΠðdÞ
t

ΛðdÞ
t ða1;…; atÞ; ðC37Þ

where recall that ΛðdÞ
t andΠðdÞ

t are defined in Definition B6.
One can then define an infinite-dimensional simplex design
analogously to how we define continuous-variable designs
in Definition D2. In particular, to get something well
defined in the infinite limit, we remove the TrΠt normali-
zation, and we replace the E by an integral over an arbitrary
measure space.
Definition C14 (infinite-dimensional simplex t-design).

Let ðX;Σ; μÞ be a measure space, and fix an integer t∈N.

Let p ¼ ðpiÞi∈N0
be a sequence of measurable maps

pi∶X → ½0; 1�. IfX
i∈N0

piðxÞ ¼ 1 μ-a.e. in X ðC38Þ

and

∀ a∈Nt
0∶

Z
X

Yt
j¼1

pajðxÞdμðxÞ ¼ ΛtðaÞ; ðC39Þ

then ½ðX;Σ; μÞ; p� is an infinite-dimensional simplex
t-design.
In this definition, Λt is defined in terms of Πt∶H⊗t →

H⊗t given in Definition B6, and H is an infinite-
dimensional separable Hilbert space, e.g., L2ðRÞ. In the
next subsection, we show in Lemma D6 that, without loss
of generality, the measure space for an infinite-dimensional
simplex-design design can be taken to be σ finite. Then, in
Lemma D7, we show that no infinite simplex t-designs
exist for any t ≥ 2.
Example C15 (infinite-dimensional simplex 1-design).

When t ¼ 1, we have that Λ1ðaÞ ¼ 1 for any a∈N0. We
have many infinite-dimensional simplex 1-designs. For
example, let X ¼ N0, Σ ¼ PðXÞ, and μ be the standard
counting measure μðAÞ ¼ jAj. Finally, for x∈X, let
paðxÞ ¼ δax. Then,Z

X
paðxÞdμðxÞ ¼

X
x∈N0

δax ¼ 1 ¼ Λ1ðaÞ; ðC40Þ

as desired.

6. Constrained complex-projective integration

We now briefly describe one consequence of the for-
malism developed so far. This subsection is essentially
unrelated to the rest of the paper but interesting nonethe-
less. We sketch the consequence with an example using the
number operator, though we note that it can be generalized.
Define the number operator n̂ by n̂jni ¼ njni. Consider

the constraint on jψi∈CPd−1 that hψ jn̂jψi ¼ N for some
constant N . Since the constraint is diagonal in the chosen
basis, it acts on only the simplex part of CPd−1. In
particular, while integration over CPd−1 involves integra-
tion over the simplex Δd−1, integration over CPd−1 with the
constraint that hψ jn̂jψi ¼ N involves integration over the
simplex Δ̃d−2, where

Δ̃d−2 ≔
�
p∈Δd−1

����Xd−1
n¼0

npn ¼ N
�
: ðC41Þ

Recall from the Krein-Milman theorem that any compact
convex subset of Euclidean space is the convex hull of its
extremal points. The simplex Δd−1 is the convex hull of its
d extremal points ð1; 0;…; 0Þ, ð0; 1;…; 0Þ,…, ð0; 0;…; 1Þ.
The simplex Δ̃d−2 is also the convex hull of its d − 1

IOSUE, SHARMA, GULLANS, and ALBERT PHYS. REV. X 14, 011013 (2024)

011013-24



extremal points, but its extremal points are more compli-
cated and depend onN . In particular, we let bðiÞ denote the
ith extremal point of Δ̃d−2, so that bðiÞ ¼ ðbðiÞ0 ;…; bðiÞd−1Þ.
Then, it is easy to check that the extremal points are

bðiÞj ¼
( ð1 − N

iþ1
Þδj0 þ N

iþ1
δj;iþ1 if iþ 1 ≥ N ;

ð1 − N−i−1
d−i−2 Þδj;iþ1 þ N−i−1

d−i−2 δj;d−1 if iþ 1 ≤ N ;

ðC42Þ

where i∈ f0;…; d − 2g and j∈ f0;…; d − 1g.
It then follows, analogously to Theorem C12, that a

t-design on the constrained CPd−1 space can be con-
structed from t-designs on Δ̃d−2 and Td. Furthermore,
the simplex Δ̃d−2 can be parametrized via baryocentric
coordinates in terms of the standard simplex Δd−2. In
particular, a point in Δd−2 defines a particular convex
combination of the extremal points of Δ̃d−2, which gives a
point in Δ̃d−2. Therefore, one can compute the integral

R
CPd−1 ðjψihψ jÞ⊗tδðN − hψ jn̂jψiÞdψ up to proportionality
by using simplex and torus designs. We note that such a
construction does not work if the δðN − hψ jn̂jψiÞ con-
straint is replaced with ΘðN − hψ jn̂jψiÞ, where Θ is the
Heaviside step function. This is for a slightly subtle reason.
The δ constraint results in a measure on Δ̃d−2 that is, up to
proportionality, the standard Lebesgue measure. On the
other hand, the Θ constraint results in a more complicated
measure, and, indeed, this measure mixes the contributions
of the torus and the simplex in the integral. As such, the
resulting integral is no longer over a simple product of a
simplex and torus but rather over a more complicated
combination of the two.
The δ constraint that fixed hψ jn̂jψi ¼ N is interesting

nonetheless. By using any of the simplex 1- and 2-designs
from Appendix C 1 and any of the torus 1- and 2-designs
from Appendix C 2, we can compute the following inte-
grals, up to proportionality, in terms of the extremal
points bðiÞ:

Z
CPd−1

jψihψ jδðN − hψ jn̂jψiÞdψ ∝
1

d − 1

Xd−1
k¼0

jkihkj
Xd−2
j¼0

bðjÞk ; ðC43Þ

Z
CPd−1

ðjψihψ jÞ⊗2δðN − hψ jn̂jψiÞdψ ∝
1

dðd − 1Þ
Xd−2
i;j¼1

ð1þ δijÞ
� Xd−1
k1;k2¼1

bðiÞk1 b
ðjÞ
k2
ðjk1ijk2ihk1jhk2j þ jk1ijk2ihk2jhk1jÞ

þ
Xd−1
k¼1

bðiÞk bðjÞk jkijkihkjhkj
�
: ðC44Þ

If we, for example, fix N ¼ 1, then the result isZ
CPd−1

jψihψ jδð1 − hψ jn̂jψiÞdψ ∝
�
1 −

Hd−1

d − 1

�
j0ih0j þ 1

d − 1

Xd−1
k¼1

1

k
jkihkj; ðC45Þ

where Hd−1¼
P

d−1
k¼11=k is the (d − 1)th harmonic number.

APPENDIX D: CONTINUOUS-VARIABLE
DESIGNS

In extending the definition of complex-projective
designs to the infinite-dimensional case of continuous
variables, one encounters the issue that TrΠt is not finite.
Hence, in accordance with the definition of continuous-
variable designs given in Ref. [51], we remove the trace in
the denominator of Πt=TrΠt and replace the equality with a
proportionality. By a simple rescaling of the ensemble, the
proportionality constant can be made arbitrary. Thus, we
can, in fact, keep the equality. We are, therefore, tempted to
define a continuous-variable t-design as an ensemble E
satisfying

“E
E


ðjψihψ jÞ⊗t
� ¼ Πt:” ðD1Þ

However, since TrΠt is infinite, it follows that the ensemble
E must not be compact, making EE ill defined. We,
therefore, replace the expectation value with an integral
over an arbitrary measure space ðX;Σ; μÞ. Here, X is a set, Σ
is a σ-algebra on X, and μ∶Σ → R≥0 ∪ f∞g is a measure
on X. Finally, we arrive at the precise definition of a
continuous-variable t-design on L2ðRÞ.
Definition D1 (continuous-variable state t-design).

Let X ⊂ L2ðRÞ, ðX;Σ; μÞ be a measure space, and fix a
positive integer t∈N. Let Πt∶L2ðRÞ⊗t → L2ðRÞ⊗t be as in
Definition B2. IfZ

X
ðjψihψ jÞ⊗tdμðψÞ ¼ Πt; ðD2Þ
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where we use the weak (Pettis) integral, then ðX;Σ; μÞ is a
continuous-variable state t-design. Hence, we require a
design to satisfyZ
X

�Yt
i¼1

haijψihψ jbii
�

dμðψÞ ¼ Πtða1;…; at; b1;…; btÞ

ðD3Þ

for all tuples a; b∈Nt
0.

The motivation for this definition of continuous-variable
state designs is summarized in Fig. 1. An alternative
characterization of continuous-variable state designs is
given in Appendix D 5. If one is familiar with weighted
complex-projective designs, as defined in, e.g., Ref. [19],
then one can imagine that the measure μ is a Lebesgue-
Stieltjes measure coming from a weight function. For the
purposes of designs, the weak (Pettis) integral is more
natural than the strong (Bochner) integral, because we are
generally interested in averaged functions of ψ . Ultimately,
we prove that continuous-variable t-designs do not exist for
t ≥ 2, which immediately implies the result for the case of
the strong integral as well.
By parametrizing states in L2ðRÞ with polar coordinates,

one can arrive at an equivalent definition of continuous-
variable t-designs.
Definition D2 (continuous-variable state t-design). Let

X be an arbitrary set and ðX;Σ; μÞ be a measure space, and
fix an integer t∈N. Let p ¼ ðpiÞi∈N0

and ϕ ¼ ðϕiÞi∈N0
be

sequences of measurable maps pi∶X→ ½0;1� and ϕi∶X→R
satisfying

P
i∈N0

piðxÞ ¼ 1 for almost all x∈X. Define the
state jpðxÞ;ϕðxÞi∈L2ðRÞ by

jpðxÞ;ϕðxÞi ≔
X
n∈N0

ffiffiffiffiffiffiffiffiffiffiffiffi
pnðxÞ

p
eiϕnðxÞjni: ðD4Þ

Let Πt∶L2ðRÞ⊗t → L2ðRÞ⊗t be as in Definition B2. IfZ
X
ðjpðxÞ;ϕðxÞihpðxÞ;ϕðxÞjÞ⊗t dμðxÞ ¼ Πt; ðD5Þ

wherewe use theweak (Pettis) integral, then ½ðX;Σ; μÞ; p;ϕ�
is a continuous-variable state t-design. Hence, we require a
design to satisfyZ

X

�Yt
i¼1

haijpðxÞ;ϕðxÞihpðxÞ;ϕðxÞjbii
�

dμðxÞ

¼ Πtða1;…; at; b1;…; btÞ ðD6Þ

for all tuples a; b∈Nt
0.

Definition D2 is a more operationally useful definition
for our purposes, but we emphasize that Definitions D1 and
D2 are equivalent definitions, where the latter is simply a
different parametrization of the former.

Proposition D3. Definitions D1 and D2 are equivalent
definitions.
Proof. For any jψi coming from the first definition, we

get the sequences p and ϕ for the second definition as
pn ¼ jhnjψij2 and ϕn ¼ arghnjψi. One can then normalize
each pi by piðxÞ → piðxÞ=

P
i piðxÞ and then absorb a

factor of ðPi piðxÞÞt into the measure.
Conversely, for any measure space and sequences p and

ϕ coming from the second definition, we get the measure
space ½X ⊂ L2ðRÞ;Σ; μ� for the first definition, since the
parametrization defines states in L2ðRÞ. ▪
We include Definition D1 since it closer matches

the standard definition of a weighted complex-projective
design. In light of Proposition D3, henceforth we use
Definition D2. To become better acquainted with this
definition, consider the following example of a continuous-
variable state 1-design.
Example D4 (continuous-variable state 1-designs).

Consider the measure space where X ¼ N0, Σ is the
power-set PðXÞ, and μ is the standard counting measure
on N0. Let pn∶x ↦ δnx, and ϕn∶x ↦ 0. Then,Z

X
jpðxÞ;ϕðxÞihpðxÞ;ϕðxÞjdμðxÞ

¼
X
x∈N0

jn ¼ xihn ¼ xj ¼ Π1; ðD7Þ

where note that Π1 ¼ 1. Hence, this is an example of a
continuous-variable state 1-design.
Similarly, considerR>0 with the standard Borel σ-algebra

and Lebesgue measure. Consider also ½0; 2πÞ with the
normalized Lebesgue measure. Let ðX;Σ; μÞ be the unique
product measure space for X ¼ R>0 × ½0; 2πÞ. For an
element x∈X, notate x¼ðr;θÞ, for r∈R>0 and θ∈½0;2πÞ.
Let pn∶ðr;θÞ↦e−rrn=n! and ϕn∶ðr; θÞ ↦ θn. Then,Z

X
jpðxÞ;ϕðxÞihpðxÞ;ϕðxÞjdμðxÞ

¼ 1

2π

X
n;m∈N0

jnihmj
Z

∞

0

dr
Z

2π

0

dθeiθðn−mÞe−r
rn=2þm=2ffiffiffiffiffiffiffiffiffiffi

n!m!
p

ðD8aÞ

¼
X
n∈N0

jnihnj
Z

∞

0

dre−r
rn

n!
ðD8bÞ

¼
X
n∈N0

jnihnj ¼ Π1; ðD8cÞ

giving another example of a 1-design. This 1-design is more
commonly written asZ

jαihαj d
2α

π
¼ 1; ðD9Þ
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where d2α ¼ dReα dImα and jαi is a coherent state.
Namely, coherent states form an overcomplete frame.
We emphasize that this definition completely sidesteps

the issue that one cannot define a finite Haar measure on
U½L2ðRÞ� since it is not a compact group and, indeed, not
even a locally compact group (see Sec. V in Ref. [105]). See
Fig. 1 for a visualization. The issue is sidestepped by never
considering the integral over all states in L2ðRÞ. Instead, we
note that the integral over all states for a finite-dimensional
Hilbert space gives a finite-dimensional Πt, and we extend
the definition of a design to the infinite-dimensional case
by extending Πt to the infinite-dimensional space L2ðRÞ.
This is exactly the approach that was taken in Refs. [51,57].
Alternatively, in Appendix D 5, we do explicitly con-
sider integration over the infinite-dimensional space
C∞ ⊃ L2ðRÞ.

1. Nonexistence of continuous-variable state designs

It has been shown that no set of Gaussian states can form
a continuous-variable 2-design [51]. We extend this result
to show that there do not exist continuous-variable
t-designs for any t > 1. We emphasize that our proof, in
fact, works for any separable Hilbert space H, not just
L2ðRÞ, since it assumes only the existence of a countable
orthonormal basis.
Theorem D5. No continuous-variable state or unitary

t-designs exist for any integer t ≥ 2.
Theorem D5 is an immediate consequence of Lemmas

D6 and D7 below. Figure 3 provides an overview of the
proof. We recommend reading this section first, keeping
in mind the specific example of t ¼ 2, where the explicit
form of Π2 and Λ2 are given in Example B7. After
understanding this case, the extension to arbitrary t ≥ 2
is straightforward.
To begin, we show that existence of continuous-variable

state t-designs implies existence of simplex t-designs.
Lemma D6. If a continuous-variable t-design exists, then

there exists a σ-finite measure space ðX;Σ; μÞ and a

sequence p ¼ ðpiÞ∞i¼0 of measurable maps pi∶X → ½0; 1�
satisfying X∞

i¼0

piðxÞ ¼ 1 μ-a:e: in X ðD10Þ

and

∀ a∈Nt
0∶

Z
X

Yt
i¼1

paiðxÞdμðxÞ ¼ ΛtðaÞ: ðD11Þ

Proof. Suppose a continuous-variable state t-design
exists. Then, Eq. (D6) holds for all tuples a; b∈Nt

0, and
p satisfies Eq. (D10) by Definition D2. Indeed, Eq. (D10) is
simply the requirement that the quantum states be normal-
ized. Plugging in a ¼ b and ΛtðaÞ ¼ Πtða; aÞ by defini-
tion, we get

ΛtðaÞ ¼
Z
X

�Yt
i¼1

haijpðxÞ;ϕðxÞihpðxÞ;ϕðxÞjaii
�
dμðxÞ

ðD12aÞ

¼
Z
X

Yt
i¼1

jhaijpðxÞ;ϕðxÞij2dμðxÞ ðD12bÞ

¼
Z
X

Yt
i¼1

paiðxÞdμðxÞ: ðD12cÞ

Therefore, the measure space and sequence p satisfy
Eqs. (D10) and (D11). The only remaining thing to show
is that X can be σ finite.
Consider the function f ¼ pt

i whose codomain is clearly
[0, 1]. By Eq. (D11), 0 <

R
X fdμ < ∞. Hence, by Lemma

B4, the preimage f−1fð0; 1�g ¼ p−1
i fð0; 1�g is a σ-finite

set. Since a countable union of σ-finite sets is σ finite, it
must be that Y ≔ ⋃∞

i¼0p
−1
i fð0; 1�g is σ finite (also recall

that any σ-finite set is measurable). The set XnY is equal to

FIG. 3. An outline of the proof of the non-existence of continuous-variable t-designs for t ≥ 2.
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⋂∞
i¼0 p

−1
i ðf0gÞ. Equation (D10) is required to hold almost

everywhere in X. This means that the set of points for
which it does not hold is contained within a measure zero
subset of X. Clearly, Eq. (D10) does not hold when
x∈XnY. Therefore, XnY is contained within a measure
zero subset of X. Thus, if Eq. (D11) holds on X, then it also
holds on Y, and, of course, the same is true for Eq. (D10).
Hence, we have determined that if Eqs. (D10) and (D11)

are satisfied by themeasure space ðX;Σ; μÞ, then they are also
satisfied by themeasure space ðY;ΣjY; μjYÞ,where jY denotes
the restriction to the subsetY ⊆ X. To see that ðY;ΣjY; μjYÞ is
a validmeasure space, recall that we have already shown that
Y ∈Σ. Then, one can straightforwardly check that ΣjY is a σ-
algebra of Y and μjY is a validmeasurewith respect toΣjY , so
that the restriction of ðX;Σ; μÞ to Y is a measure space (see,
e.g., Chap. 17.1, Exercise 6 [124]). We have also shown that
ðY;ΣjY; μjYÞ is σ finite. In summary, we have shown that if a
continuous-variable t-design exists, then there exists a
measure space satisfying Eqs. (D10) and (D11). We then
showed that the existence of this measure space implies the
existence of a σ-finite measure space satisfying Eqs. (D10)
and (D11), hence completing the proof. ▪
As we commented in Lemma C13, a complex-projective

design gives rise to a simplex design. At a high level, Lemma
D6 is extending this fact to the continuous-variable regime.
Similar to how we extended the definition of a complex-
projective design to infinite dimensions, the analogous
extension of a simplex design to infinite dimensions is the
conditions in Eqs. (D10) and (D11), as in Definition C14.
The extra bit about X being σ finite is just a technical point
needed so that Theorem B2 can be used in the next lemma.
Given Lemma D6, we immediately see that if no σ-finite

measure space and sequence p can satisfy Eqs. (D10) and
(D11), then no continuous-variable t-designs can exist.
This is what we show in the following lemma.
Lemma D7. No ðX;Σ; μÞ and ðpiÞ∞i¼0 exist satisfying the

conditions of Lemma D6 for any t∈N≥2.
Proof. Assume by way of contradiction that such

ðX;Σ; μÞ and ðpiÞ exist. Because of Eq. (D10), it must
be that for almost all x∈X, limi→∞ piðxÞ ¼ 0. Since the
sequence ðpiÞ converges, it must be the case that every
subsequence ðpikÞ∞k¼0 of ðpiÞ also converges to the same
point; limk→∞ pikðxÞ ¼ 0 for almost all x. For any tuple
j∈Nt

0, define gðxÞ ¼ Q
t
l¼1 pjlðxÞ, which is in L1ðXÞ ¼

L1ðX;Σ; μÞ (i.e., RX gdμ < ∞) by Eq. (D11). Consider the
sequence ðfikÞ∞k¼0, where fikðxÞ ¼ pikðxÞgðxÞ for any
j∈Nt

0. Then, fik converges pointwise to the zero function
fðxÞ ¼ 0 almost everywhere as k → ∞, and f is obviously
measurable. Since the codomain of pik is [0, 1], it follows
that fik ≤ g for all ik. Therefore, ðfikÞ is a sequence in
L1ðXÞ and is dominated by a non-negative integrable g.
Hence, we can apply the dominated convergence theorem
B1 to swap the limit and the integral and find that
limk→∞ kfik − fjj1 ¼ 0, giving

∀ j∈Nt
0∶ lim

k→∞

Z
X
pikðxÞ

Yt
l¼1

pjlðxÞ dμðxÞ ¼ 0: ðD13Þ

Next, we consider the sequence ðpiÞ∞i¼0, which is a
bounded sequence in LtðXÞ since

R
X p

t
idμ < ∞ by

Eq. (D11). Therefore, we can apply theRiesz weak compact-
ness theorem from Theorem B2 to find a subsequence
ðpikÞ∞k¼0 and a function q for which for all h∈Lt0 ðXÞ:

lim
k→∞

Z
X
pikðxÞhðxÞdμðxÞ ¼

Z
X
qðxÞhðxÞdμðxÞ; ðD14Þ

where t0 ¼ t=ðt − 1Þ. Now, we must prove that q is zero
almost everywhere.
First, we show that q must be non-negative almost every-

where. Heuristically, this is because q is being substituted for
a limit of probabilities, which themselves are always non-
negative. More technically, let 1lA be the indicator function,
so that 1lAðxÞ is 1 if x∈A and zero otherwise. Since X is σ
finite, there exists a sequence ðAjÞ where Aj is measurable
Aj ∈Σ, μðAjÞ < ∞, and X ¼ ⋃∞

j¼0Aj. Since Aj has finite

measure, 1lAj
∈Lt0 ðXÞ. Plugging h ¼ 1lAj

into Eq. (D14),
we find that

R
X qðxÞ1lAj

ðxÞdμðxÞ ≥ 0 for all j. Therefore,R
A qdμ ≥ 0 for every A∈Σ of finite measure, and we can
build up X from such A’s. This tells us that q ≥ 0 almost
everywhere.
Next, we show that q must be the zero function

almost everywhere. For some j∈Nt
0, we plug hðxÞ¼Q

t
l¼1pjlðxÞ∈Lt0 ðXÞ into Eq. (D14). Using Eq. (D13) for

the left-hand side of Eq. (D14), this tells us that

∀ j∈Nt
0∶

Z
X
qðxÞ

Yt
l¼1

pjlðxÞdμðxÞ ¼ 0: ðD15Þ

Along with the fact that q must be non-negative almost
everywhere, this implies that qðxÞ must be zero almost
everywhere whenever pjðxÞ ≠ 0 for any j. As such, q must
be zero almost everywhere on the set⋃∞

j¼0p
−1
j fð0; 1�g. But

we show in the proof of LemmaD6 thatXn⋃∞
j¼0p

−1
j fð0; 1�g

is contained within a measure zero subset of X.
We have shown that q is the zero function almost

everywhere on X. Hence, Eq. (D14) becomes

∀ h∈Lt0 ðXÞ∶ lim
k→∞

Z
X
pikðxÞhðxÞdμðxÞ ¼ 0: ðD16Þ

Plugging h ¼ pt−1
0 [which is in Lt0 ðXÞ by Eq. (D11)]

into Eq. (D16), we arrive at limk→∞
R
X p

t−1
0 pikdμ ¼ 0.

But Eq. (D11) tells us that limk→∞
R
X p

t−1
0 pikdμ ¼

limk→∞ Λtð0;…; 0; ikÞ, which, from the definition of Λt in
terms ofΠt, is strictly positive as shown inEq. (B18).Wehave
reached a contradiction, hence completing the proof. ▪
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The nonexistence of state designs statement in Theorem
D5 follows as an immediate corollary of Lemmas D6 and
D7. The nonexistence of unitary designs follows straight-
forwardly from the nonexistence of state designs, as we
explain in the next subsection. Furthermore, Theorem D5
still holds even in the case when one allows ðX;Σ; μÞ to be a
signed measure space by a simple appeal to the Hahn
decomposition theorem [131]. Indeed, using this theorem,
one simply splits the signed measure space into two non-
negative measure spaces and then proceeds with the proof
of Theorem D5.

2. Nonexistence of continuous-variable unitary designs

Theorem D5 extends the results from Ref. [51], where it
is shown that the set of Gaussian states does not form a state
2-design, and the results from Ref. [57], where it is shown
that the set of Gaussian unitaries does not form a unitary
2-design. The nonexistence of continuous-variable state
t-designs for t > 1 immediately implies the nonexistence of
continuous-variable unitary t-designs for t > 1, since any
unitary design gives rise to a state design by twirling a
fiducial state. To be clear, we consider the definition of a
continuous-variable unitary 2-design given in Ref. [57].
Namely, a unitary 2-design is any ensemble E of unitaries
satisfying

E
E
½ðU ⊗ UÞAðU ⊗ UÞ†� ∝ 1

2
ð1Tr½A� þ STr½SA�Þ ðD17Þ

for any operator trace-class operator A, where S is the SWAP

operator that swaps the elements of the tensor product
space. Since this should hold for any A, we can substitute
A ¼ ðjϕihϕjÞ⊗2 for any fiducial state jϕi (e.g., the zero
Fock state j0i). We can then define a new ensemble over
states E0 ¼ fUjϕijU∈ Eg. The result is

E
E0


ðjψihψ jÞ⊗2
�
∝
1

2
ð1þ SÞ ¼ Π2; ðD18Þ

which precisely matches the definition of a continuous-
variable state 2-design given in Ref. [51] and the definition
we use in Definition D2. Hence, by contraposition, if a state
design does not exist, then a unitary design necessarily does
not exist.
This result holds generally for the definition of

continuous-variable unitary t-designs given in Footnote
89 in Ref. [57]. Specifically, a unitary t-design is an
ensemble E satisfying

E
E
½U⊗tAU†⊗t� ∝ 1

jStj
X
σ ∈ St

WσTrðW−1
σ AÞ ðD19Þ

for any trace-class operator A. Substituting A ¼ ðjϕihϕjÞ⊗t

for some fiducial state jϕi, then define a new ensemble over
states E0 ¼ fUjϕijU∈ Eg. The result is then

E
E0
½ðjψihψ jÞ⊗t� ∝ 1

jStj
X
σ ∈ St

Wσ ¼ Πt; ðD20Þ

meaning that E0 is a continuous-variable state t-design
according to Definition D2. By the nonexistence of
continuous-variable (t ≥ 2)-designs then, such a unitary
design does not exist for t ≥ 2.

3. Rigged continuous-variable state designs

The result of Theorem D5 is that no continuous-variable
(t ≥ 2)-designs exist. The main hindrance to the construc-
tion of continuous-variable state (t ≥ 2)-designs is the
requirement that the states be normalized. In particular,
the proof does not rely on exactly what the states were
normalized to, only that limi→∞ pi ¼ 0. Hence, the require-
ment that the states belong to L2ðRÞ inhibits the existence
of continuous-variable designs. This motivates the
approach taken in this section, where we construct rigged
continuous-variable state designs by relaxing the normali-
zation condition, thus allowing unphysical states such as
the infinite superposition state

P
n∈N0

jni. Specifically, we
use elements of the standard rigged Hilbert space on top of
L2ðRÞ to reconstruct Πt. These elements are called tem-
pered distributions (see below); some familiar tempered
distributions are the position eigenstates jxi and the
momentum eigenstates jpi. In the next section, we reintro-
duce normalization via a soft energy cutoff, hence making
the rigged continuous-variable designs a type of approxi-
mate continuous-variable design.
When we remove the normalization condition on the

states, many of the finite-dimensional complex-projective
designs still do not naturally extend to the continuous-
variable regime. For example, consider the complex-
projective design given in Eq. (C32). We begin by making
the states jm; q1; q2i non-normalizable by multiplying
through by

ffiffiffiffiffiffiffiffiffiffiffi
nþ 1

p
and then take the n → ∞ limit. In this

limit, r ¼ 1=
ffiffiffiffiffiffiffiffiffiffiffi
nþ 2

p
→ 0, and, hence,

ffiffiffiffiffiffiffiffiffiffiffi
nþ 1

p jm; q1; q2i ¼ffiffiffiffiffiffiffiffiffiffiffi
nþ 1

p jm0; q1; q2i for all m and m0. One can straightfor-
wardly check that these states do not reconstruct Π2. In
particular, these states form only a 1-design, as the under-
lying simplex design is only a 1-design.
However, some finite-dimensional complex-projective

designs do extend to the continuous-variable regime when
normalization is removed. For example, consider the
following CPd−1 2-design, when d is prime, given in
Eq. (C30), which also happens to be a maximal set of
mutually unbiased bases [17,129]. Define the state jq1iq2≡
q2 jq1i ≔ ð1= ffiffiffi

d
p ÞPd−1

n¼0 exp½ð2πi=dÞðq1nþ q2n2Þ�jni. One
can straightforwardly show that, for each q2, fjq1iq2 jq1 ∈
f0;…; d − 1g is an orthonormal basis and that

Π2¼
1

2

Xd−1
n¼0

ðjnihnjÞ⊗2þ1

2

Xd−1
q1;q2¼0

	
q2 jq1ihq1jq2

�
⊗2: ðD21Þ
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The phases involved in this design utilize the so-called
“ax2 þ bx construction” described in Ref. [128]. In the
language of our paper, the ax2 þ bx construction is allud-
ing to a particular torus 2-design construction, namely,
given in Theorem C9.
This design cannot be extended to a continuous-variable

design, because the states jq1iq2 are unphysical when d is
infinite. If we relax the normalization condition, however,
we can reconstruct the infinite-dimensional symmetric
projector with an analogous design.

Theorem D8. Define the non-normalizable state

jθiφ ≡ φjθi ≔
1ffiffiffiffiffiffi
2π

p
X
n∈N0

exp½iðθnþ φn2Þ�jni: ðD22Þ

Then,

Π2 ¼
1

2

X
n∈N0

ðjnihnjÞ⊗2 þ 1

2

Z
π

−π
dφ

Z
π

−π
dθ

	
φjθihθjφ

�⊗2:

ðD23Þ

Proof. Z
π

−π
dφ

Z
π

−π
dθhajθiφhbjθiφφhθjciφhθjdi ðD24aÞ

¼ 1

ð2πÞ2
Z

π

−π
dφ

Z
π

−π
dθeiθðaþb−c−dÞeiφða2þb2−c2−d2Þ ðD24bÞ

¼
�
1 if aþ b ¼ cþ d and a2 þ b2 ¼ c2 þ d2

0 otherwise
ðD24cÞ

¼
�
1 if a ¼ c ≠ b ¼ d or a ¼ d ≠ b ¼ c or a ¼ b ¼ c ¼ d

0 otherwise
from Lemma C10 ðD24dÞ

¼ δacδbd þ δadδbc − δabδacδad ðD24eÞ

¼ 2Π2ða; b; c; dÞ − δabδacδad ðD24fÞ

¼ 2Π2ða; b; c; dÞ −
X
n∈N0

hajnihbjnihnjcihnjdi: ðD24gÞ

▪

Strictly speaking, Eq. (D23) should sayΠ2jSðRÞ, since the
hθjφ are defined only on Schwartz space SðRÞ ⊂ L2ðRÞ.
However, its action can be uniquely extended to all of
L2ðRÞ. This is formalized later on in this section.
We can find analogous results using cos and sin

states from Ref. [59]. We note that looking at the jθiφ
non-normalizable states was motivated by lifting the finite-
dimensional complex-projective design to the continuous-
variable case. These states are Kerred phase states, which
form a continuous projection-valued measure (PVM) [59].
From these states, we are then motivated to define the
j cos θiφ and j sin θiφ states, which are defined in Ref. [59],
since they are similar to the Kerred phase states but nicer in
many ways. In particular, for each φ, they form a
generalized orthogonal basis.

Theorem D9. Define the non-normalizable state

j cos θiφ ≡ φj cos θi

≔
ffiffiffi
2

π

r X
n∈N0

eiφn
2

sin½ðnþ 1Þθ�jni: ðD25Þ

Then,

Π2 ¼
1

4

X
n∈N0

ðjnihnjÞ⊗2

þ 1

4

Z
π

−π
dφ

Z
π

0

dθ
	
φj cos θihcos θjφ

�⊗2: ðD26Þ
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Proof.Z
π

−π
dφ

Z
π

0

dθhaj cos θiφhbj cos θiφφhcos θjciφhcos θjdi ðD27aÞ

¼ 4

π2

Z
π

−π
dφ

Z
π

0

dθeiφða2þb2−c2−d2Þ sin½ðaþ 1Þθ� sin½ðbþ 1Þθ� sin½ðcþ 1Þθ� sin½ðdþ 1Þθ� ðD27bÞ

¼ 8

π
δa2þb2;c2þd2

Z
π

0

dθ sin½ðaþ 1Þθ� sin½ðbþ 1Þθ� sin½ðcþ 1Þθ� sin½ðdþ 1Þθ� ðD27cÞ

¼ 1

π
δa2þb2;c2þd2

Z
π

0

dθ½cos½θðaþ bþ cþ dþ 4Þ� − cos½θð−aþ bþ cþ dþ 2Þ�

− cos½θða − bþ cþ dþ 2Þ� − cos½θðaþ b − cþ dþ 2Þ� þ cos½θða − b − cþ dÞ�
− cos½θðaþ bþ c − dþ 2Þ� þ cos½θða − bþ c − dÞ� þ cos½θðaþ b − c − dÞ�� ðD27dÞ

¼ δa2þb2;c2þd2 ½sin cðaþ bþ cþ dþ 4Þ − sin cð−aþ bþ cþ dþ 2Þ − sin cða − bþ cþ dþ 2Þ
− sin cðaþ b − cþ dþ 2Þ þ sin cða − b − cþ dÞ − sin cðaþ bþ c − dþ 2Þ
þ sin cða − bþ c − dÞ þ sin cðaþ b − c − dÞ� ðD27eÞ

¼ δa2þb2;c2þd2 ½−δa;bþcþdþ2 − δb;aþcþdþ2 − δc;aþbþdþ2 − δd;aþbþcþ2 þ δaþd;bþc þ δaþc;bþd þ δaþb;cþd�; ðD27fÞ

where we use that
R
π
0 cosðxθÞdθ ¼ π sin cx and sin cx ¼

½sinðπxÞ=πx� when x ≠ 0 and 1 when x ¼ 0. One can easily
verify that there are no integer solutions to the Diophantine
system a2 þ b2 ¼ c2 þ d2 and a ¼ bþ cþ dþ 2. Thus,Z

π

−π
dφ

Z
π

0

dθhaj cos θiφhbj cos θiφφhcos θjciφhcos θjdi

¼ δa2þb2;c2þd2ðδaþd;bþc þ δaþc;bþd þ δaþb;cþdÞ: ðD28Þ

We now focus on the three terms individually. The third
term is solved in Lemma C10 as δa2þb2;c2þd2δaþb;cþd ¼
δacδbd þ δadδbc − δabδacδad. The first term is nonzero only
when a, b, c, and d solve

a2 þ b2 ¼ c2 þ d2 and aþ d ¼ bþ c: ðD29Þ

Plugging a ¼ bþ c − d in, we find ðbþ c − dÞ2 þ b2 ¼ c2 þ d2 or, equivalently, ðbþ cÞðb − dÞ ¼ 0. Therefore, the first
term is nonzero only when b ¼ d and a ¼ c. A similar analysis holds for the second term, where we find that it is nonzero
only when b ¼ c and a ¼ d. Hence, we find thatZ

π

−π
dφ

Z
π

0

dθhaj cos θiφhbj cos θiφφhcos θjciφhcos θjdi ðD30aÞ

¼ δacδbd þ δadδbc þ ðδacδbd þ δadδbc − δabδacδadÞ ðD30bÞ

¼ 2ðδacδbd þ δadδbcÞ − δabδacδad ðD30cÞ

¼ 4Π2ða; b; c; dÞ −
X
n∈N0

hajnihbjnihnjcihnjdi; ðD30dÞ

proving the result. ▪
Theorem D10. Define the non-normalizable state

j sin θiφ ≡ φj sin θi ≔
1ffiffiffiffiffiffi
2π

p
X
n∈N0

eiφn
2	
eiðnþ1Þθ − e−iðnþ1Þðθ−πÞ�jni: ðD31Þ
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Then,

Π2 ¼
1

4

X
n∈N0

ðjnihnjÞ⊗2 þ 1

4

Z
π

−π
dφ

Z
π=2

−π=2
dθ

	
φj sin θihsin θjφ

�
⊗2: ðD32Þ

Proof. Z
π

−π
dφ

Z
π=2

−π=2
dθhaj sin θiφhbj sin θiφφhsin θjciφhsin θjdi ðD33aÞ

¼ 1

ð2πÞ2
Z

π

−π
dφ

Z
π=2

−π=2
dθeiφða2þb2−c2−d2Þ	eiðaþ1Þθ − e−iðaþ1Þðθ−πÞ�	eiðbþ1Þθ − e−iðbþ1Þðθ−πÞ�

×
	
e−iðcþ1Þθ − eiðcþ1Þðθ−πÞ�	e−iðdþ1Þθ − eiðdþ1Þðθ−πÞ� ðD33bÞ

¼ 1

2
δa2þb2;c2þd2 ½ðð−1Þaþb−c−d þ 1Þ sin cððaþ b − c − dÞ=2Þ

þ ð−1Þb−cðð−1Þa−bþc−d þ 1Þ sin cðða − bþ c − dÞ=2Þ
þ ð−1Þa−cðð−1Þa−b−cþd þ 1Þ sin cðða − b − cþ dÞ=2Þ
þ terms that are always zero when a2 þ b2 ¼ c2 þ d2� ðD33cÞ

¼ δa2þb2;c2þd2ðδaþb;cþd þ ð−1Þb−cδaþc;bþd þ ð−1Þa−cδaþd;bþcÞ: ðD33dÞ

From here, we continue exactly as in Theorem D9 and find thatZ
π

−π
dφ

Z
π=2

−π=2
dθhaj sin θiφhbj sin θiφφhsin θjciφhsin θjdi ¼ 4Π2ða; b; c; dÞ −

X
n∈N0

hajnihbjnihnjcihnjdi; ðD34Þ

completing the proof. ▪

We now state some facts about the non-normalizable
states used above, the proof of which can be found in
Sec. VI in Ref. [59]. Our definition of these states differs
from the definition in Ref. [59] in that we add an additional
phase factor eiφn̂

2

, but this does not affect any of the
following facts. For the following, we use δ to denote the
Dirac delta function on the interval ½−π; π�, namely,
δðθÞ≡ δ½−π;π�ðθÞ ¼ ð1=2πÞPj∈Z eiθj:

φ
hcos θj cos θ0iφ ¼ δðθ − θ0Þ; ðD35aÞ

φ
hsin θj sin θ0iφ ¼ δðθ − θ0Þ; ðD35bÞZ
π

0
φj cos θihcos θjφdθ ¼ 1; ðD35cÞ

Z
π

0
φj sin θihsin θjφdθ ¼ 1; ðD35dÞ

Z
π

0
φjθihθjφdθ ¼ 1: ðD35eÞ

From these, we see that the cos and sin states form a
generalized orthogonal basis for each φ, and the cos, sin,
and θ states form a continuous PVM for each φ. More
generally, one can consider γ-rotated sine and cosine states

jθiφ;γ ≔
1ffiffiffi
8

p
X∞
n¼0

eiφn
2	
eiðnþ1Þθ − e−iðnþ1Þðθ−γÞ�jni; ðD36Þ

where jθiφ;0 ¼ j cos θiφ and jθiφ;π ¼ j sin θiφ. Similar to
above, for any fixed γ, summing over Fock states and
integrating the jθiφ;γ states over θ and φ yields a rigged
2-design.
Next, we restrict our attention to the j cos θiφ, since a

similar analysis holds for j sin θiφ and jθiφ. Let â and
â† be the standard annihilation and creation opera-
tors, respectively, so that n̂ ¼ â†â. The elements of
fj cos θiφjθ∈ ð0; πÞg are generalized eigenvectors—or,
more precisely, tempered distributions—of the operatordcosðθÞφ≔1

2
â†ðn̂þ1Þ−1=2eiφð2n̂þ1ÞþH:c:, whereH.c. denotes

the Hermitian conjugate of the first term. This can be
concisely expressed in terms of the Susskind-Glogower
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phase operator [58,62] ceiθ ≔ P
n∈N0

jnþ 1ihnj, yield-

ing dcosðθÞφ ¼ 1
2
ceiθeiφð2n̂þ1Þ þ H:c:.

The standard position state hxj is to be understood as a
distribution in that it is a continuous linear functional on a
subset of L2ðRÞ that is described below. It is defined via the
relation hxjψi ≔ ψðxÞ ¼ R

R ψðx0Þδðx0 − xÞdx0. Similarly,
the momentum state hpj is understood as a distribution
defined by hpjψi ≔ ð1= ffiffiffiffiffiffi

2π
p Þ RR e−ipxψðxÞdx.

The φhcos θj can be understood analogously; namely,
φhcos θj is defined by

φhcos θjψi ≔
ffiffiffi
2

π

r X
n∈N0

sin½ðnþ 1Þθ�e−iφn2hnjψi; ðD37Þ

where hnjψi is the standard inner product
R
R ψnðxÞψðxÞdx

with ψnðxÞ ¼ hxjni the Fock state wave functions.
We now formalize this intuitive understanding of

the hcos θjφ states as distributions. References for this
discussion are Ref. [108] for a formal treatment and
Refs. [109,110] for a broad overview. We have found that
the combination of Fock states with j cos θiφ, j sin θiφ, or
jθiφ distributions is enough to reconstruct Π2. We call such
designs rigged designs, since the latter states live in the
rigged Hilbert space on top of L2ðRÞ.
The standard rigged Hilbert space of the harmonic

oscillator is the Gelfand triple SðRÞ ⊂ L2ðRÞ ⊂ SðRÞ0.
SðRÞ is called Schwartz space, and as a topological vector
space it has a continuous dual space. SðRÞ0 is called the
space of tempered distributions and is the continuous dual
space of SðRÞ. For physical quantum states, we often desire
that they have finite position, momentum, and energy
moments. The first part of the Gelfand triple is the set
of all such states, which for the harmonic oscillator is,
hence,

SðRÞ ¼ ⋂
α;β∈N0

Dðx̂αp̂βÞ; ðD38Þ

where DðMÞ denotes the maximal domain of the operator
M. Since the domains of x̂ and p̂ are dense in L2ðRÞ, it
follows that SðRÞ is dense in L2ðRÞ.
SðRÞ is a Fréchet space, meaning that it is a topological

vector space with a topology induced by a countable family
of seminorms k·kα;β defined by

kfkα;β ≔ sup
x∈R

����xα dβfdxβ

����: ðD39Þ

An equivalent condition for a function f to belong to SðRÞ
is that kfkα;β < ∞ for all α; β∈N0. The topology induced
by the seminorms is equivalent to the topology induced by
the metric (see p. 29 in Ref. [108])

dðf; gÞ ¼
X

α;β∈N0

2−α−β
kf − gkα;β

1þ kf − gkα;β
: ðD40Þ

Equipped with the metric, we can check continuity of a map
T∶SðRÞ → C in the usual way. T is continuous if, for all

sequences ðfnÞn∈N, fn ⟶
n→∞

f implies TðfnÞ⟶n→∞
TðfÞ.

Strictly speaking, this is the definition of sequentially
continuous, but continuity and sequential continuity are

equivalent on metric spaces. Here, fn ⟶
n→∞

f means that
∀ ϵ > 0; ∃N ∈N such that ∀ n ≥ N∶dðfn; fÞ < ϵ, and

TðfnÞ⟶n→∞
TðfÞ means similarly but with the metric on C.

We are now interested in characterizing the continuous
dual of SðRÞ, denoted by SðRÞ0, which is a subset of
the algebraic dual. Hence, we restrict our attention to linear
maps T∶SðRÞ → C. When T is linear, TðfÞ − TðgÞ ¼
Tðf − gÞ. We also notice that dðf; gÞ ¼ 0 if and only if
kf − gjjα;β ¼ 0 for all α, β. Therefore, the condition that T
be a tempered distribution, meaning that T ∈ SðRÞ0, is that
it is linear and satisfies	∀ α; β∈N0∶ lim

m→∞
kfmjjα;β ¼ 0

�
⇒

	
lim
m→∞

jTðfmÞj ¼ 0
�

ðD41Þ

for any sequence of functions ðfmÞm∈N ⊂ SðRÞ.
As described above, a rigged Hilbert space is a triplet

SðRÞ ⊂ L2ðRÞ ⊂ SðRÞ0. SðRÞ0 is the “bra space” of tem-
pered distributions. One can analogously construct the “ket
space” of antilinear continuous functionals on SðRÞ. This
space is often denoted as SðRÞ×.

We now revisit the hcos θjφ, hsin θjφ, and hθjφ states and
show that they each belong to SðRÞ0, while their ket
counterparts belong to SðRÞ×. As before, we restrict our
attention to the hcos θjφ states, as the others are analogous.
By construction, hcos θjφ is clearly linear. We now show
that it is continuous. We use Eq. (D41) and compute

lim
m→∞

��
φhcos θjfmi

��
¼ lim

m→∞

����
ffiffiffi
2

π

r X
n∈N0

e−iφn
2

sin½ðnþ 1Þθ�hnjfmi
���� ðD42aÞ

≤ lim
m→∞

X
n∈N0

jhnjfmij ðD42bÞ

¼ lim
m→∞

X
n∈N0

1ffiffiffiffiffi
n!

p jh0jânjfmij ðD42cÞ

¼ lim
m→∞

X
n∈N0

1ffiffiffiffiffi
n!

p
����Z

R
ψ0ðxÞ

�
xþ d

dx

�
n
fmðxÞdx

���� ðD42dÞ
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≤ lim
m→∞

X
n∈N0

1ffiffiffiffiffi
n!

p
�Z

R
jψ0ðxÞjdx

��
sup
x

�����xþ d
dx

�
n
fmðxÞ

�����
ðD42eÞ

∝ lim
m→∞

sup
x

�����xþ d
dx

�
n
fmðxÞ

���� ðD42fÞ

¼ 0: ðD42gÞ

The last line comes by assumption from Eq. (D41). The
second-to-last line comes from the facts that

P
n1=

ffiffiffiffiffi
n!

p
<∞

and that
R
R jψ0ðxÞjdx < ∞, where ψ0ðxÞ is the position

representation of the lowest Fock state as described in
Appendix B. Hence, hcos θjφ is a tempered distribution.
From Theorem D5, we know that CV 2-designs do

not exist. However, Theorems D8–D10 show that rigged
CV 2-designs do indeed exist, where we define a rigged
CV design analogously to a standard CV design with the
additional feature that tempered distributions are allowed.

4. Regularized-rigged state designs—Making rigged
state designs physical

Suppose we have a construction of Πt in terms of
unphysical states, so that Πt ¼

R
X ðjχihχjÞ⊗tdμ, where X

is some measure space with measure μ. We use χ to denote
possibly non-normalizable states and ψ to denote properly
normalized states. Define a Hermitian operator R which
we call the regularizer. For example,R could be e−βn̂, where
n̂ is the number operator diagonal in the Fock basis
n̂jii ¼ ijii. Then,

ΠðRÞ
t ≔ R⊗tΠtR⊗t ðD43aÞ

¼
Z
X
ðRjχihχjRÞ⊗tdμ: ðD43bÞ

As long as the amplitudes of each jχi do not grow too fast
(indeed, their growth is constrained by the condition that
jχi be a tempered distribution; see below), the states Rjχi
are normalizable. Define the normalized state correspond-
ing to the tempered distribution χ as jψi ≔ Rjχi=kRjχik.
Then,

ΠðRÞ
t ¼

Z
X
ðjψihψ jÞ⊗tkRjχik2tdμ: ðD44Þ

One can then define a new measure ν which is μ weighted

by the positive factor kRjχik2t=TrΠðRÞ
t (one can imagine

using a Lebesgue-Stieltjes measure construction), thus
giving

ΠðRÞ
t

TrΠðRÞ
t

¼
Z
X
ðjψihψ jÞ⊗tdν: ðD45Þ

The first thing to note is that by taking the trace of both
sides one finds that νðXÞ ¼ 1. Hence, the measure space
defined by X and ν is a proper probability space. Next,
suppose that R ¼ e−βn̂. The parameter β is an inverse
energy. 1=β fixes an energy scale of the states involved in
the design. As 1=β → ∞, the energy of the states becomes

infinite, and ΠðRÞ
t looks more and more like Πt ¼ Πð1Þ

t .
When β is exactly zero, the equation becomes uninterest-
ing, since Πt=TrΠt is just the zero operator.

Nevertheless, β is a parameter that one can tune that
enforces a soft energy cutoff. The smaller one tunes β, the
more the ensemble resembles a continuous-variable state
t-design. The soft energy cutoff e−βn̂ is chosen to ensure
physicality of the resulting states. In particular, e−βn̂ always
takes a tempered distribution to a state in L2ðRÞ, whereas,
for example, a soft cutoff of the form ðn̂þ 1Þ−b for some
b > 0 does not always achieve this. We, therefore, use e−βn̂

to make any rigged design into an approximate design
composed of physical states. This is formalized in the
following proposition.
Proposition D11. If jχi is a tempered distribution, then

e−βn̂jχi is a state in L2ðRÞ for any β > 0.
Proof sketch. FromTheorem3 inRef. [132], any tempered

distribution can be expressed as jχi ¼ P
n∈N0

anjni.We first
calculate the norm of e−βn̂jχi:

hχje−2βn̂jχi ¼
X
n∈N0

janj2e−2βn: ðD46Þ

We, therefore, find that e−βn̂jχi∈L2ðRÞ as long as janj grows
withn asymptotically slower thanexponential.Hence, toprove
theproposition,weneed to showthat ifan growsexponentially
or faster in n, then jχi is not a tempered distribution. This is
proven inTheorem3 inRef. [132]. For completeness,we show
it here as well. We use Eq. (D41) to show this.
Fix some sequence ðfmÞm∈N of states fm ∈ SðRÞ

satisfying

∀ α; β∈N0∶ lim
m→∞

kfmkα;β ¼ 0: ðD47Þ

Specifically, let jfmi ¼ e−m
P

n∈N0
e−εnjni for some arbi-

trarily small ε > 0. Then, assuming the best case where an
grows exponentially as an ¼ eiθneγn for some γ > 0,

lim
m→∞

jhχjfmij ¼ lim
m→∞

����X
n∈N0

āne−m−εn
���� ðD48aÞ

¼ lim
m→∞

e−m
����X
n∈N0

e−iθnenðγ−εÞ
����: ðD48bÞ
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Since ε can be arbitrarily small, we can always choose it so
that γ − ε > 0, and, therefore, the sum diverges no matter
the choices of the phases θn. Hence,

lim
m→∞

jhχjfmij ≠ 0; ðD49Þ

proving, by Eq. (D41), that jψi is not a tempered
distribution. ▪
This proposition justifies our choice e−βn̂ as the soft

energy cutoff, since a cutoff such as ð1þ n̂Þ−b does not
satisfy the proposition for any b. However, there do exist
rigged designs for which ð1þ n̂Þ−b is sufficient. For
example, the jθiφ, j cos θiφ, and j sin θiφ are all tem-
pered distributions that generate rigged 2-designs, and
ð1þ n̂Þ−2jθiφ;ð1þ n̂Þ−2jcosθiφ;ð1þ n̂Þ−2jsinθiφ∈L2ðRÞ.
Hence, one may suggest that, for these rigged designs, one
should use ð1þ n̂Þ−b as a soft energy cutoff in place of
e−βn̂. However, one desirable property of physical quantum
states is that all position, momentum, and energy moments
are finite. In other words, one may desire that the states
belong to SðRÞ ⊂ L2ðRÞ. One can straightforwardly show
that, for example, ð1þ n̂Þ−bjθiφ ∉ SðRÞ for any b, whereas
e−βn̂jθiφ ∈ SðRÞ. This is another justification for the use
of e−βn̂.
Example D12. Consider, for example, the rigged design

given Theorem D8. Sandwiching the design with R results
in the normalized states

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − e−2β

p P
n∈N0

e−βnþiθnþiφn2 jni.
Each of these states has energy cothðβÞ=2 − 1=2. The
design also still consists of the original Fock states jni,
but the weight in front of each Fock state decays exponen-
tially with n as ∼e−βn. Thus, despite the fact that the design
uses arbitrarily high energy states (i.e., jni for all natural
numbers n), the weight factor in front of these high energy
states is exponentially small in the energy. Therefore, the
design effectively uses states finitely upper bounded in
energy, where the bound is tuned by β. We refer to Sec. V in
Ref. [111] for a review of these states, which are related to
so-called phase coherent states.
We consider now an R-regularized-rigged t-design G,

which satisfies

E
ψ ∈G

ðjψihψ jÞ⊗t ¼ ΠðRÞ
t

TrΠðRÞ
t

: ðD50Þ

By tracing out, e.g., the last factor, we find

Eψ∈Gðjψihψ jÞ⊗ðt−1Þ ∝TrtΠ
ðRÞ
t . Recall from Appendix B 2

that Πt ¼ ð1=t!ÞPσ ∈ St Wσ . Consider a permutation σ ∈ St
that leaves the last factor fixed. Let π ∈ St−1 be the
permutation with the same cyclic decomposition as σ.
For example, when t ¼ 3 and σ ¼ ð12Þð3Þ is the permu-
tation swapping 1 and 2 and leaving 3 fixed, then we set
π ¼ ð12Þ. We see that, for such a σ, TrtðR⊗tWσR⊗tÞ ¼
ðTrR2ÞR⊗ðt−1ÞWπR⊗ðt−1Þ. Hence, the sum over all such

permutations results in ðTrR2ÞPπ∈St−1R
⊗ðt−1ÞWπR⊗ðt−1Þ ¼

ðTrR2ÞΠðRÞ
t−1. For all other permutations τ that do not leave

the tth factor fixed, TrtWτ does not pick up a factor
of ðTrR2Þ. We, hence, find that Eψ∈Gðjψihψ jÞ⊗ðt−1Þ ∼
ðTrR2ÞΠðRÞ

t−1þ½termswithout ðTrR2Þ�. Assuming that the
regularizer R is close to the identity so that ðTrR2Þ is large
and applying the above arguments to both the numerator
and denominator of Eq. (D50), we, thus, find that an
R-regularized-rigged t-design G satisfies

E
ψ ∈G

ðjψihψ jÞ⊗ðt−1Þ ¼ ΠðRÞ
t−1

TrΠðRÞ
t−1

ð1þOð1=TrR2ÞÞ: ðD51Þ

It is in this sense that an R-regularized-rigged t-design is
almost an R-regularized-rigged (t − 1)-design up to factors
of 1=TrR2.
In the special case when R ¼ Pd ¼

P
d−1
n¼0 jnihnj, a

Pd-regularized-rigged t-design G is simply a CPd−1

t-design, and, hence, it is also exactly a (t − 1)-design.
However, when R is an invertible operator, the result is only
a (t − 1)-design up to terms of the order of 1=TrR2.

a. Frame potential

In this section, we generalize the well-known frame
potential from finite-dimensional state designs [17] to
regularized-rigged designs. Specifically, for a positive
definite regularizer R, we define the frame potential of
an ensemble G [i.e., a probability space over unit vectors in
L2ðRÞ] to be

VðRÞ
t ðGÞ ≔ E

ψ ;ϕ∈G
jhψ jR−1jϕij2t: ðD52Þ

We prove the following proposition regarding R-regular-
ized-rigged t-designs and the frame potential.
Proposition D13. Let R be positive definite. For any

ensemble G,

VðRÞ
t ðGÞ ≥ 1

TrΠðRÞ
t

; ðD53Þ

with equality if and only if G is an R-regularized-rigged
t-design.
Proof. This proof is a modification of that of

Eq. (3) in Ref. [17]. Let E ≔ Eψ ∈Gðjψihψ jÞ⊗t and ξ ≔
ðR−1Þ⊗tE − Πð ffiffiffi

R
p Þ
t =TrΠðRÞ

t . By recalling the definitions of
regularized-rigged designs and of the symmetric projector
(B10), we see that G is an R-regularized-rigged t-design
if and only if ξ ¼ 0 or, equivalently, Trξ2 ¼ 0. We find
that
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0 ≤ Trξ2 ðD54aÞ

¼ Tr½ðR−1Þ⊗tEðR−1Þ⊗tE� þ Tr

ðΠ ffiffiffi

R
p
t Þ2�	

TrΠðRÞ
t

�2
−

2

TrΠðRÞ
t

Tr


EΠð ffiffiffi

R
p Þ
t ðR−1Þ⊗t

� ðD54bÞ

¼ VðRÞ
t ðGÞ þ TrΠðRÞ

t

ðTrΠðRÞ
t Þ2

−
2

TrΠðRÞ
t

Tr½EΠt� ðD54cÞ

¼ VðRÞ
t ðGÞ þ 1

TrΠðRÞ
t

−
2

TrΠðRÞ
t

ðD54dÞ

¼ VðRÞ
t ðGÞ − 1

TrΠðRÞ
t

; ðD54eÞ

with equality if and only if G is an R-regularized-rigged
t-design. In the second-to-last line, we use that EΠt ¼ E
and that TrE ¼ 1. ▪

If R is instead only positive semidefinite and not
invertible, then we can modify the definition of the frame
potential to utilize the Moore-Penrose inverse Rþ in place
of the inverse R−1. The proposition then still holds as is,
with the addition of the assumption that RRþG ¼ G, where
recall RRþ is a projector onto the support of R.
Notice the presence of the R−1 in the definition of the

frame potential.We also see such a presence inAppendix E 2
when generalizing fidelity quantities to infinite-dimensional
spaces.

5. Alternative characterization of continuous-variable,
rigged, and regularized-rigged designs

To generate a random state jψi∈CPd−1, one can equiv-
alently choosed amplitudes fαi ∈Cji∈ 0;…; d − 1g, where
eachαi is drawn independently from the unit variance normal
distributionN ð0; 1Þ. The statePi αijii=k

P
i αijiik is then a

random state drawn from CPd−1.
Motivated by this and by Sec. IV.1 in Ref. [133], we

consider integration on the Fréchet space C∞ ¼ Q
i∈N0

C
with the product topology. Define δj∶C∞ → C to be the
projections δjðxÞ ¼ xj. Let Σ be the smallest σ-algebra on
C∞ such that δj is measurable for every j. Note that this
corresponds to the Borel σ-algebra; that is, the product
topology and the σ-algebra are both generated by sets of the
form A ¼ Q

i∈N0
Ai, where each Ai is an open subset of C

and only finitely many Ai are proper.
Let N ð0; λiÞ be the Gaussian measure on C with mean 0

and variance λi. Define the measure μ∶Σ → ½0;∞� by
μ ≔ ⊗j∈N0

N ð0; λjÞ, where each λj ∈ ð0;∞Þ. The construc-
tion for such a measure is as follows. For A ¼ Q

i∈N0
Ai

where all but finitely many Ai satisfy Ai ¼ C, define
μðAÞ ¼ Q

i∈N0
N ð0; λiÞðAiÞ. For every i for which

Ai ¼ C,N ð0; λiÞðAiÞ ¼ 1. Hence, μ is well defined on such
sets A, since the product is finite. From its definition on such
sets A, μ can be uniquely extended to all of Σ (see Theorem
10.6.1 in Ref. [134]).
Let fjnijn∈N0g be a basis for L2ðRÞ. For z∈C∞,

let jzi ≔ P
n∈N0

znjni. Any tempered distribution can be
expressed as jzi for some z∈C∞ satisfying certain con-
ditions (see Theorem 3 in Ref. [132]). We, therefore, define
the following subsets of C∞:

S ≔ fz∈C∞jjzi∈ SðRÞg; ðD55aÞ

l2
CðN0Þ ≔ fz∈C∞jjzi∈L2ðRÞg; ðD55bÞ

S0 ≔ fz∈C∞jjzi∈ SðRÞ0g: ðD55cÞ

Lemma D14. Suppose that λi ¼ 1 for all i∈N0. Then,
μðS0Þ ¼ 1 and, therefore, μðC∞nS0Þ ¼ 0.
Proof. Note thatZ

C∞

���� 1

n̂þ 1
jzi

����2dμðzÞ ¼ X
n∈N0

1

ðnþ 1Þ2
Z
C∞

jznj2dμðzÞ

¼
X
n∈N0

1

ðnþ 1Þ2 < ∞: ðD56Þ

Therefore,
��ð1=n̂þ 1Þjzi��2 < ∞ for almost all z. For any

z∈C∞, if
��ð1=n̂þ 1Þjzi�� < ∞, then jzi∈ SðRÞ0 (see

Theorem 3 in Ref. [132]). Hence, jzi∈ SðRÞ0 μ-a.e. ▪
Through an analogous calculation with the integrand

being kjzik2, one finds that if
P

i∈N0
λi < ∞, then

μ½l2
CðN0Þ� ¼ 1 (see Remark 4.1.2 in Ref. [133]). Define

R to be the diagonal matrix with diagonal entries λi. If R is
the identity, then μðS0Þ ¼ 1, while if R is trace class,
then μ½l2

CðN0Þ� ¼ 1.
It follows that if R is the identity, integrals over the

measure space ðC∞;Σ; μÞ are equal to integrals over the
restricted measure space ðS0;ΣjS0 ; μjS0 Þ. Similarly, if R is
trace class, integrals over the measure space ðC∞;Σ; μÞ
are equal to integrals over the restricted measure space
½l2

CðN0Þ;ΣjS0 ; μjS0 �.
Next, we show that, when R is the identity, ðS0;ΣjS0 ; μjS0 Þ

is a rigged t-design for any t∈N, and, when R is trace
class, ½l2

CðN0Þ;Σjl2CðN0Þ; μjl2CðN0Þ� is an R-regularized-rigged
t-design for any t∈N [135].
Given the construction of our measure space over C∞,

integrals over polynomials in z reduce to simple finite-
dimensional Gaussian integration. For the purposes of
designs, we are interested in only such polynomials.
ConsiderZ

C∞

Yt
i¼1

haijzihzjbiidμðzÞ ¼
Z
C∞

Yt
i¼1

zai z̄bidμðzÞ ðD57Þ
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for a; b∈Nt
0. Since the integrand depends only on at most

2t elements of z, we can use Fubini’s theorem so that the
integral reduces to an integral over C2t with the measure
⊗ N ð0; λiÞ. Then, one can easily check by induction (or
just by using standard properties of Gaussian integrals) that

the integral equals Πð ffiffiffi
R

p Þ
t ða; bÞ, and, therefore,Z

S0

Yt
i¼1

jzihzjdμðzÞ ¼ Πð ffiffiffi
R

p Þ
t ðD58Þ

in the weak sense. When R is the identity, ðS0;ΣjS0 ; μjS0 Þ is
a rigged t-design (for all t∈N0), and when R is trace
class, ½l2

CðN0Þ;Σjl2
CðN0Þ;μjl2CðN0Þ� is a

ffiffiffiffi
R

p
-regularized-rigged

t-design (for all t∈N0).

6. Displaced Fock states as negative-weight
approximate designs

The projection onto the two-body symmetric subspace is
(see Appendix B 2)

Π2 ¼
1

2

	
1þ eiðπ=2Þða†−b†Þða−bÞ

�
; ðD59Þ

where the second operator in the parentheses is the SWAP

operator and a (b) represents the lowering operator for the
first (second) mode. To simplify calculations, we apply the
beam-splitter operation

U ¼ exp

�
π

4
ða†b − ab†Þ

�
;

acting as U†
�
a

b

�
U ¼ 1ffiffiffi

2
p

�
aþ b

b − a

�
; ðD60Þ

which is equivalent to partitioning the two-mode Hilbert
space into a tensor product of a center-of-mass L2ðRÞ factor
whose corresponding coordinate is symmetric under SWAP

and an antisymmetric factor whose coordinate is antisym-
metric (see Sec. III in Ref. [51]). In the Fock-space picture,
this results in

UΠ2U† ¼ 1 ⊗
1þ eiπb

†b

2

¼
X
n∈N0

jnihnj ⊗
X
p∈N0

j2pih2pj; ðD61Þ

which now projects onto the entire symmetric factor and the
even Fock-state subspace of the antisymmetric factor.
We now determine what happens if one sums up two

copies of all displaced versions of a particular Fock state
jli. Using the fact that SWAP acts on displacements as
UD⊗2

α U† ¼ Dα ⊗ 1 and the fact that displacements form a
unitary 1-design, we have

U

�Z
d2α
π

D⊗2
α jllihlljD⊗2

−α

�
U†

¼
Z

d2α
π

ðDα ⊗ 1ÞUjllihlljU†ðD†
α ⊗ 1Þ ðD62aÞ

¼ Tr1ðUjllihlljU†Þ; ðD62bÞ

where Tr1 is the partial trace over the first factor.
We next write out U as a direct sum of irreducible

representations of SU(2), with each representation acting
on a sector of fixed total occupation number. Irreducible
representations of SU(2) are known exactly in terms of
the Wigner-D matrices [136], and the matrix elements we
need are

cðlÞn ¼ jh2l − n; njUjl;lij2

¼
����Dl

2n−l;0

�
0;−

π

2
; 0

�����2 ¼ ð2l − 2nÞ!ð2nÞ!
4l½n!ðl − nÞ!�2 : ðD63Þ

Plugging this in yields

U

�Z
d2α
π

D⊗2
α jllihlljD⊗2

−α

�
U† ¼ 1 ⊗

Xl
n¼0

cðlÞn j2nih2nj:

ðD64Þ

When l ¼ 0, we have cð0Þ0 ¼ 1, corroborating the result
from Sec. III in Ref. [51]. For general l, this result yields

nonzero coefficients cðlÞn for all Fock states ≤ 2l in the
antisymmetric factor.
We now linearly combine instances of Eq. (D64) with l

from zero to some lmax and compensate the cðlÞn using
weights bl in front of each Fock state. This yields

U

�Xlmax

l¼0

bl

Z
d2α
π

DαjllihlljD†
α

�
U† ¼ 1⊗

Xlmax

n¼0

j2nih2nj;

ðD65aÞ

bl ¼ 1 −
Plmax

p¼lþ1 bpc
ðLÞ
l

cðlÞl

; ðD65bÞ

which yields Π2 up to the Fock state 2l in the antisym-
metric factor. However, some of the bl’s are negative,
meaning that the right-hand side of Eq. (D65a) cannot be
treated as an expectation value of operators sampled
according to a probability distribution. The ensemble can
be formulated in terms of a measure space with a signed
measure, and there may be schemes to sample from such an
ensemble [137]. Thus, displaced Fock states form a hard-
energy regularized 2-design with a signed measure.
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One may be tempted to take lmax to infinity. In this case,
the coefficient blmax

→ ∞, showing that this regularized
design does not yield a CV design and corroborating the
no-go Theorem D5 (recall we extended Theorem D5 to the
case of signed measure spaces at the end of Appendix D 1).

7. Approximate continuous-variable unitary designs

In finite dimensions, a unitary design reconstructs the
superoperator

Pt ¼
1

jStj
X
σ ∈ St

kWσihWσk: ðD66Þ

In this way, when acting on a fiducial state ρ ¼ jϕihϕj, one
finds

Ptkρ⊗ti ¼ 1

jStj
X
σ ∈ St

kWσihWσkρ⊗ti ðD67aÞ

¼ 1

jStj
X
σ ∈ St

kWσiTr½W−1
σ ρ⊗t� ðD67bÞ

¼ 1

jStj
X
σ ∈ St

kWσi ðD67cÞ

¼ Πt: ðD67dÞ

From above, we have states in L2ðRÞ that construct the
normalized symmetric projector ΠðRÞ

t ¼ R⊗tΠtR⊗t. In a
similar way, let us normalize the superoperator Pt. Define

PðRÞ
t ≔

1

jStj
X
σ ∈ St

kR⊗tWσihR⊗tWσk: ðD68Þ

Then, when acting on a fiducial state ρ ¼ jϕihϕj, one finds

PðRÞ
t kρ⊗ti ¼ 1

jStj
X
σ ∈ St

kR⊗tWσihRWσkρ⊗ti ðD69aÞ

¼ 1

jStj
X
σ ∈ St

kR⊗tWσiTr½R⊗tW−1
σ ρ⊗t� ðD69bÞ

¼ Tr½ðRρÞ⊗t�ΠðRÞ
t ðD69cÞ

∝ ΠðRÞ
t : ðD69dÞ

With this, we now define an approximate continuous-
variable unitary t-design to be a collection of unitaries
Ui∶L2ðRÞ → L2ðRÞ that satisfyX

i

ðkUiihUikÞ⊗t ¼ PðRÞ
t : ðD70Þ

As with rigged state designs, the parametrization i of the
unitaries, represented here heuristically as a sum, may
constitute a measure space. We leave determination of
existence of such designs to future work.

APPENDIX E: APPLICATIONS OF RIGGED
AND REGULARIZED-RIGGED DESIGNS

1. Continuous-variable shadows

In this subsection, we use rigged designs to construct
infinite-dimensional classical shadows of a quantum state
ρ. With these shadows, one can, for example, efficiently
compute the expectation value of many observables.
Reference [112] phrased shadow tomography from
Ref. [26] in terms of informationally complete POVMs.
We generalize their discussion to infinite dimensions.
Specifically, suppose that the measure space ðX;Σ; μÞ is

a rigged 3-design. In other words,Z
X
ðjχihχjÞ⊗tdμðχÞ ¼ αtΠt ðE1Þ

for each t∈ f1; 2; 3g, where α1; α2; α3 ∈ ð0;∞Þ are some
numbers. We assume without loss of generality that α1 ¼ 1
(if not, just rescale the measure). Recall that we use jχi to
denote tempered distributions and jψi to denote physical
quantum states.
Let ν∶Σ → PðHÞ, where PðHÞ denotes the set of non-

negative operators on an underlying separable, infinite-
dimensional Hilbert space H, and define

νðAÞ ≔
Z
A
jχihχjdμðχÞ: ðE2Þ

This map is a POVM, because it satisfies the axioms
(1) νðXÞ ¼ 1,
(2) νð∅Þ ¼ 0, and
(3) νð⋃iAiÞ ¼

P
i νðAiÞ for countable collections of

disjoint Ai ∈Σ.
The first axiom is satisfied, since X is a rigged 1-design
with α1 ¼ 1. The second axiom is trivially satisfied. The
third axiom follows from the σ additivity of the measure μ.
We can, therefore, measure a state ρ with respect to the

POVM ν. As usual, associated to the POVM is a standard
probability measure μ0 defined by μ0ðAÞ ¼ Tr½ρνðAÞ�.
When measuring the state ρ with the POVM ν, we sample
outcomes labeled by χ ∈X from the probability measure μ0.
Indeed, we have the freedom to label the outcomes however
we choose. In particular, suppose that to each tempered
distribution (i.e., non-normalizable, and, therefore, unphys-
ical, quantum state) jχi∈X, we associate a physical state
jψχi∈H of unit norm. Then, the measurement channel
representing the POVM ν is ρ ↦

R
X jψχihψχ jdμ0ðχÞ.

In the realm of shadow tomography, however, we have
even more freedom than this. Once we measure from the
POVM, we store a shadow on a classical computer and
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never need to physically prepare the shadow. Therefore, we
do not need to associate physical states jψχi to the
measurement outcomes of the POVM; we are free to
associate the unphysical tempered distributions jχi to the
measurement outcome corresponding to χ. The resulting
map representing the measurement process is then

MðρÞ ¼
Z
X
jχihχjdμ0ðχÞ: ðE3Þ

Since μ0 is a probability measure, we define the notation
Eχ ∈X0 ð·Þ ≔ R

Xð·Þdμ0ðχÞ. Hence,

MðρÞ ¼ E
χ ∈X0

jχihχj: ðE4Þ

M is not a physical quantumchannel; indeed, TrMðρÞ is not
finite. However, M represents the process of measuring ρ
with respect to the physical POVM ν and storing the result
classically. This part of the formalism, namely, associating
the infinite-trace operator jχihχj to themeasurement outcome
χ, is the only part that differs from the finite-dimensional
case. In the finite-dimensional case, the designs contain only
physical states jψi, and a physical density matrix jψihψ j is
associated to the measurement outcome ψ . Ultimately, since
this part of the procedure is being done classically, this
difference is inconsequential, and we continue exactly as we
would in the finite-dimensional case.
Using the fact that X is a rigged 2-design, we can

evaluate

MðρÞ ¼
Z
X
jχihχjdμ0ðχÞ ðE5aÞ

¼
Z
X
jχihχjTr½ρjχihχj�dμðχÞ ðE5bÞ

¼ Tr1

�
ðρ ⊗ 1Þ

Z
X
ðjχihχjÞ⊗2dμðχÞ

�
ðE5cÞ

¼ α2Tr1½ðρ ⊗ 1ÞΠ2� ðE5dÞ

¼ α2
2
Tr1½ðρ ⊗ 1Þð1 ⊗ 1þ SÞ� ðE5eÞ

¼ α2
2
ð1þ ρÞ; ðE5fÞ

where S is the SWAP operator. Hence, ρ ¼
Eχ ∈X0


ð2=α2Þjχihχj − 1
�
, and, therefore, for any observ-

able O,

hOi ≔ TrðρOÞ ¼ E
χ ∈X0

Tr

��
2

α2
jχihχj − 1

�
O
�
: ðE6Þ

Suppose that we make N measurements. The output of the
ith measurement is a label χi. We store the classical shadow
ρ̂i ≔ ð2=α2Þjχiihχij − 1 on a classical computer. Therefore,
after N measurements, we have a classical collection
fρ̂1;…; ρ̂Ng. Given sufficient information about our design
and the observable, one can classically compute Trðρ̂iOÞ.
Define

ô ≔
1

N

XN
i¼1

Trðρ̂iOÞ: ðE7Þ

By construction,E½ô� ¼ hOi, where the expectation is taken
over possible measurement outcomes. By Chebyshev’s
inequality, Pr½jô − E½ô�j ≥ ϵ� ≤ VarðôÞ=ϵ2, where

VarðôÞ ¼
XN
i¼1

Var

�
1

N
Tr½ρ̂iO�

�
ðE8aÞ

¼ 1

N2

XN
i¼1

VarðTr½ρ̂iO�Þ ðE8bÞ

¼ 1

N2

XN
i¼1

Var
χ∈X0

�
Tr

�
2

α2
jχihχjO

�
−TrO

�
ðE8cÞ

¼ 1

N
Var
χ ∈X0

�
Tr

�
2

α2
jχihχjO

�
− TrO

�
ðE8dÞ

¼ 1

N
E

χ∈X0

�
Tr

�
2

α2
jχihχjO

�
−TrO

�
2

−
1

N
hOi2

ðE8eÞ

¼ 1

N
E

χ ∈X0

�
Tr

�
2

α2
jχihχjO

�
2

þ ðTrOÞ2

− 2Tr
�
2

α2
jχihχjO

�
ðTrOÞ

�
−

1

N
hOi2 ðE8fÞ

¼ 4

Nα22

Z
X
Tr½jχihχjO�2TrðρjχihχjÞdμðχÞ

þ 1

N
ðTrOÞ2

Z
X
TrðρjχihχjÞdμðχÞ

−
4

Nα2
ðTrOÞ

Z
X
Tr½jχihχjO�TrðρjχihχjÞdμðχÞ

−
1

N
hOi2: ðE8gÞ
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Using that X is a rigged 1-, 2-, and 3-design, we find

VarðôÞ ¼ 4α3
Nα22

Tr½ðρ ⊗ O ⊗ OÞΠ3� þ
1

N
ðTrOÞ2

−
4

Nα2
ðTrOÞTr½ðρ ⊗ OÞΠ2� −

1

N
hOi2 ðE9aÞ

¼ 2α3
3Nα22

½ðTrOÞ2 þ 2ðTrOÞhOi þ TrO2 þ 2hO2i�

þ 1

N
ðTrOÞ2 − 2

Nα2
ðTrOÞðTrOþ hOiÞ

−
1

N
hOi2 ðE9bÞ

∈O

�ðTrjOjÞ2
N

�
: ðE9cÞ

It then follows that

Pr½jô − E½ô�j ≥ ϵ�∈O

�ðTrjOjÞ2
Nϵ2

�
: ðE10Þ

Consider computing the expectation value of M observ-
ables O1;…;OM using the same N shadows ρ̂i as above,
and let ôi be the same as ô from above but corresponding to
Oi. Then, applying the union bound, we find

Pr½max
i
jôi − E½ôi�j ≥ ϵ�∈O

�
MmaxiðTrjOijÞ2

Nϵ2

�
: ðE11Þ

Hence, to achieve a failure probability of at most δ, we
need N ∈O

	
MmaxiðTrjOijÞ2=δϵ2

�
.

a. Using median of means

We can do much better than this by using the median-of-
means estimator as described in Theorem 1 in Ref. [26],
where we compute the median of K sample means and each
mean is taken with N samples. Indeed, their theorem
applies immediately, and we instead find that

N∈O
�
1

ϵ2
max

i
ðTrjOijÞ2

�
and K∈OðlogðM=δÞÞ ðE12Þ

suffices to estimate each hOii to maximum additive error ϵ
with success probability at least 1 − δ. Thus, the total
number of samples from ρ needed to accurately predict
hO1i;…; hOMi scales as logM.
Unfortunately, we have not yet found a useful rigged

3-design (a rigged 3-design is described inAppendixD 5, but
it involves infinite-dimensional integration). The 3-design
condition is used to compute the variance VarðôÞ.
One may wonder how well a rigged 2-design works

for shadow tomography. Since the variance calculation
requires three copies of jχihχj, the variance depends on the
specific rigged 2-design that is used. Here, we compute the
variance with respect to the rigged 2-design that uses the
Kerred phase states, namely,

1

2π þ 1

X
n∈N0

ðjnihnjÞ⊗t þ 2π

2π þ 1

Z
½0;2π�2

ðφjθihθjφÞ⊗t dθdφ
2π

¼ αtΠt ðE13Þ

for t∈ f1; 2g, where α1 ¼ 1 and α2 ¼ 1=ðπ þ 1=2Þ. The
only term in the variance that is different is

Z
X
Tr½jχihχjO�2TrðρjχihχjÞdμðχÞ ¼ 1

2π þ 1

X
n∈N0

ðhnjOjniÞ2hnjρjni þ 1

2π þ 1

Z
½0;2π�2

ðφhθjOjθiφÞ2φhθjρjθiφdθdφ ðE14aÞ

¼ 1

2π þ 1

X
n∈N0

O2
n;nρn;n þ

1

ð2π þ 1Þð2πÞ3
X

n1;n2;n3 ∈N0

X
m1;m2;m3 ∈N0

On1;m1
On2;m2

ρn3;m3

×
Z
½0;2π�2

eiθðn1þn2þn3−m1−m2−m3Þeiφðn21þn2
2
þn2

3
−m2

1
−m2

2
−m2

3
Þdθdφ ðE14bÞ

¼ 1

2π þ 1

X
n∈N0

O2
n;nρn;n þ

1

ð2π þ 1Þ2π
X

n1;n2;n3 ∈N0

X
m1;m2;m3 ∈N0

On1;m1
On2;m2

ρn3;m3

× δn1þn2þn3;m1þm2þm3
δn2

1
þn2

2
þn2

3
;m2

1
þm2

2
þm2

3
: ðE14cÞ

Unfortunately, there is no obvious closed form simplifica-
tion. We can, however, investigate specific cases. For
example, consider the case when O is diagonal in the Fock
basis fjnig. Then, this term simply becomes 1

2
hO2i þ

ð1=4πÞðTrOÞ2. Hence, if we have a collection of M ob-
servablesO1;…;OM that are each diagonal in the Fock state

basis, then one needs only ∼ logðMÞmaxiðTrjOijÞ2 mea-
surements of ρ from the POVM defined by the rigged
2-design to estimate hO1i;…; hOMi.
Perhapsamore interestingcase iswhenO¼jaihbjþjbihaj

for positive integers a and b. Assume that b > a and define
Δ ≔ b − a > 0. In this case, the term above becomes
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¼ 1

ð2π þ 1Þ2π
X

n1;n2;m1;m2 ∈ fa;bg

X
n3;m3 ∈N0

On1;m1
On2;m2

ρn3;m3
δn1þn2þn3;m1þm2þm3

δn2
1
þn2

2
þn2

3
;m2

1
þm2

2
þm2

3
ðE15aÞ

¼ 1

ð2π þ 1Þ2π
X

n3;m3 ∈N0

½O2
a;bρn3;m3

δ2aþn3;2bþm3
δ2a2þn2

3
;2b2þm2

3
þO2

b;aρn3;m3
δ2bþn3;2aþm3

δ2b2þn2
3
;2a2þm2

3

þ 2Oa;bOb;aρn3;m3
δn3;m3

� ðE15bÞ

¼ 1

ð2π þ 1Þ2π
� X
n3 ∈N0

ρn3;2ða−bÞþn3δ2a2þn2
3
;2b2þð2aþn3−2bÞ2 þ

X
n3 ∈N0

ρn3;2ðb−aÞþn3δ2b2þn2
3
;2a2þð2bþn3−2aÞ2 þ 2Trρ

�
ðE15cÞ

¼ 1

πð2π þ 1Þ þ
1

ð2π þ 1Þ2π
� X
n3≥2Δ

ρn3;n3−2Δδ2a2þn2
3
;2b2þðn3−2ΔÞ2 þ

X
n3 ∈N0

ρn3;n3þ2Δδ2b2þn2
3
;2a2þðn3þ2ΔÞ2

�
ðE15dÞ

¼ 1

πð2π þ 1Þ þ
1

ð2π þ 1Þ2π δ3b≥aδ3a≥b½ρð3b−aÞ=2;ð3a−bÞ=2 þ ρð3a−bÞ=2;ð3b−aÞ=2� ðE15eÞ

¼ 1

πð2π þ 1Þ ð1þ δ3b≥aδ3a≥bReðρð3b−aÞ=2;ð3a−bÞ=2ÞÞ ðE15fÞ

≤
2

πð2π þ 1Þ : ðE15gÞ

Hence, if we have a collection ofM observables of the form
Oi ¼ jaiihbij þ jbiihaij, then we can accurately determine
each hOii with only ∼ logM measurements of ρ using the
rigged 2-design.

b. Using Hoeffding’s inequality

Again motivated by Ref. [112], we consider using
Hoeffding’s inequality and using only the 2-design prop-
erty. Hence, this section applies to rigged 2-designs, of
which we have constructed several. Specifically, suppose
that we again consider estimating hOji with N shadows by
ôj¼ð1=NÞPN

i¼1Trðρ̂iOjÞ. If −∞<c<Trðρ̂iOjÞ<d<∞
almost surely for each shadow ρ̂i, then Hoeffding’s inequal-
ity immediately implies that

Pr½jôj − E½ôj�j ≥ ϵ� ≤ 2 exp

�
−

2Nϵ2

ðd − cÞ2
�
: ðE16Þ

Then, applying the union bound,

Pr


max

j
jôj − E½ôj�j ≥ ϵ

�
≤ 2M exp

�
−

2Nϵ2

ðd − cÞ2
�
: ðE17Þ

Therefore, to achieve a failure probability of at most δ, we
need

N ≥ log

�
2M
δ

� ðd − cÞ2
2ϵ2

ðE18Þ

to compute the M observables to additive accuracy ϵ.
For instance, we consider the example from above where

the observables are Oj ¼ jajihbjj þ jbjihajj, and we per-
form the shadows procedure with the rigged 2-design given
in Eq. (E13). One easily finds that −2=πðπ þ 1=2Þ ≤
Trðρ̂iOjÞ ≤ 2=πðπ þ 1=2Þ. Hence, we can determine
the expectation value of the M observables with error
ϵ and failure probability at most δ with only N ≥
logð2M=δÞð8=π2ðπ þ 1=2Þ2ϵ2Þ measurements.

c. Worked example

We now work through a simple, explicit example of
using shadow tomography with the rigged 2-design in
Eq. (E13) to determine the expectation value of M
observables with logM measurements. We let each observ-
able be Oj ¼ jajihbjj þ jbjihajj þ jcjihcjj for arbitrary
non-negative integers aj, bj, and cj. Suppose that we have
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access to a blackbox quantum device that prepares ρ, but
we know nothing else about it.
Generate shadows.—The first step is to describe a

procedure to generate a classical shadow. Recall that
single-qubit “local Clifford” shadows [26] consist of
choosing randomly between measuring in three different
POVMs—the three Bloch-sphere axes—each yielding a
binary outcome. In our case, for a single mode, we choose
between measuring in either the discrete Fock-space
POVM or a continuum of phase-state POVMs which differ
by how much they have evolved under the Kerr
Hamiltonian (quantified by φ). Each POVM has an infinite
number of outcomes: The Fock-state POVM admits a
countable infinity of outcomes indexed by Fock-state
occupation number n, while the phase-state POVMs have
a compact continuous set of outcomes indexed by phase-
state index θ.
From Eq. (E13), we generate a shadow as follows. First,

we draw a random number x between 0 and 1. If

x ≤ 1=ð2π þ 1Þ, then we measure ρ in the Fock-state basis
fjnijn∈N0g. The result is an integer n∈N0, and the
classical shadow is then a classical label representing the
operator ρ̂ðnÞ ≔ ð2π þ 1Þjnihnj − 1. If, on the other hand,
x > 1=ð2π þ 1Þ, then we draw a random number φ between
0 and 2π and measure ρwith the continuous POVM defined
by the operators fφjθihθjφjθ∈ ½0; 2πÞg and the measure dθ.
The output of such ameasurement is an angleθ∈ ½0; 2πÞ, and
the classical shadow is then a classical label representing the
operator ρ̂ðθ;φÞ ≔ ð2π þ 1Þφjθihθjφ − 1.

Classically compute expectation values with respect to
shadows.—For the shadow ρ̂ðnÞ, we easily see that

Tr½ρ̂ðnÞOj� ¼ Tr½½ð2π þ 1Þjnihnj − 1�Oj�
¼ ð2π þ 1Þδn;cj − 1: ðE19Þ

For the shadow ρ̂ðθ;φÞ, we compute

Tr½ρ̂ðθ;φÞOj� ¼ Tr

½ð2π þ 1Þφjθihθjφ − 1�Oj

� ðE20aÞ

¼ 2π þ 1

2π

X
n;m∈N0

eiθðn−mÞþiφðn2−m2ÞhmjOjjni − 1 ðE20bÞ

¼ 2π þ 1

2π

	
eiθðaj−bjÞþiφða2j−b2j Þ þ eiθðbj−ajÞþiφðb2j−a2j Þ þ 1

�
− 1 ðE20cÞ

¼ ð2þ 1=πÞ cos½θðaj − bjÞ þ φða2j − b2jÞ� þ
1

2π
: ðE20dÞ

Choose the number of shadows to generate.—We see
that, for every possible shadow ρ̂ and every observable Oj,
−2−1=πþ1=2π≤Tr½ρ̂Oj�≤2π. Therefore, from Eq. (E18),
we set

N ¼ ⌈ log
�
2M
δ

� ð2π þ 2þ 1=π − 1=2πÞ2
2ϵ2

⌉

≈
36

ϵ2
log

�
2M
δ

�
: ðE21Þ

Estimate expectation values with respect to state.—With
all this in place, we can now classically compute each hOji
to a maximum additive error of ϵwith success probability at
least 1 − δ. First, generate N shadows with the procedure
described above. Then, with those N shadows, classically

compute the mean expectation value of each observableOj

over theN shadows using the expressions derived above for
Tr½ρ̂ðnÞOj� and Tr½ρ̂ðθ;φÞOj�. With probability at least 1 − δ,
all of these M means are within ϵ of the true expectation
values with respect to ρ.

2. Fidelity calculations

In this subsection, we derive the calculations shown in
Sec. VI C. Throughout this subsection, we let E denote an
R-regularized-rigged 2-design, meaning that E is an ensem-
ble over unit-normalized quantum states satisfying

Eψ ∈ Eðjψihψ jÞ⊗2 ¼ ðΠðRÞ
2 =TrΠðRÞ

2 Þ. We assume that R is

positive semidefinite. Recall then that ΠðRÞ
2 ¼ ðR ⊗

RÞΠ2ðR ⊗ RÞ and Π2 ¼ 1
2
ð1þ SÞ. Therefore, 2TrΠðRÞ

2 ¼
ðTrR2Þ2 þ TrR4. From this characterization, one easily
computes that
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E
ψ ∈ E

hψ jAjψijψihψ j ¼ Tr1

ðA ⊗ 1Þ E

ψ ∈ E
jψihψ j ⊗ jψihψ j� ðE22aÞ

¼ 1

2TrΠðRÞ
2

Tr1½ðA ⊗ 1ÞðR2 ⊗ R2 þ ðR2 ⊗ R2ÞSÞ� ðE22bÞ

¼ 1

2TrΠðRÞ
2

½R2TrðRARÞ þ R2AR2� ðE22cÞ

¼ R2TrðRARÞ þ R2AR2

ðTrR2Þ2 þ TrR4
: ðE22dÞ

Furthermore,

E
ψ ∈ E

hψ jAjψihψ jBjψi ¼ Tr


B E
ψ ∈ E

hψ jAjψijψihψ j� ðE23aÞ

¼ Tr
BR2TrðRARÞ þ BR2AR2

ðTrR2Þ2 þ TrR4
ðE23bÞ

¼ TrðRBRÞTrðRARÞ þ TrðRBR2ARÞ
ðTrR2Þ2 þ TrR4

: ðE23cÞ

We now study definitions of fidelity. We now assume that R is diagonal in the n̂ basis. We define a continuous-variable
version of a maximally entangled state as [98]

jϕRi ≔
1ffiffiffiffiffiffiffiffi
TrR

p ðR1=4 ⊗ R1=4Þ
X∞
n¼0

jni ⊗ jni: ðE24Þ

When R ¼ e−βn̂, jϕRi is a two-mode squeezed vacuum state; when R ¼ Pd, jϕRi is a finite-dimensional maximally
entangled state. Define its reduced state on one mode by

ρR ≔ Tr2jϕRihϕRj ¼ R=TrR: ðE25Þ
Let D be a quantum channel with Kraus operators K so that DðρÞ ¼ P

K KρK†. In analogy with the finite-dimensional
case, define the entanglement fidelity as

FðRÞ
e ðDÞ ≔ hϕRjðI ⊗ DÞðϕRÞjϕRi ðE26aÞ

¼ 1

ðTrRÞ2
X
K

X
n;m;j;k

ðhnj ⊗ hnjR1=2Þð1 ⊗ KÞðjmi ⊗ R1=2jmiÞ

× ðhjj ⊗ hjjR1=2Þð1 ⊗ K†Þðjki ⊗ R1=2jkiÞ ðE26bÞ

¼ 1

ðTrRÞ2
X
K

X
n;j

hnjR1=2KR1=2jnihjjR1=2K†R1=2jji ðE26cÞ

¼
X
K

jTrðρRKÞj2: ðE26dÞ

Furthermore, in analogy with the finite-dimensional case, we define two “average fidelity” quantities:

F̄ðRÞ
1 ðDÞ ≔ TrR4 þ ðTrR2Þ2

TrR2 þ ðTrRÞ2 E
ψ ∈ E

hψ jRþDðψÞRþjψi; ðE27aÞ

F̄ðRÞ
2 ðDÞ ≔ E

ψ ∈ E
hψ jDðψÞjψi: ðE27bÞ
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We again emphasize that these definitions are independent of which R-regularized-rigged 2-design E is used, since they
involve only two copies of jψi and two copies of hψ j. Notice that when R ¼ Pd, since the Moore-Penrose inverse Rþ of a

projector is itself, we find that F̄ðPdÞ
1 ¼ F̄ðPdÞ

2 .
By Eq. (E23c), we immediately find that

F̄ðRÞ
1 ðDÞ ¼ TrR4 þ ðTrR2Þ2

TrR2 þ ðTrRÞ2
X
K

E
ψ ∈ E

hψ jRþKjψihψ jK†Rþjψi ðE28aÞ

¼ TrR4 þ ðTrR2Þ2
TrR2 þ ðTrRÞ2

X
K

TrðRK†RþRÞTrðRRþKRÞ þ TrðRK†RþR2RþKRÞ
ðTrR2Þ2 þ TrR4

ðE28bÞ

¼
P

K
dR

ðTrRÞ2 TrðRK†RþRÞTrðRRþKRÞ þ Tr½RþR2RþDðρR2Þ�
dR þ 1

; ðE28cÞ

where we define an effective dimension dR ≔ ðTrRÞ2=TrR2. Since we are assuming R to be diagonal, RRþ ¼ RþR.
Furthermore, by definition of the Moore-Penrose inverse, RRþR ¼ R and RþRRþ ¼ Rþ. Therefore,

F̄ðRÞ
1 ðDÞ ¼ dR

P
KjTrðρRKÞj2 þ Tr½RRþDðρR2Þ�

dR þ 1
ðE29aÞ

¼ dRF
ðRÞ
e ðDÞ þ Tr½RRþDðρR2Þ�

dR þ 1
: ðE29bÞ

We perform a similar calculation for F̄ðRÞ
2 :

F̄ð ffiffiffi
R

p Þ
2 ðDÞ ¼

X
K

E
ψ ∈ E

hψ jKjψihψ jK†jψi ðE30aÞ

¼
X
K

TrðR1=2K†R1=2ÞTrðR1=2KR1=2Þ þ TrðR1=2K†RKR1=2Þ
ðTrRÞ2 þ TrR2

ðE30bÞ

¼
P

KjTrðRKÞj2 þ
P

KTrðKRK†RÞ
ðTrRÞ2 þ TrR2

ðE30cÞ

¼ dR
P

KjTrðρRKÞj2 þ dR
P

KTrðKρRK†ρRÞ
dR þ 1

ðE30dÞ

¼ dRF
ðRÞ
e ðDÞ þ dRTr½DðρRÞρR�

dR þ 1
: ðE30eÞ

When R ¼ Pd is the projector and D is trace preserving
on the restricted d-dimensional subspace, both relations
reduce to the finite-dimensional relation. When R is
invertible, such as the case when R ¼ e−βn̂, we find

F̄ðRÞ
1 ðDÞ ¼ dRF

ðRÞ
e ðDÞ þ 1

dR þ 1
: ðE31Þ

a. Loss channel

We now compute the various average fidelity quantities
for the pure-loss channel Lκ defined in Sec. VI C 3 and

shown in Fig. 2. From Eq. (4.6) in Ref. [116], the Kraus
operators for Lκ are

Ki ¼
X∞
m¼0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
mþ i
i

�s
ð1 − κ2Þi=2κmjmihmþ ij ðE32Þ

for i∈N0.
We begin with F̄ðn̄Þ

cohðLκÞ. Let jαi be the coherent state
specified by α∈C. Then, as calculated in Ref. [92],
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F̄ðn̄Þ
coh ¼

1

πn̄

Z
C
e−jαj2=n̄hαjLκðjαihαjÞjαid2α ðE33aÞ

¼ 1

1þ n̄ð1 − κÞ2 : ðE33bÞ

Next, we consider the entanglement fidelity FðRÞ
e ðLκÞ.

Let jϕRi ¼ ð1= ffiffiffiffiffiffiffiffi
TrR

p ÞðR1=4 ⊗ R1=4ÞP∞
n¼0 jni ⊗ jni and

assume that R is diagonal in the jni basis. Then, from
Eq. (E26d),

FðRÞ
e ðLκÞ ¼ 1

ðTrRÞ2
X∞
i¼0

jTrðRKiÞj2: ðE34Þ

When R ¼ Rβ ¼ e−βn̂, one easily finds this to be
ðeβ − 1Þ2=ðeβ − κÞ2. Recall that in Sec. VI C 3 we require

that dRβ
≔ ðTrRβÞ2=TrR2

β ¼ 1þ 2n̄. Solving for β, we find

that eβ ¼ 1þ 1=n̄, and, therefore,

F
ðRβÞ
e ðLκÞ ¼ ð1þ n̄ð1 − κÞÞ−2: ðE35Þ

On the other hand, when R ¼ Pd ¼
P

d−1
n¼0 jnihnj, we find

FðPdÞ
e ðLκÞ ¼ ð1 − κdÞ2

ð1 − κÞ2d2 : ðE36Þ

From Eq. (E31), F̄
ðRβÞ
1 ðLκÞ is the same as F

ðRβÞ
e ðLκÞ up to

an offset. However, F̄
ðRβÞ
2 ðLκÞ is not as simple. Indeed, from

Eq. (E30), we must compute

Tr½LκðρRβ
ÞρRβ

� ¼ 1

ðTrRβÞ2
X
i

TrðKiRβK
†
i RβÞ ðE37aÞ

¼ ð1 ¼ e−βÞ2
X
i

X
a;b

e−βðaþbÞhajKijbihbjK†
i jai ðE37bÞ

¼ ð1 − e−βÞ2
X
a≤b

e−βðaþbÞ
�

b
b − a

�
ð1 − κ2Þb−aκ2a ðE37cÞ

¼ eβ − 1

eβ þ κ2
: ðE37dÞ

Therefore, from Eq. (E30),

F̄
ðRβÞ
2 ðLκÞ ¼ dR2β

dR2β
þ 1

�
dR2β

F
ðR2βÞ
e ðLκÞ þ eβ − 1

eβ þ κ2

�
ðE38aÞ

¼ 1

dR2β
þ 1

�ðe2β − 1Þ2
ðe2β − κÞ2 þ

e2β − 1

e2β þ κ2

�
ðE38bÞ

¼ 1

tanh β þ 1

�ðe2β − 1Þ2
ðe2β − κÞ2 þ

e2β − 1

e2β þ κ2

�
ðE38cÞ

Requiring that dRβ
¼ 1þ 2n̄ yields eβ ¼ 1þ 1=n̄, giving

F̄
ðRβ=2Þ
2 ðLκÞ ¼ ð2n̄þ 1Þðð1 − κÞ2n̄þ 2Þ

2ðð1 − κÞn̄þ 1Þ2ððκ2 þ 1Þn̄þ 1Þ : ðE39Þ

Finally, we compute F̄ðPdÞ
1;2 ðLκÞ≡F̄ðPdÞ

1 ðLκÞ¼ F̄ðPdÞ
2 ðLκÞ.

From Eq. (E29), it remains only to compute
Tr½LκðPd=dÞPd�, which is

Tr½LκðPd=dÞPd� ¼
1

d

X∞
i¼0

Xd−1
a;b¼0

hajKijbihbjK†
i jai ðE40aÞ

¼1

d

Xd−1
a≤b¼0

�
b

b−a

�
ð1−κ2Þb−aκ2a ðE40bÞ

¼ 1: ðE40cÞ
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Indeed, this is 1, since Lκ does not take a state that is
defined in the subspace Pd out of that subspace. Using
d ¼ 1þ n̄, we find

FðPn̄þ1Þ
1;2 ðLκÞ ¼ ð1 − κn̄þ1Þ2

ð1 − κÞ2ðn̄þ 1Þðn̄þ 2Þ þ
1

n̄þ 2
: ðE41Þ

The plots of all of these fidelities as functions of κ are
shown in Fig. 2.

APPENDIX F: TORUS DESIGNS,
TRIGONOMETRIC CUBATURE, AND

MUTUALLY UNBIASED BASES

In this section, we prove the equivalence between our
definition of a torus t-design (cf. Definition C6) and the
definition given in Ref. [8]. In Ref. [8], Kuperberg defines a
general notion of torus cubature that generalizes the more
established theory of trigonometric cubature [5,138]. We are
interested in one of the cases of his definition; namely, our
definition of a Tnþ1 t-design is equivalent to his definition of
a positive degree t cubature rule on T½PSUðnþ 1Þ�. After
showing this,we compare a torus design to themore standard
trigonometric cubature rules and find that a torus t-design lies
somewhere between a degree t and degree 2t positive
trigonometric cubature rule. Finally, we prove a relationship
between torus 2-designs and complete sets of mutually
unbiased bases.

1. Equivalence to Kuperberg’s definition

We begin by describing Kuperberg’s definition. Consider
a group T that is isomorphic to the torus T ≅ Tn ¼ ðS1Þn.
Suppose ρ∶T → GLðVÞ is a free linear representation, with
V a real vector space V ≅ RN . Since ρ is free, it follows that
there is one or many faithful orbits O. Suppose u∈V such
that O ¼ fρðgÞujg∈ T g is a faithful orbit. Since O is
faithful, T can be identified with O via T ∋ g ↔
ρðgÞu∈O. With this identification, T inherits an algebraic
structure, since it is well defined to consider addition such
as ρðgÞuþ ρðhÞu∈V for every g; h∈ T . With this struc-
ture, along with the unit normalized Haar measure on T
(since T is compact), we can define cubature on T as
follows. A set S ⊂ T and weight function v∶S → R>0 is a
(positive) cubature rule of degree t on T ifX

h∈ S

vðhÞf½ρðhÞu� ¼
Z
T
f½ρðgÞu�dμðgÞ ðF1Þ

for any polynomial f∶V → R of degree t or less. Since
V ≅ RN , we can, therefore, view f as a being a function of
the entries of the vectors ρðgÞu. Kuperberg also states that
this definition is independent of u for generic choices of u
as long as the resulting O is faithful [139].
We now apply this to T ¼ T½PSUðnþ 1Þ�. PSUðnþ 1Þ

is the projective special unitary group of ðnþ 1Þ × ðnþ 1Þ

matrices defined by SUðnþ 1Þ=Uð1Þ. Then T ¼
T½PSUðnþ 1Þ� is a maximal torus (maximal, compact,
connected, Abelian Lie subgroup) of PSUðnþ 1Þ, which is
the group of diagonal unitary matrices with determinant 1
modulo the center of SUðnþ 1Þ (i.e., modulo global
phases). For a unitary U∈ T , let Uij denote the entry in
the ith row and jth column. The determinant condition
implies that Unþ1;nþ1 is uniquely determined by Uii for
i ¼ 1;…; n. We, therefore, see that T ≅ Tn. We can also
take an alternative view of T ; we can view T as the group
of diagonal unitary matrices with Unþ1;nþ1 ¼ 1modulo the
center. This is the view we take. Below, we consider the
adjoint action of this group, and, therefore, we do not have
to worry about modding out the center; ultimately, we just
end up integrating out global phases.
We let N ¼ 2ðnþ 1Þ2 and identify V with the vector

space of ðnþ 1Þ × ðnþ 1Þ complex matrices Cðnþ1Þ×ðnþ1Þ.
We consider a linear action of T defined by conjugation on
V; in other words, ρðgÞ is defined by A ↦ gAg†. As
mentioned, we can pick any u∈V as a base point as long
as the resulting orbit

O ¼

8>>><>>>:
0BBB@

eiϕ1

. .
.

eiϕn

1

1CCCAu

0BBB@
e−iϕ1

. .
.

e−iϕn

1

1CCCA

jϕ1;…;ϕn ∈ ½−π; πÞ

9>>>=>>>; ðF2Þ

is faithful. We pick u to be the matrix of all 1’s:

u ¼

0BB@
1 � � � 1

..

. . .
. ..

.

1 … 1

1CCA:

One can then easily check that

O¼fvwhere vij¼ eiðϕi−ϕjÞjϕ1;…;ϕn∈ ½−π;πÞ;ϕnþ1¼ 0g:
ðF3Þ

A degree t positive cubature rule on T is a set S ⊂ T and
weight function v∶S → R>0 that satisfiesX

h∈ S

vðhÞfðhuh†Þ ¼
Z
½−π;πÞn

fðgug†Þ dϕ1…dϕn

ð2πÞn : ðF4Þ

f is a polynomial of degree at most t in the entries. By
linearity, we can consider f to be a monomial. From O, we
consider monomials of degree ≤ t in the variables
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�
eiðϕi−ϕjÞji; j ¼ 1;…; nþ 1

�
; ðF5Þ

where recall that ϕnþ1 ¼ 0. It follows that an equivalent definition of a degree t positive cubature rule on T is as follows. Let
S ⊂ ½−π; πÞn and v∶S → R>0. Hence, for each ϕ∈ S, ϕi ∈ ½−π; πÞ, and we define ϕnþ1 ¼ 0. Then, ðS; vÞ must satisfy

∀ j1;…; jt; k1;…; kt ∈ f1;…; nþ 1g∶
X
θ∈ S

vðθÞeiðθj1þ���þθjt−θk1−���−θkt Þ ¼
Z
½−π;πÞn

eiðϕj1
þ���þϕjt−ϕk1

−���−ϕkt Þ dϕ1…dϕn

ð2πÞn : ðF6Þ

Notice that this takes care of all monomials of degree t or
less. For example, consider the monomial eiϕ1 . This is taken
care of by setting j1 ¼ 1 and j2 ¼ � � � ¼ jt ¼ k1 ¼ � � � ¼
kt ¼ nþ 1.
We easily see that the right-hand side (i.e., the integral)

does not change if we integrate over ϕnþ1 instead of just
fixing it to be 0. Similarly, on the left-hand side, for every
θ∈ S, we can shift each θi by a constant θi ↦ θi þ c
without changing anything. Therefore, we can remove the
definition that θnþ1 ¼ 0 and instead allow θnþ1 to be
arbitrary. Thus, we arrive at an equivalent definition of a
degree t positive cubature rule on T as follows. Let S ⊂
½−π; πÞnþ1 and v∶S → R>0. Then, ðS; vÞ must satisfy

X
θ∈ S

vðθÞ
Yt
i¼1

eiðθji−θki Þ ¼
Z
Tm

Yt
i¼1

eiðϕji
−ϕki

Þ dϕ1…dϕnþ1

ð2πÞnþ1
:

ðF7Þ

Notice that this is exactly our definition of an (nþ 1)-torus
t-design per Definition C6.
In conclusion, our definition of a Tnþ1 t-design is

equivalent to Kuperberg’s definition of a degree t positive
cubature rule on T½PSUðnþ 1Þ�.

2. Comparison to standard trigonometric cubature

A degree t positive trigonometric cubature rule ðS; vÞ on
Tn must satisfy

X
θ∈ S

vðθÞ
Yn
i¼1

eiαiθi ¼
Z
Tn

Yn
i¼1

eiαiϕidϕ ðF8Þ

whenever
P

n
i¼1 jαij ≤ t. We see that our Tn t-designs lie

somewhere between a degree t and degree 2t trigonometric
cubature rule. To see the former, we show that a torus
t-design must also be a degree t trigonometric cubature
rule. From the definition of torus designs,

X
θ∈ S

vðθÞ
Yt
i¼1

eiðθai−θbi Þ ¼
Z
Tn

Yt
i¼1

eiðϕai
−ϕbi

Þdϕ: ðF9Þ

Supposewe consider a monomial
Q

n
i¼1 e

iαiθi . If
P

i jαij ≤ t,
then we can generate the monomial via a choice of ai and

bi. Indeed, recall that without loss of generality we can
assume that θn ¼ 0. Consider as an example t ¼ 3, n ¼ 4,
and the task of generating the monomial defined by
α ¼ ð2; 0;−1; 0Þ. Then, we set a1 ¼ 1, a2 ¼ 1, a3 ¼ 4,
b1 ¼ 3, and b2 ¼ b3 ¼ 4. Then,

Q
t
i¼1 e

iðθai−θbi Þ ¼
eiðθ1þθ1þθ4−θ3−θ4−θ4Þ, which is exactly

Q
i e

iαiθi since
θ4 ¼ 0. Hence, by a proper choice of ai and bi, any
monomial of degree t or less can be generated byQ

t
i¼1 e

iðθai−θbi Þ, and, hence, a torus t-design is also a degree
t trigonometric cubature rule.
On the contrary, if we allow

P
i jαij > t, we find that

there are some monomials that cannot be generated by a
sufficient choice of ai and bi. So even though a torus
t-design involves monomials of degree up to 2t, it is not, in
general, a degree 2t trigonometric cubature rule. However,
since torus t-designs involve certain monomials only up to
degree 2t, a trigonometric cubature rule of degree ≥ 2t is a
torus t-design.

3. Relation to MUBs

We begin by recalling the definition of a complete set of
mutually unbiased bases [99].
Definition F1 (complete set of MUBs). Suppose that

B0;…; Bn are each orthonormal bases of Cn. Bi and Bj are
called mutually unbiased if

∀ jψi∈Bi; jϕi∈Bj∶ jhψ jϕij2 ¼ 1=n: ðF10Þ
The collection B0;…; Bn is called a complete set of MUBs
if the bases are pairwise mutually unbiased. This can be
equivalently stated in term of the phases θij;k involved in the
bases (see below):
(1) Orthonormality.—∀i;j;k∈f0;…;n−1g: ð1=nÞ×P

n−1
l¼0 e

iðθij;l−θik;lÞ ¼ δjk;
(2) Mutual unbiasedness.—∀i≠ j;k;m∈f0;…;n−1g:��Pn−1

l¼0 e
iðθik;l−θjm;lÞ

��2 ¼ n.
We now show the relationship between complete sets of

MUBs and torus 2-designs. Recall thematrixΠ2 that, for any
orthonormal basis fj0i;…; jn − 1ig, has matrix elements

Π2ða; b; c; dÞ ≔ haj ⊗ hbjΠ2jci ⊗ jdi

¼ 1

2
ðδacδbd − δadδbcÞ: ðF11Þ
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By simply doing the integration, one finds that S is an equal
weight [i.e., vðθÞ ¼ 1=jSj] Tn 2-design if and only if

1

jSj
X
θ∈S

eiðθaþθb−θc−θdÞ ¼ 2Π2ða;b;c;dÞ−δabδacδad: ðF12Þ

Here, we show a connection between equal weight torus
2-designs and complete sets of MUBs.
Lemma F2. The phases of a complete set of MUBs onCn

form an equal weighted n-torus 2-design of size n2.
Proof. Without loss of generality, we can assume that

one of the bases is the computational basis. So assume that
B0 ¼ fj0i;…; jn − 1ig. Then, in order for jhψ jjij ¼ 1=

ffiffiffi
n

p
for each j∈ f0;…; n − 1g, jψi∈Bi, and i∈ f1;…; ng, it
must be that each other basis Bi must involve only uniform
superposition states over the computational basis. With this
in mind, define jψ i

ji so that

Bi ¼ fjψ i
jijj∈ f1;…; ngg: ðF13Þ

Define θij;k so that

jψ i
ji ¼

1ffiffiffi
n

p
Xn−1
k¼0

eiθ
i
j;k jki: ðF14Þ

From Ref. [17], we know that the complete set of
MUBs forms a complex-projective 2-design. Therefore,
D¼fj0i;…;jn−1ig∪fjψ i

jiji;j∈f1;…;ngg is a complex-
projective 2-design. We, therefore, find that

1

nðnþ 1Þ
�Xn−1

k¼0

ðjkihkjÞ⊗2 þ
Xn
i;j¼1

ðjψ i
jihψ i

jjÞ⊗2

�
¼ 2

nðnþ 1ÞΠ2: ðF15Þ

Let a; b; c; d∈ f0;…; n − 1g. Applying haj ⊗ hbj on the
left-hand side and jci ⊗ jdi on the right-hand side, we find

δabδacδad þ
1

n2
Xn
i;j¼1

eiðθ
i
j;aþθij;b−θ

i
j;c−θ

i
j;dÞ

¼ 2Π2ða; b; c; dÞ: ðF16Þ

Per the definition of an n-torus 2-design from above, we see
that the angles θij;k form an n-torus 2-design with size n2. ▪
Furthermore, Theorem 3.3 from Ref. [140] states that if

B0;…; Bm are each orthonormal bases ofCn and⋃iBi is an
unweighted complex-projective 2-design, then m ¼ n only
if the bases are mutually unbiased. The following lemma
therefore follows.
Lemma F3. If an equal weighted n-torus 2-design exists

such that the phases in the design define n orthonormal
bases, then there exists a complete set of MUBs in Cn.

Therefore, we have an if and only if.
Corollary F4. There exists a complete set of MUBs inCn

if and only if there exists an equal weighted n-torus
2-design such that the phases in the design define n
orthonormal bases. Concretely, there exists a complete
set of MUBs in Cn if and only there exists angles θij;k
such that
(1) ∀ i; j; k∈ f0;…; n − 1g: 1

n

P
n−1
l¼0 e

iðθij;l−θik;lÞ ¼ δjk;

(2) ∀ a; b; c; d∈ f0;…; n − 1g:

1

n2
Xn−1
i;j¼0

eiðθ
i
j;aþθij;b−θ

i
j;c−θ

i
j;dÞ

¼
�
1 if ða¼ c and b¼ dÞ or ða¼ d and b¼ cÞ;
0 otherwise:

In summary, the definition of a complete set of MUBs
has two conditions: orthonormality and mutual unbiased-
ness. We have shown that the mutually unbiased condition
can be replaced with the condition that the phases must
form a torus 2-design of size exactly n2.
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