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ABSTRACT: Electron transfer within and between molecules is crucial in chemistry, Molecular dynamics
biochemistry, and energy science. This study describes a quantum simulation method that ; ‘\"y&'" uantum
explores the influence of light polarization on electron transfer between two molecules. By I\.,\sw Simulation

implementing precise and coherent control among the quantum states of trapped atomic ions,
we can induce quantum dynamics that mimic the electron-transfer dynamics in molecules. We M
use three-level systems (qutrits), rather than traditional two-level systems (qubits), to enhance Y
the simulation efficiency and realize high-fidelity simulations of electron-transfer dynamics. We
treat the quantum interference between the electron coupling pathways from a donor with two
degenerate excited states to an acceptor and analyze the transfer efficiency. We also examine the
potential error sources that enter the quantum simulations. The trapped-ion systems have
favorable scalings with system size compared to those of classical computers, promising access
to richer electron-transfer simulations.

Trap potential
Trapped ion simulator

Electron transfer between molecules is of central interest in inter-ion distances® and simulating vibrationally assisted energy
energy science, signal transduction, and catalysis in both living transfer with qubits (two-level systems) and their collective
and nonliving systems.”” Quantum effects, especially those motional modes.”

associated with electronic coupling pathways, play a key role in In this Letter, we describe a quantum simulation that uses a
the dynamics and efficiency of these reactions.’ Light-induced fully programmable trapped-ion qutrit (three-level system)
electron transfer that involves many electronic and vibronic platform to simulate light-induced electron-transfer dynamics.
pathways can be influenced by the intensity and polarization of We employ a Trotterization method'”"" that enables quantum
the excitation light.4 Specifically, light polarization determines simulation of (both time-independent and -dependent)
the superposition of the initial prepared state, and the Hamiltonians consisting of multiple noncommuting terms
dynamics of electron transfer are affected by the coupling with high accuracy (see Experimental Methods for details).
interactions mediated by interfering pathways.™ >6 To optimize the efficiency and accuracy of a quantum

simulation task, it is preferable to minimize the number of
qubits and multiqubit entangling operations employed. The
latter is of particular significance due to the susceptibility of
entangling operations to decoherence.”” A potential strategy
for overcoming this limitation is to use many (d) atomic levels
per ion, or qudits, when encodlng the molecular Hamiltonian
in the trapped-ion system, 1316 ¢4 reduce the lower bound on
the number of ions required to simulate an n-site (n-level)
electron-transfer process from [log,(n)] (qubits) to [log,(n)]
(qudits).” Here, we use a qutrit (d = 3) system rather than
more familiar qubit (d = 2) structures. By using single-qutrit
operations rather than two-qubit operations, we minimize the

Isolating and manipulating the effects of light polarization on
molecular electron transfer in experiments are challenging
because of the complexity of assembling and manipulating the
pathways and also because of the dephasing interactions
induced by the surroundings. Therefore, there have been
limited experimental investigations in condensed-phase chem-
istry that directly manipulate the multipathway interference
effects, and simulations are widely used to study quantum
dynamics. Trapped-ion quantum simulators are proposed to
offer an advantage over classical digital simulations for issues
encountered in quantum chemistry, because computational
resources that are intrinsically quantum mechanical in nature
may be best suited for exploring quantum properties. Feynman
first suggested the concept of quantum simulation in 1982, Received:  April 28, 2023 LETTERS
highlighting the potential for one quantum system to simulate Accepted: June 20, 2023
another more efficiently than might be possible using classical Published: June 26, 2023
computers.” Prior simulations of molecular quantum dynamics
using trapped ions involved simulating quantum transport in a =
long ion chain by engineering coupling strengths based on
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number of ions that is required for the computation, and we
replace the multi-ion entangling operations with operations
that manipulate the atomic levels of a single ion. This produces
significantly faster operations, with a longer coherence time
and higher accuracy for tracking the electron-transfer dynamics
being modeled (see the Supporting Information for a detailed
comparison between qubit and qutrit simulators). The
advantages of our approach are demonstrated experimentally
and analyzed using classical numerical simulations, as well.

The model for electron transfer driven by polarized light
(PLET) considered here contains donor and acceptor
molecules, where the electron localizes. An excitation source
with adjustable polarization drives a donor-localized excitation
from ground state |G) to two degenerate or near-degenerate
excited states (ID,) and ID,)). The electronic transitions to
excited states ID;) and ID,) are assumed to have orthogonal
transition dipole moments (3i; L fi,). Thus, the polarization of
the excited light will determine the amplitude and phase of the
excited state superposition. The interaction between the donor
excited states and the acceptor state (IA)) is described by
couplings V; and V,.

Electron transfer proceeds as follows (Figure la). Exciting
light impinges on the donor—acceptor (DA) system from time

(a)

Laser off

Time
IO tl1 tlz
Laser on Measure
(6} 1p) by © 1py by
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Photo-excitation Electron transfer

Figure 1. (a) Schematic representation of the polarized light-driven
electron transfer. (b and c) Energy level diagrams indicating the
ground state, degenerate donor excited states, and acceptor state.

t=0tot =t (Figure 1b). A donor excited state superposition
and the propagation of the electron from the donor to the
acceptor are enabled by the off-diagonal donor—acceptor
couplings denoted V; and V, (Figure 1c). The time-averaged
acceptor population determines the electron-transfer efficiency
between t; and t,.

For DA systems of interest, light-driven electron transfer is
much faster than radiative or nonradiative decay to the ground
state. As such, the dynamics can be separated in approximately
two steps. In the photoexcitation step (t € [0, #)) the
electronic transition occurs between the ground state and
degenerate excited donor states (Figure 1b), because the
coupling between donor and acceptor is weak. Then, in the
electron-transfer (ET) phase (¢t € [t;, t,]), the electron
migrates to the acceptor (Figure Ic). Because radiative and
nonradiative decay to the ground state is slower than excitation
or electron transfer, only three states (ID,), ID,), and |A)) are
relevant to the dynamics.

Writing the electric field of the polarized light source (in
atomic units) as E(t) = [E,(t), E ,(t), E,(t)], where x (y) is the
direction of i, (ii,), the Hamlltomans describing the two steps
are given by

6072

A1) = D, o)l + (WE()IGHD|| + u,E,()IG)(D,|
j

+ h.c)) (1)

= Y i)l + (VID,)(Al + V,ID,)(Al + h.c.)
j (2)

where j = {G, D,, D,} for the photoexcitation step and j = {Dy,
D,, A} for the ET step and ) is the energy for each state (h=
1).

We first study the photoexcitation step, which is the first
step of the PLET, described by Hamiltonian H,(f) in eq 1.
Specifically, we analyze the influence of the linearly polarized
light on the electronic dynamics.

As transition dipole moments of the two electronic
transitions are orthogonal (Figure 1b), different polarization
angles will lead to different superpositions of the degenerate
states in the excited state wave function. Thus, the state of the
system will have the form

() = a(t)IG) + p,(t)ID,) + B,()ID,) (3)

For a linearly polarized laser, the transition dipole moment
and the electric field make a constant angle @ throughout the
photoexcitation process. Consequently, the ratio r between the
electric dipole transition strengths from the ground state to the
two degenerate excited states is real and constant with time:

HE(t) _
HyE,(t)

#,Ey cos(6) sin(wt)
#,Eq sin(6) sin(wt)

_H
Hy

r=

cot(6)

(4)
As a result, the ratio between the populations of the two
excited states, P(ID;)) and P(ID,)), is fixed over time. We

quantify this ratio as the normalized population difference,
defined as

P(ID,)) — P(ID,))
P(IDy)) + P(ID,))

r= (s)

We also define the relative phase between the two excited
ip _ Py

I3, Ilf I
laser, r is real, so ¢ is either 0 or 7.

Figure. 2a shows the normalized population difference p and
phase ¢ as a function of incident polarization angle 6. The
population difference is obtained from both numerical
calculations and quantum simulation experiments. For the
quantum simulation, we map IG), ID;), and ID,) to 10), 1), and
12), respectively, of the trapped-ion qutrit (see Experimental
Methods).

We now study the electron-transfer process, which is the
second step of the PLET, described by the Hamiltonian H, in
eq 2. Specifically, we study the influence of (i) the relative
phase of the initial states and (ii) the energy level difference of
the two excited states on the electron-transfer efficiency.

The phase difference between the two degenerate excited
states of donor ID),) determines whether the interference is
constructive or destructive. The initial state is selected such
that the populations of the two degenerate states are equal and
the population of the ground state is zero:

states as ¢, where e For the linearly polarized

) = %01)1) + D))

(6)
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< 2 @3 04 where i represents the ith Trotterization step. Note that when

E 00 5203 ¢ = 180°, the initial state does not transfer any population to

2 1 89, the acceptor state due to destructive interference between the

£ o :

@ —0> £ o1 two coupling pathways from ID;) and ID,), and therefore, the

3 A\ p 0 ' population of the two donor states does not change. This is
-1.0 b Data 1 0.0 also reflected by the fact that the acceptor population is zero at

0 50 100 150 0 20 40 this value. For the parameters of the Hamiltonian summarized

Polarization angle (6) Trotter steps

Figure 2. (a) Normalized population difference and relative phase
between ID;) and ID,), as functions of the angle of the laser light’s
linear polarization. (b) Example of the raw experimental data
(denoted with a red rectangular box in panel a). The red (blue)
solid lines show the theoretical prediction of the population of ID,) (|
D,)), while the red (blue) points represent the experimental data.
This plot shows the time evolution with Ey = 2.2 X 10° V/m, Ji; = e-
{4.58, 0, 0} a.u, and i, = e-{0, 4.58, 0} a.u. The donor ground and
excited state energies are set as wg = 0 and wp, = wp, = 3.89 eV,

respectively. The simulation is divided into 40 Trotter steps. Each
step corresponds to an elapsed time 7 of 0.198 fs. Scanning the
Trotter steps is the same as observing the time evolution of electron
transfer. In panel b, polarization angle € is 135°. The populations of |
D,) and ID,) are the same because the projections of the electric field
of the laser on both electric dipole orientations of the two excited
states are the same. Thus, the solid blue and red lines overlap.

This corresponds to a = 0, I4;] = I8,], and B,/ = € (see eq
3).

Figure 3 shows the results of both numerical calculations
and quantum simulations describing the transfer of electrons to
the acceptor state from this initial state. For the quantum
simulation, we map [A), ID;), and ID,) to 10), I1), and 12},
respectively, of the trapped-ion qutrit. Panels a and b of Figure
3 show the time-averaged values of the resulting population of
the two donor states (measured as a deviation from the initial
values of I,1* = I,]* = 0.5) and the acceptor state, respectively,
as a function of initial phase difference ¢. The time-averaged
deviation of the donor population is defined as

in the figure caption, we simulated the time evolution of the
two donor state populations (Figure 3c) and the acceptor state
population (Figure 3d) for an initial phase difference ¢ of 90°.
The horizontal axis indicates the number of Trotter steps
(<70), representing the time evolution (each step correspond-
ing to 7 = 0.471 fs of time evolution).

In the case of nondegenerate donor states ID;) and ID,),
quantum interference is expected to be suppressed compared
to the degenerate case in which interference is significant. To
investigate this, we begin with an initial 180° phase difference
that results in destructive interference and track the changes in
interference as the energy degeneracy is lifted. Note that
changes in the donor’s conformation could break the
molecule’s symmetry, lifting the degeneracy of the excited
states, but the coupling between these two excited states
remains small because they are orthogonally polarized.

Panels a and b of Figure 4 show the time-averaged
populations of the two donor states (measured as a deviation
from the initial value of 0.5) and the acceptor state,
respectively, as the energy wp, of the second donor state (|

D,)) is varied from the energy wp, = 3.86 eV of the first donor
1), the

destructive interference keeps the donor state populations at
0.5 each and the acceptor state population at 0. As the energy
degeneracy is lifted, destructive interference is suppressed, with
a very narrow full width at half-maximum (fwhm) line width of
~0.73%. Panels ¢ and d of Figure 4 show the quantum
simulation from the ion trap system (dots) and calculated
(lines) values of the donor and acceptor populations as a

state (ID;)). For degenerate states (wp,/wp,
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Figure 3. Simulation of electron transfer with quantum interference. The initial state is prepared as described in eq 6. (a) Simulated (dots) and
calculated (lines) values of the time-averaged population of the two excited states as a function of phase difference ¢ of the initial state, plotted as
the deviation from 0.5 (5, ,). (b) Time-averaged population of the acceptor state as a function of phase difference ¢ in the initial donor state. (c
and d) Experimental (dots) and calculated (lines) time evolution of the two donor states and the acceptor state when ¢ = 90° (marked with red
rectangular boxes in panels a and b). The horizontal axis corresponds to the number of Trotter steps used in the simulation, each corresponding to
0.471 fs of time evolution. Here, wp, = wp, = 3.89 eV, w, = 3.01 eV, and V| = V, = 0.25 eV.
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Figure 4. Simulation of destructive quantum interference (¢ = 180°) as donor state degeneracy is lifted. (a) Simulated (dotted) and calculated
(lines) values of the time-averaged population of the donor states as a function of the energy difference between the two donor states, plotted as a
deviation from 0.5. (b) Time-averaged population of the corresponding acceptor state. (c and d) Simulated (dotted) and calculated (lines) time
evolution of the population of the two donor states and the acceptor state, respectively, when @y, = 3.76 and wp /@y, = 0.974 (marked with red

rectangular boxes in panels a and b). The horizontal axis corresponds to <70 Trotter steps used in the simulation, where each step represents 0.659
fs of time evolution. Here, wp, = 3.86 eV, w, = 3.01 eV, V; = V, = 0.25 eV, and ¢ = 180°.

function of time when wp, /wp, = 0.974, plotted as a function

of the number of Trotterized steps, each step corresponding to
the time evolution of 0.659 fs. Although the acceptor state
population is very small (<0.01), comparable to the measure-
ment limit of our quantum simulator (determined by state
preparation and measurement error), we can see clear evidence
of the degradation of the destructive interference from the
change in donor state populations.

We analyze the contributions of errors to the simulations to
determine the accuracy of our trapped-ion quantum simulator.
First, the Trotterization method used in the quantum
simulation inevitably introduces errors, as the time evolution
of the Hamiltonian with noncommuting terms is discretized
into a finite number of steps (see eq 13). Any implementation
error arising from the experimental setup adds to this
theoretical Trotterization error. Therefore, we compare the
theoretically predicted state populations Py, derived from
direct time evolution of the Hamiltonians in eqs 1 and 2, with
the experimentally measured populations P, as well as the
theoretical Trotterized predictions for populations Pr,.

Figure 5 shows a comparison of these three quantities.
Figure Sa plots the theoretical calculation of the temporal
dynamics for the population of the two excited donor states, |
D,) and ID,), during the photoexcitation step as a solid line.
The solid square with dashed lines shows the calculated
population using Trotterization (see eqs 13 and 15). We
observe small deviations from ideal time evolution. The
circular points with error bars in Figure Sa indicate the
measured values from the ion trap quantum simulator, which
closely follow the theoretical values within experimental error.
Figure 5b shows similar comparisons for the electron-transfer
step for all three states (ID,), ID,), and |A}).

To analyze the deviation amoong Py, P, and Py,
quantitatively, we first denote the population of state li) (i =
D,, D,, or A) at the jth Trotterization step as P, where x
represents the ideal theoretically predicted population (x = th),
the numerically predicted population using Trotterization (x =
Tro), or the experimentally measured population (x = exp).
We define two parameters of interest for each state li): (i) the
time-averaged mean distance (or,;) between the population
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Figure 5. Comparison between the theoretically calculated
populations (P, solid lines), populations predicted by the
Trotterization method (Pr,,, dashed lines with square dots), and
experimentally measured populations (Pexp, dots with error bars)
during (a) the photoexcitation process and (b) the electron-transfer
process as a function of time. In panel a, populations of both excited
states ID;) (red) and ID,) (blue) are plotted. In panel b, populations
of both excited states ID;) (red) and ID,) (blue) and acceptor state |
A) (green) are plotted.

predicted by the theoretical time evolution (Pth’iy]-) and the
predicted population determined by Trotterization analysis
(PT“W-) and (ii) the average mean distance (Uexp,i) between
Py,;; and the experimentally measured population (P,
These two mean distances are defined as

exp,i,j) .

_ N (PTro,i,j - Pth,i,j)z
Orro,i = Z T
=1 (8)
N 2
_ (PeXP,i,j B Pth,i,j)
Gexp,i = z N
j=1 )

where N is the number of Trotterization steps.

In both photoexcitation and electron-transfer processes,
each data point in Figures 2a, 3a,b, and 4a,b is obtained by a
time evolution trial. We calculate the average distance between
Py, and Pr,, for each time evolution trial and obtain or.;y
where i = ID;), ID,), or IA) and k denotes the index of the time
evolution trial. We then calculate the mean distance of each
state Or,,,; versus the theoretical value by averaging over k.

https://doi.org/10.1021/acs.jpclett.3c01166
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Similarly, we compute the mean distance between the Py and

P, values for state Gy, . The data are summarized in Table 1.

exp,j*

Table 1. Mean Distances of the State Populations
Compared to the Ideal Theoretical Values for
Photoexcitation and Electron-Transfer Processes

photoexcitation electron transfer

simulated time of 7.91 fs simulated time of 32.91 fs

Oryo Cexp Oryo Cexp
ID,) 0.0067(18) 0.043(9) 0.024(3) 0.071(13)
ID,) 0.0051(15) 0.044(9) 0.024(3) 0.078(13)
1A) - - 0.018(4) 0.043(9)

The ©r,, of the electron-transfer process is larger than that of
the photoexcitation process, as the error in the Trotter
approximation reaches a larger value with a longer simulation
time. To mitigate this effect, a larger number of Trotter steps N
can be used to decrease the value of T/N in eq 13. However,
due to experimental noise, the measured G,,, is not dominated
by the Trotter error. Improving the qutrit coherence time and
accuracy of state preparation and measurements can reduce the
experimental error. If experimental noise is no longer a
dominant source of error, then increasing N needs to be
considered.

In this study, we used a trapped-ion qutrit to simulate
electron-transfer dynamics in a model molecular system as a
function of driving light polarization. The use of a qutrit
enables simulation of this three-level system dynamics using
only single-qutrit operations on a single ion, whereas the use of
conventional qubits would require multiple two-qubit oper-
ations on at least two ions. As a result, qutrit simulations
exhibit enhanced simulation accuracy (see the Supporting
Information for details). When simulations of larger systems
comprising more than three states are conducted, the
incorporation of entangling gates becomes necessary in the
context of qutrits. Nonetheless, the number of entangling gates
required for qutrits can be reduced compared to that for
qubits.'®"?

Through the qutrit simulation, we find that the photo-
excitation process and the population difference for the two
degenerate states are influenced by the exciting light
polarization. We also studied the influence of phase differences
between the two electron-transfer coupling pathways on the
electron-transfer efficiency, finding that destructive interference
occurs only when the energy level difference is very small
(<0.73%). While the main focus of our study is on
demonstrating the proof of principle, we believe it contributes
significantly to the broader understanding of quantum
dynamics in molecular systems, particularly in manipulating
and controlling electron-transfer processes.”” The mapping of
this model onto a single qutrit with small gate errors offers an
encouraging approach for simulating more complex quantum
systems using trapped-ion qudits, potentially exceeding the
current capabilities of classical digital computers.

Future research directions include simulating electron and
excitation transfer in molecular systems with more complex
connectivity, such as chemically linked donor—acceptor
assemblies, which have a larger number of states. Such studies
will likely require entangling operations on more than one ion,
even with the use of qudits instead of qubits. The coherent
control of trapped-ion qudits is a promising avenue for
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achieving more efficient and accurate simulations, potentially
requiring fewer ions and entangling operations than qubits.
However, two-qudit gates with higher fidelity are needed to
conduct more complex simulations, as highlighted in recent
studies, 13162122

Another interesting future direction is to add interactions
between the electronic states, and between these states and the
surrounding environment.*'”?* For the PLET model, it is
expected that the effects of light polarization will be diminished
when interactions with the environment reduce the electronic
coherence. To study this behavior, we can simulate PLET
structures that have various interactions with the surrounding
environment. The environment is often modeled as a bath of
harmonic oscillators, which can be mapped to the normal
modes of the motion of the trapped ions.””** Indeed, a
donor—acceptor system coupled to one or two harmonic
oscillators has been simulated in recent experiments with
trapped ions””>*° and superconductlng qubits coupled to
electromagnetic cavities.”

B EXPERIMENTAL METHODS

Experimental Setup. The simulation circuit is implemented on a
171Yb* jon confined in a microfabricated surface trap.”® The
encoded as the hyperfine energy levels
of the S, , orbital: 10) = IF = 0;mp = 0), 11) = IF = 1;m; = 0),
and I2) = IF = I;mg = — 1). In this ion, the l0) and 1) states
remain coherent and form an ideal qubit state. The coherence
of 12) depends strongly on the ambient magnetic field noise.
We use a mu-metal shield to reduce the magnetic field noise
experienced by the atomic ion by >2 orders of magnitude, so
all three qutrit states remain highly coherent.”” The transitions
from 10) to I11) and I2) are achieved usmg stlmulated Raman
transitions driven by a pair of laser beams.’” We choose laser
polarization settings so that the Rabi frequencies of 10) to 1)
and 10) to 12) are close (27 X 17.30 and 2z X 17.49 kHz,
respectively). Acousto-optic modulators (AOMs) are used to
tune the frequency and phase of each laser beam, while also
allowing the beams to act as switches for each transition. At the
end of the simulation, we have the ability to measure the
probability of the qutrit in each of the states (10}, I1), and 12)).
In a standard qubit readout approach using a state-dependent
fluorescence technique, the 10) state remains dark while both |
1) and I2) states scatter photons (and therefore remain
indistinguishable) upon illumination with the readout beam.
To distinguish these two states, we first swap the population of
the 1) (I2)) state with the 10) state using their Raman
transition (z-pulse) and then perform measurements of the
dark state population to determine the probability of the qutrit
state (prior to the swap) being in the 1) (12)) state. Details of
the experimental setup are described in refs 29 and 30.

Trotterization and Trapped-Ion Operation. The Trotterization
method provides a way to simulate the time evolution of a
Hamiltonian with multiple noncommuting terms by simulating
the unitary operation corresponding to each individual term
for a short time duration and repeating this for each term and
time step.'”"" We use the Trotterization method to simulate
the time evolution of H,(t), which can be applied
straightforwardly to H,. Hl(t) is written in the interaction
picture as

qutrit energy levels are

A (1)

Hm(t) = H11 (1) + H11 (t) (10)

where
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() = pE(8)e @ mGY (Dl + h. c. (11)

~(2) i(wg—wp,
Hy(t) = /,tzEy(t)e({“’ 2)th)<D2| + h.c. (12)

Time evolution U with respect to I:ILI(t) up to time T is
Trotterized into N discrete time steps.

0 = ﬁNﬁN—l"' LA]I = Aideal(T) + O[(T/N)3] (13)

where

N T
OuaT) = Tap| i [ 1,0 o »

where 7 is the time-ordering operator, which arranges the
exponentiated Hamiltonians in the chronological order. Also,
the time evolution for each time step is built from a second-
order Trotter formula'"

q _ e—iﬁﬁ)(t,)T/zNe—iﬁlff)(t,.)T/Ne—iﬁlf?(t,)T/zN 1)
where t; = (j — '/,) T/N. Each step corresponds to a simulated
time evolution of T/N, and we plot the dynamics according to
this simulated time. N must be sufficiently large to simulate the
time evolution of the system accurately.

We map molecular states |G), ID;), and ID,) to the trapped-
ion qutrit states |0), 1), and I2), respectively. The evolution of
the molecular states described above can be mapped to single-
qutrit operations. For a transition between 10) and la) (a = 1
or 2), the time evolution up to time 7 is given by

U=eM° (16)

where

a

- Q, .
H, = —%"0)(al + h. .
2¢O (17)
where €, and ¢, are the Rabi frequency and phase,
respectively, determined by the intensity and phase of the
laser beam that drives the transition. Thus, the values of
amplitude y¢,E,(t)T/2N [4,E,(t)T/N] and phase (wg — @p,)
t; (g — tz)tj] of each term in eq 15 can be mapped to ,7

and ¢, of the corresponding qutrit control operation,
respectively. We can program these quantities by shaping the
control laser beams.

In our experiments, it is desirable to use a fixed value of €,
because of the difficulty associated with calibrating and
stabilizing the laser intensity that drives the transition between
the atomic states. Thus, instead of tuning €2, we vary the
evolution time 7 for each Trotterization step with a constant
Rabi frequency €, to simulate the electric field that varies over
time. This method using Trotterization allows us to perform
accurate simulations with a targeted upper bound on the error.
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B ADDITIONAL NOTE

“Whether this lower bound is achievable may depend on the
structure and parameter values of the Hamiltonian. For
example, ref 17 simulates a four-level system using two qubits,
where the Hamiltonian parameters are chosen to obey certain
symmetries.
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