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The disagreement in the Hubble constant measured by di↵erent cosmological probes highlights
the need for a better understanding of the observations or new physics. The standard siren method,
a novel approach using gravitational-wave observations to determine the distance to binary mergers,
has great potential to provide an independent measurement of the Hubble constant and shed light on
the tension in the next few years. To realize this goal, we must thoroughly understand the sources of
potential systematic bias of standard sirens. Among the known sources of systematic uncertainties,
selection e↵ects originating from electromagnetic counterpart observations of gravitational-wave
sources may dominate the measurements with percent-level bias and no method to mitigate this
e↵ect is currently established. In this Letter, we develop a new formalism to mitigate the counterpart
selection e↵ect. We show that our formalism can reduce the systematic uncertainty of standard siren
Hubble constant measurement to less than the statistical uncertainty with a simulated population
of 200 observations (. 1%) for a realistic electromagnetic emission model. We conclude with how
to apply our formalism to di↵erent electromagnetic emissions and observing scenarios.

Introduction.– The current expansion rate of the Uni-
verse, the Hubble constant (H0), is used to determine
the age of the Universe. However, the percent-level in-
consistency between di↵erent measurements of this quan-
tity [1–6] indicates either an insu�cient understanding
of the Universe or the experiments. Gravitational-wave
(GW) standard siren observations o↵er a promising in-
dependent route to resolve this mystery in cosmology [7–
14].

The distance to a given binary can be determined from
GW observations; meanwhile, multiple techniques are
available to estimate the redshift of the binaries [7, 8, 15–
19]. With estimates of both distance and redshift, bina-
ries observed in GWs can serve as so-called “standard
sirens” to measure H0 and other cosmological param-
eters. In particular, the standard siren measurements
from binary neutron star mergers have ideal coverage in
redshift (z . 0.1) [20, 21], well-controlled systematics
and are expected to achieve percent-level H0 precision
in the coming years, showing great potential to play a
critical role in the Hubble tension problem [11–14].

However, the standard siren method is not com-
pletely systematic-free. Systematic uncertainties associ-
ated with the standard siren method have been explored
recently [22–28]. The dominant systematic uncertainty
was long-thought to be instrumental calibration uncer-
tainty, but a recent study of GW observations showed
that calibration is unlikely to be an issue [24]. The recon-
struction of peculiar velocity fields around the host galax-
ies can lead to percent-level bias for nearby sources, but
the majority of GW events are expected to lie at further
distances and are less a↵ected by this bias [26–28]. Other
known sources of systematics, e.g. GW waveform accu-
racy [29–31] and instrumental non-stationary noise [25],
are expected to lead to bias at the sub-percent level.

Therefore, the remaining percent-level systematic, the
electromagnetic (EM) counterpart selection e↵ect [23],
may be the dominant source of bias.

The identification of EM counterparts of GW sources
is the most promising scenario to determine the redshift
for standard siren measurements. These “bright sirens”
allow for precise measurements of the redshift for GW
sources. However, unlike GW signals, the luminosity of
EM emissions from binary mergers is highly uncertain.
For example, although it is known that a short gamma-
ray burst and kilonova emission may accompany a binary
neutron star (BNS) merger [32], the angular profile of the
EM signals and their emission mechanisms are undeter-
mined [33–35]. Such uncertainty could lead to a selection
bias when considering multiple GW-EM events for bright
siren H0 analysis [23]. This bias can be corrected if the
EM emission model is known [23, 36]. In this Letter, we
present a new formalism to mitigate the EM counterpart
selection e↵ect when the EM emission model is unknown,
a more likely scenario in the near future.

We first describe our formalism, followed by realistic
examples assuming the EM emissions are anisotropic. We
then demonstrate how to generalize our formalism to dif-
ferent EM emissions and observing scenarios in Discus-
sion.

Mitigating the counterpart selection e↵ect.– In order
to measure the Hubble constant to su�cient precision,
data from multiple pairs of joint GW-EM observations
are combined. If we denote the GW and EM observa-
tional data as D = (DGW,DEM), the probability distri-
bution of H0 given the data (posterior) can be written
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using Bayes’ theorem [10, 12],

p(H0|
~D) ⇠ ⇡(H0)

Y

i

R
L( ~Di|

~⇥, H0)p(~⇥|H0)d~⇥R
~D> ~Dth

L( ~D|~⇥, H0)p(~⇥|H0)d~⇥d ~D

,

(1)

where ~D = ( ~D1,
~D2,

~D3...) includes the data from events
i = 1, 2, 3..., ~Dth denotes the detection threshold of de-
tectors (e.g., the minimum signal-to-noise ratio in each
GW detector, the limiting magnitude for each filter of
the telescope, the minimum number of positive detec-
tion over certain EM follow-up cadence, etc.), ⇡(H0) is
the prior on H0, and ~⇥ is a collection of binary phys-
ical parameters, such as luminosity distance, redshift,
inclination angle, and mass. We fix other cosmological
parameters to the Planck values assuming flat-⇤CDM
cosmology [1], while they can also be inferred by replac-
ing H0 with a set of cosmological parameters of interest,
⌦cosmo = (H0,⌦m,⌦⇤...), throughout this Letter.

The event likelihood L(Di|
~⇥, H0) is the value of the

probability density function of possible data evaluated at
the observed data Di given the binary physical parame-
ters ~⇥ and the Hubble constant H0 [10, 12]. This like-
lihood depends on the GW and EM emission models of
the binary as well as the sensitivities of the GW and EM
observatories. We write the dependency on GW and EM
emission models and observatory sensitivities explicitly
as L(Di|

~⇥, H0, ~↵,
~�), where ~↵ describes the GW emis-

sion model and observatory sensitivity, and ~� describes
the EM emission model and sensitivity.

How the binary physical parameters ~⇥ a↵ect the
GW luminosity is well-understood from general relativ-
ity. With known GW observatory sensitivities, the de-
tectability of GW signals from binary with physical pa-
rameters ~⇥ can be estimated, and therefore we assume
~↵ is known. This is not the case for EM counterpart
emission. Due to the uncertainty of EM emission mod-
els, even if the EM observatory sensitivity is known, ~� is
not known. If the e↵ect of ~� is ignored, as has been done
for previous bright siren analyses (e.g., [10, 37]), the H0

estimate can be biased. This is known as the counterpart
selection e↵ect.

We mitigate this by estimating H0 and ~� simul-
taneously. To do so, we analyze all BNS events
regardless of whether they have observable EM

counterparts. As in Eq. 1, we write the posterior as

p(H0,
~�| ~D, ~↵) ⇠ ⇡(H0,

~�)⇥

Y

i

R
L( ~Di|

~⇥, H0, ~↵,
~�)p(~⇥|H0)d~⇥R

~D> ~Dth
L( ~D|~⇥, H0, ~↵,

~�)p(~⇥|H0)d~⇥d ~D

.

(2)

Note that ~↵ is assumed to be known. Also, ~↵ and ~� do
not a↵ect the intrinsic distribution of the binary physical
parameters p(~⇥|H0).
Since EM counterparts used in standard siren analysis

will mostly be found by followup of GW detections, the
events we use for the analysis are solely determined by
the GW selection function. I.e., the integral over D in
the denominator of Eq. 2 includes events with and with-
out observable EM counterparts, regardless of their EM
observabilities. The denominator of Eq. 2 in the product
is then
Z

~D> ~Dth

L(D|~⇥, H0, ~↵,
~�)p(~⇥|H0)d~⇥dD

=

Z

~DGW> ~DGW,th, ~DEM> ~DEM,th

L( ~D|~⇥, H0, ~↵,
~�)p(~⇥|H0)d~⇥d ~D

+

Z

~DGW> ~DGW,th, ~DEM ~DEM,th

L( ~D|~⇥, H0, ~↵,
~�)p(~⇥|H0)d~⇥d ~D

=

Z

~DGW> ~DGW,th

L( ~D|~⇥, H0, ~↵)p(~⇥|H0)d~⇥d ~D.

This is the same as that in existing bright siren inference

when no EM selection is in e↵ect.

In the following, we demonstrate our method using
a simple model for counterpart selection e↵ects due to
anisotropic EM emission. We will demonstrate other sce-
narios in Discussion.
If the EM emission is anisotropic, the inclination an-

gle of a binary ◆ will a↵ect the furthest luminosity dis-
tance DL at which counterparts can be observed. For a
given telescope configuration (filter, exposure time, cam-
era, etc.), we define the telescope’s maximum observable

luminosity distance of the merger as ✏(◆, ~�).
We first explicitly separate ~⇥ into relevant physical

parameters (DL, ◆) from other physical parameters ~⇥
0

( ~⇥ � {DL, ◆,
~⇥0
}) and recognize that the distance is

uniquely determined by z and H0, L(D|~⇥, H0, ~↵,
~�) =

L(D|DL(z,H0), ◆, ~⇥
0
, ~↵, ~�). Since counterparts can only

be found for DL  ✏(◆,�), we distinguish between cases
where we can and cannot identify a counterpart,

L(D|DL(z,H0), ◆, ~⇥
0
, ~↵, ~�) =

(
L(DGW,DEM|DL(z,H0), ◆, ~⇥

0
, ~↵)H[DL(z,H0)� ✏(◆, ~�)] (Counterpart)

L(DGW|DL(z,H0), ◆, ~⇥
0
, ~↵)H[✏(◆, ~�)�DL(z,H0)]. (No counterpart)

(3)
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The quantity H is the Heaviside function1. This formal-
ism allows for the use of events with and without EM
counterparts. Even if no counterpart is identified, the
luminosity distance and inclination angle space are con-
strained.

Application to simulated observations.– To demon-
strate our method, we follow the method in [38] to sim-
ulate 200 1.4-1.4M� BNS detected by LIGO-Hanford,
LIGO-Livingston, and Virgo operating at the proposed
fourth observing run (O4) sensitivity [20, 39, 40]. The
GW detection threshold is set at a network signal-to-
noise ratio of 12 [20, 21]. We use the Bayesian algorithm
developed in [38] to estimate the line-of-sight luminosity
distance-inclination angle posterior when EM counter-
parts are found and the sky direction of the GW sources
is determined, and Bilby [41–43] for full parameter esti-
mation when the events are dark.

We consider two kilonova emission models. Both
models are selected from a grid of 900 two-dimensional
axisymmetric radiative transfer simulations from [44],
which spans the full range of anticipated kilonova prop-
erties. All simulated models are rendered at 54 inclina-
tion angles, each subtending an equal solid angle from
0� to 180� (see [44] for more details). Of these 900
simulations, we select two simulated models with sig-
nificantly di↵erent angular profiles. Model 1 displays
substaintial angular variation, typical of kilonova emis-
sion, with face-on inclinations resulting in brighter emis-
sion. For more “realistic” kilonovae, we selected dyanam-
ical and wind ejecta component masses that result in
an r-process abundance pattern similar to the neutron-
capture elements observed in the Solar System [45]. All
other model properites were selected to result in maximal
angular variation. Specifically, Model 1 represents a kilo-
nova with a toroidal dynamical ejecta component with a
mass of 0.01 M� and mean velocity of 0.3c in addition to
a “peanut-shaped”, high-Ye wind ejecta component with
a mass of 0.03 M� and mean velocity of 0.15c.

For the second kilonova model, we intentionally chose
a model that has minimal dependence on the inclination
angle in order to test the performance of our method
when the EM emission is isotropic. We selected the kilo-
nova with the least angular variation of all 900 simu-
lated models in [44]. Model 2 represents a kilonova with
a toroidal dynamical ejecta component with a mass of
0.001 M� and mean velocity of 0.05c in addition to a
spherical, low-Ye wind ejecta component with a mass of
0.1 M� and mean velocity of 0.3c. This model was also
used as an example of minimal angular variation in Fig.
3 of [44].

1
In practice EM instrumental noise will lead to a di↵erent func-

tional form for the selection function. The Heaviside function

can be trivially replaced by an appropriate sigmoid function.

Instrument Filter Exp. Time (s) mlim Obs. Time (hrs) Ref.

DECam i 90 22.5 18 [47]

DECam z 90 21.8 12 [47]

ZTF g 30 20.8 12 [48]

ZTF r 30 20.6 12 [48]

VISTA Y 360 21.5 24 [49, 50]

VISTA J 360 21.0 48 [49, 50]

VRO r 30 24.2 12 [51]

VRO y 30 22.3 24 [51]

TABLE I. The instruments, filters, exposure time, limiting
magnitude (AB) and observing time after merger we explored
in this paper. We employ typical exposure times and limiting
magnitudes, as detailed in [46], but note that these observing
conditions are highly variable.

Next, we explore the detectability of the kilonovae at
di↵erent inclination angles for a variety of optical/near-
infrared instruments and filters (Table I). Limiting mag-
nitudes are based on telescope designed sensitivities or
from performance in LIGO-Virgo third observing run, as
detailed in [46]. The time of observation after the merger
and the exposure time assumed are also listed. We note
that this represents a selection of possible limiting mag-
nitudes, and a wide range of instrument sensitivity is
possible with di↵erent exposure times, background con-
tributions, and environment factors. Our choice of the
telescope configurations is not intended to compare the
performance of the instruments, but instead represents
a wide variety of observing scenarios. We follow [46] to
combine simulated observer-frame spectroscopic kilonova
emission with an instrument’s bandpass filter function for
a variety of luminosity distances. By comparing to the
limiting magnitude of the selected telescope configura-
tions, we are able to estimate the maximum observable
luminosity distance for the kilonova as a function of bi-
nary inclination angle, at a given observation time. In
Fig. 1 we show how the maximum observable luminos-
ity distance depends on the binary inclination angle with
dashed and dotted curves. As expected, the results for
kilonova model 1 are significantly more sensitive to the
inclination angle than model 2.
We then parametrize the maximum observable dis-

tance as

✏(◆, ~�) = �1cos
2(◆) + �2 Mpc, (4)

and show an example of this model in cyan in Fig. 1.
This is a generic functional form that describes a lower
observable distance when the binary is edge-on, a fairly
common feature among kilonova simulations. We note
that more refined models may be adopted when larger
observed populations are available.
For each of our observing scenarios, we determine

which of the 200 simulated BNS signals would have iden-
tifiable counterparts based on their luminosity distance
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FIG. 1. Maximum observable luminosity distance as a func-
tion of the binary inclination angle for the two kilonova mod-
els and di↵erent telescope configurations (listed in Table I)
we consider. The gray crosses mark the inclination angle
and luminosity distance of our simulated BNS detections.
We also give an example of the function (Eq. 4) we used
to parametrize the shape of curves in this figure (cyan line,
�1 = 450,�2 = 100 in this example).

and inclination angle. We then use emcee [52] to infer
(H0,�1,�2).

Result.– Among the two kilonova models and eight
telescope configurations we consider, some of the con-
figurations are able to find the kilonovae for all BNSs we
simulated, so we do not expect counterpart selection ef-
fect in H0 inference. We skip these in the presentation
of results.

In Fig. 2 we show the inferred median and 68% sym-
metric credible interval for H0 for the remaining con-
figurations with (green) and without (orange) correct-
ing for the counterpart selection e↵ect. The results have
marginalized over ~�. In blue we show the results when
all BNS have an identified EM counterpart. When not
correcting for selection e↵ects, we see up to 2% bias in H0

in our simulations. Our formalism reduces the system-
atic bias to less than the statistical uncertainty (⇠ 1%)
in all cases for our simulated observations (the true value
is contained within the 68% credible interval). Addi-
tionally, missing some of the EM counterparts naturally
leads to larger H0 measurement uncertainties. In our
simulations, we find 3 – 50% larger uncertainties when
counterpart selection e↵ects are present.

We note that to elucidate the origin of Hubble tension,
we will likely need fewer than 200 BNSs [11–14] and it
is unlikely to observe all of them in O4 as in our simu-
lations [53, 54]. We combined more events than needed
in order to avoid statistical fluctuation in the demonstra-
tion and to reveal any underlying systematic uncertainty.

FIG. 2. The median and symmetric 68% credible interval for
H0 inferred using 200 simulated BNS detections. The hori-
zontal axis labels the telescope configurations (c.f. Table I)
and kilonova models (c.f. Fig. 1). Selection e↵ect (orange)-
When H0 inference ignores the presence of counterpart selec-
tion e↵ect. Mitigation (green)-H0 inference using the formal-
ism we present in Eq. 2. For comparison, we also show the
H0 inferred when all counterparts are captured and there is
no counterpart selection e↵ect (blue). The horizontal dashed
line denotes the H0 we picked for the simulations.

However, our formalism can be applied to other GW de-
tector sensitivities and network configurations.

Discussion.– In this Letter, we present a new bright
siren inference formalism that mitigates the EM coun-
terpart selection e↵ect. By including GW events both
with and without counterparts, our formalism success-
fully mitigates the systematic bias introduced by the
counterpart selection e↵ect for a simulated population
of 200 observations. The method does not require pre-
cise assumptions of the EM models, avoiding additional
modeling systematics. It is possible there are remaining
systematics below the statistical uncertainty due to the
simplified functional form employed to parametrize the
maximum observable luminosity distance (Eq. 4). Fu-
ture developments in observations, theories, and numer-
ical methods will further reduce any such bias.

Even with the nearly isotropic kilonova model (Model
2), we see 2% bias in H0 for some telescope configura-
tions. The bias in these scenarios mainly originates from
the limitation of EM instrument sensitivities, as some
face-on binaries lie beyond the instrument’s maximum
observable distance (Fig. 1, right panel). Still, our for-
malism is able to mitigate the bias. We note that in this
case, the extra degree of freedom allowed by our nearly
agnostic prior on �1 (�1 2 [0, 1000]Mpc) leads to the me-
dian recovered H0 value falling below the truth. Since
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the correct model is contained within the prior distri-
bution, we can safely expect the true value to continue
to be contained within the statistical uncertainty as more
events are observed. In the future, by comparing di↵erent
EM observations and inclination angle of the events, it
will become clear whether kilonovae are better modeled
as having isotropic emission, and we can adopt a con-
stant maximum observable distance model (i.e., �1 = 0
in Eq. 4). If so, we find that the H0 bias becomes less
than 0.35% with our formalism.

Although we demonstrate our formalism with the se-
lection e↵ect associated with anisotropic EM emission
observed by a selected set of instrument configurations,
the formalism can easily be generalized to many other
scenarios including:

• Mass-dependent EM emission: The EM emission from
BNSs and neutron star-black hole mergers strongly de-
pends on the component masses of the binaries [55, 56]
and can lead to a similar counterpart selection e↵ect
in bright siren inference. In order to mitigate this ef-
fect, one could choose an appropriate functional form
✏(m1,m2,

~�). Since the component masses of binaries
are better measured in GWs than the inclination angle,
the mass-associated counterpart selection e↵ect could
be easier to mitigate.

• Multiple instruments and/or di↵erent observing strate-

gies: The counterparts of GW events will likely be dis-
covered by di↵erent instruments or observing strategies
(e.g., searching for counterparts at di↵erent depths,
colors, and time after mergers.) Each variation leads
to a di↵erent counterpart selection e↵ect. We can take
~� = ~�a,

~�b,
~�c... to represent each variation. If the EM

observations are random to GW events, i.e. the search
instruments and strategies do not depend on binary’s
physical parameters, the posterior for H0 can be writ-
ten as

p(H0|{
~Da,

~Db,
~Dc...}) ⇠ ⇡(H0)

Y

k=a,b,c...

L( ~Dk|H0), (5)

where L( ~Dk|H0) is the product of the likelihoods for
each event observed with scenario k marginalized over
~�k. If the choice of instruments or strategies depends
on the physical parameters of the GW signals, one can
account for this as an additional known selection e↵ect.

• Partial sky coverage: The large GW sky localization
area can make it di�cult for a single instrument to
cover the entire localization map. If so, the integral
over ~⇥ in the numerator of Eq. 2 has to be limited to
the sky directions ( ~⌦A,

~⌦B ,
~⌦C ...) covered by instru-

ments (A,B,C...), respectively.

• No counterpart due to other reasons: Non-detection of
counterparts due to weather, instrument availability,
solar position etc., are likely to be random, and so the

associated GW events can be removed from the bright
siren inference without leading to a selection bias.

• Hostless counterpart : A counterpart may be found
without an associated host for the determination of
redshift. However, the observation of a counterpart in-
dicates that the event lies within the maximum observ-
able luminosity distance. One can use the counterpart-
found scenario (e.g., H[DL(z,H0) � ✏(◆, , ~�)] case in
Eq. 3) and integrate over possible redshifts in the nu-
merator of Eq. 2.

As LIGO-Virgo-KAGRA continue to observe with im-
proved sensitivities, joint GW-EM detections will push
toward percent-level H0 measurements in the next few
years. Our new formalism mitigates a dominant source
of systematic uncertainty with minimal dependence on
EM modeling for the measurement, ensuring a reliable
path toward resolving the H0 tension.
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D. R. Neill, S. P. Newbry, J.-Y. Nief, A. Nomerot-
ski, M. Nordby, P. O’Connor, J. Oliver, S. S. Olivier,
K. Olsen, W. O’Mullane, S. Ortiz, S. Osier, R. E. Owen,
R. Pain, P. E. Palecek, J. K. Parejko, J. B. Parsons,
N. M. Pease, J. M. Peterson, J. R. Peterson, D. L. Pe-
travick, M. E. Libby Petrick, C. E. Petry, F. Pierfederici,
S. Pietrowicz, R. Pike, P. A. Pinto, R. Plante, S. Plate,
J. P. Plutchak, P. A. Price, M. Prouza, V. Radeka, J. Ra-
jagopal, A. P. Rasmussen, N. Regnault, K. A. Reil, D. J.

Reiss, M. A. Reuter, S. T. Ridgway, V. J. Riot, S. Ritz,
S. Robinson, W. Roby, A. Roodman, W. Rosing, C. Rou-
celle, M. R. Rumore, S. Russo, A. Saha, B. Sassolas,
T. L. Schalk, P. Schellart, R. H. Schindler, S. Schmidt,
D. P. Schneider, M. D. Schneider, W. Schoening, G. Schu-
macher, M. E. Schwamb, J. Sebag, B. Selvy, G. H.
Sembroski, L. G. Seppala, A. Serio, E. Serrano, R. A.
Shaw, I. Shipsey, J. Sick, N. Silvestri, C. T. Slater, J. A.
Smith, R. C. Smith, S. Sobhani, C. Soldahl, L. Storrie-
Lombardi, E. Stover, M. A. Strauss, R. A. Street, C. W.
Stubbs, I. S. Sullivan, D. Sweeney, J. D. Swinbank,
A. Szalay, P. Takacs, S. A. Tether, J. J. Thaler, J. G.

Thayer, S. Thomas, A. J. Thornton, V. Thukral, J. Tice,
D. E. Trilling, M. Turri, R. Van Berg, D. Vanden Berk,
K. Vetter, F. Virieux, T. Vucina, W. Wahl, L. Walkow-
icz, B. Walsh, C. W. Walter, D. L. Wang, S.-Y. Wang,
M. Warner, O. Wiecha, B. Willman, S. E. Winters,
D. Wittman, S. C. Wol↵, W. M. Wood-Vasey, X. Wu,
B. Xin, P. Yoachim, and H. Zhan, Astrophys. J. 873,
111 (2019), arXiv:0805.2366 [astro-ph].

[52] D. Foreman-Mackey, D. W. Hogg, D. Lang, and J. Good-
man, PASP 125, 306 (2013), arXiv:1202.3665 [astro-
ph.IM].

[53] R. Abbott et al. (LIGO Scientific, VIRGO, KAGRA),
(2021), arXiv:2111.03606 [gr-qc].

[54] R. Abbott et al. (KAGRA, VIRGO, LIGO Scientific),
Phys. Rev. X 13, 011048 (2023), arXiv:2111.03634 [astro-
ph.HE].
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