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WEIGHTED HOMOLOGICAL REGULARITIES

E. KIRKMAN, R. WON, AND J. J. ZHANG

Abstract. Let A be a noetherian connected graded algebra. We introduce
and study homological invariants that are weighted sums of the homological
and internal degrees of cochain complexes of graded A-modules, providing
weighted versions of Castelnuovo–Mumford regularity, Tor-regularity, Artin–
Schelter regularity, and concavity. In some cases an invariant (such as Tor-
regularity) that is infinite can be replaced with a weighted invariant that is
finite, and several homological invariants of complexes can be expressed as
weighted homological regularities. We prove a few weighted homological iden-
tities some of which unify different classical homological identities and produce
interesting new ones.

Introduction

Let k be a base field and let A be a connected graded k-algebra. If X is a complex
of graded left A-modules, then there are two natural gradings on X, namely, the
gradings by homological and internal degrees. Properties of A can be reflected in
the relationships between these degrees. For example, A is Koszul if the trivial
graded A-module k has a minimal free resolution of the form

(E0.0.1) · · · → A(−i)βi → A(−i+ 1)βi−1 → · · · → A(−1)β1 → A → k → 0,

or equivalently, TorAi (k, k)j = 0 for all j �= i. In this case we say that the trivial
A-module k has a linear resolution, or that the Tor-regularity of k is 0. The Tor-
regularity of a complex X is defined to be

(E0.0.2) Torreg(X) = sup
i,j∈Z

{j − i | TorAi (k, X)j �= 0}.

This supremum of a particular linear combination of internal and homological de-
grees provides a measure of the growth of the degrees of generators of the free
modules in a minimal free resolution of X.

When A is a noetherian commutative graded algebra generated in degree one,
the Tor-regularity of the trivial module is either zero or infinity [AP01], so the
Tor-regularity measures only whether A is Koszul or not. Jørgensen and Dong–
Wu [Jør99,Jør04,DW09] studied the Tor- and Ext-regularities for noncommutative
algebras, and further results on these regularities were the subject of [KWZ21].
As shown in [KWZ21, Example 2.4(4)], for any non-negative integer n, there is a
noncommutative algebra whose trivial graded module k has Tor-regularity n, and
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so the Tor-regularity of the trivial graded module of a noncommutative algebra
provides more information than whether or not the algebra is Koszul.

Castelnuovo–Mumford regularity (CM regularity for short) was introduced for
commutative graded algebras as the supremum of another linear combination of
homological and internal degrees (in this case the homological degree involves local
cohomology). Over a noetherian commutative graded algebra, every finitely gen-
erated graded module has finite CM regularity. In the noncommutative case, CM
regularity was studied by Jørgensen and Dong–Wu [Jør99, Jør04, DW09] and ex-
plored further in [KWZ21]; for a noncommutative noetherian algebra, some finitely
generated modules may have infinite CM regularity [KWZ21, Example 5.1]. In
[KWZ21, Definition 0.6] a new notion of regularity involving both internal and ho-
mological degrees, the Artin–Schelter regularity, was introduced; it measures how
close an algebra is to being an Artin-Schelter regular algebra [Definition 0.1].

In this paper we introduce weighted versions of classical homological invariants
such as the Tor-, Ext- and CM regularities, as well as a weighted version of the
Artin–Schelter regularity. These weighted invariants are defined as extrema of
general weighted sums of homological and internal degrees of certain complexes,
and hence they extend the original version of these invariants. Moreover, we will
see that other useful invariants, such as the sup, inf, projective dimension and depth
of a complex, can be viewed in the context of weighted regularities of complexes.
These weighted invariants can provide new finite invariants, even for commutative
algebras. For example, Proposition 5.8 gives a condition which guarantees the
existence of some weight such that a weighted Tor-regularity [Definition 0.2] of
the trivial module is finite. In particular, for a noetherian commutative algebra it
implies that such a weight always exists.

We now define the weighted regularities that will be the focus of this paper. An
N-graded algebra A is called connected graded if A0 = k. For a connected graded
algebra A, let m = A≥1 and k = A/m. An important class of connected graded
algebras in this paper are the Artin–Schelter regular algebras [AS87] which play a
central role in noncommutative algebraic geometry and representation theory.

Definition 0.1 ([AS87, p. 171]). A connected graded algebra T is called Artin–
Schelter Gorenstein (or AS Gorenstein, for short) if the following conditions hold:

(a) T has injective dimension d < ∞ on the left and on the right,

(b) ExtiT (Tk, TT ) = ExtiT (kT , TT ) = 0 for all i �= d, and

(c) ExtdT (Tk, TT )
∼= ExtdT (kT , TT ) ∼= k(l) for some integer l. Here l is called

the AS index of T .

In this case, we say T is of type (d, l). If in addition,

(d) T has finite global dimension, and
(e) T has finite Gelfand–Kirillov dimension,

then T is called Artin–Schelter regular (or AS regular, for short) of dimension d.

In this paper we generally reserve the letters S and T for AS regular algebras.
Note that the only commutative AS regular algebras are polynomial rings and
so AS regular algebras are regarded as noncommutative versions of commutative
polynomial rings. Recall that the ith local cohomology of a graded left A-module
M is defined to be

Hi
m
(M) = lim

n→∞
ExtiA(A/mn,M).
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WEIGHTED HOMOLOGICAL REGULARITIES 7409

If X is a complex of graded left A-modules, one can define the ith local cohomology
of X, denoted by Hi

m
(X), similarly, as in [Jør97,Jør04].

Definition 0.2. Fix a real number ξ. Let A be a noetherian connected graded
algebra and let X be a nonzero complex of graded left A-modules.

(1) The ξ-Tor-regularity of X is defined to be

Torregξ(X) = sup
i,j∈Z

{j − ξi | TorAi (k, X)j �= 0}.

If ξ = 1, then Torregξ(X) agrees with the usual Tor-regularity Torreg(X)
defined in (E0.0.2) [Jør99,Jør04,DW09].

(2) The ξ-Castelnuovo–Mumford regularity (or ξ-CM regularity, for short) of
X is defined to be

CMregξ(X) = sup
i,j∈Z

{j + ξi | Hi
m
(X)j �= 0}.

If ξ = 1, then CMregξ(X) agrees with the usual Castelnuovo–Mumford
regularity CMreg(X) defined in [Jør99,Jør04,DW09].

(3) The ξ-Artin–Schelter regularity (or ξ-AS regularity) of A is defined to be

ASregξ(A) = Torregξ(k) + CMregξ(A).

If ξ = 1, then ASregξ(A) agrees with the AS regularity introduced in
[KWZ21].

The notions of regularity given in parts (1) and (2) above are natural general-
izations of the classical Tor- and Castelnuovo–Mumford regularities [MB66,Eis95,
EG84]. These weighted homological invariants provide useful information about the
graded algebra A and graded modules (or complexes of modules) over A. In Sec-
tion 2 we will extend these definitions of weighted regularities to consider weights
of the form ξ = (ξ0, ξ1) and more general linear combinations of homological and
internal degrees [Definitions 2.1, 2.3, and 2.5]. For simplicity in this introduction
we consider only the case where ξ0 = 1 and ξ1 = ξ.

For a finitely generated graded A-module M , the relations between the reg-
ularities Torreg(M) and CMreg(M) have been studied in the literature. When
A is a polynomial ring generated in degree 1, Torreg(M) = CMreg(M) [EG84],
but this is not the case for all AS regular algebras [DW09, Theorem 5.4], see
also Theorem 4.3. Other relations between these invariants were established in
the commutative case [Röm08] and were extended to the noncommutative case
in [Jør99, Jør04, DW09]. In this paper we provide further relations between the
weighted versions of these invariants in the noncommutative case. The following
two theorems extend [Jør04, Theorems 2.5 and 2.6], [Röm08, Theorem 4.2], and
[DW09, Proposition 5.6].

Theorem 0.3. Let A be a noetherian connected graded algebra with balanced du-
alizing complex. Let X be a nonzero object in D

b
fg(A -Gr) and let ξ ∈ R.

(1) (Theorem 3.3)

Torregξ(X) ≤ CMregξ(X) + Torregξ(k).

(2) (Theorem 3.5)

CMregξ(X) ≤ Torregξ(X) + CMregξ(A).
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(3)
ASregξ(A) ≥ 0.

Theorem 0.4 (Theorem 3.10). Let A be a noetherian connected graded algebra

with balanced dualizing complex. Let X be a nonzero object in D
b
fg(A -Gr) of finite

projective dimension.

(1) Suppose 0 ≤ ξ ≤ 1. Then

CMregξ(X) = Torregξ(X) + CMregξ(A).

(2) For all ξ 	 0,

CMregξ(X) = Torregξ(X) + CMregξ(A).

If M is a graded vector space, let deg(M) denote the maximal degree of the
nonzero homogeneous elements in M , as in equation (E1.1.1). (A more general
two-parameter definition of the weighted degree of a complex is given in equa-
tion (E1.1.3).)

Remark 0.5. Retain the hypotheses of Theorem 0.4.

(1) If ξ > 1, then by Remarks 2.6(1) and 3.11(1), the conclusion of Theorem
0.4 may fail to hold, even when A is AS regular and X = k.

(2) It is unknown if Theorem 0.4(2) holds for all ξ < 0, see Remark 3.11(2).
(3) The famous Auslander–Buchsbaum formula in the graded setting can be

recovered from by taking lim
ξ→−∞

1
ξ
(−) in Theorem 0.4(2) (see Corollary

3.12(1)). Hence Theorem 0.4 unifies the Auslander–Buchsbaum formula
[Jør98, Theorem 3.2] with [Röm08, Theorem 4.2] (in the commutative case)
and [DW09, Proposition 5.6] and [KWZ21, Theorem 0.7] (in the noncom-
mutative case).

(4) In addition to part (3), when taking lim
ξ→−∞

(−) of Theorem 0.4(2), in Corol-

lary 3.12(2), we obtain a new homological identity

(E0.5.1) degH
d(X)
m (X) = degTorAp(X)(k, X) + degH

d(A)
m (A),

where p(X) := pdim(X) and d(X) := depth(X). We call (E0.5.1) a refined
Auslander–Buchsbaum formula.

In [KWZ21, Theorem 0.8], we generalized a result of Dong and Wu [DW09, The-
orems 4.10 and 5.4] to the not-necessarily Koszul setting to show that a noetherian
connected graded algebra A with balanced dualizing complex is AS regular if and
only if ASreg(A) = 0. Here, we extend this result to the weighted setting. The
Cohen–Macaulay property will be defined in Definition 1.2.

Theorem 0.6. Let A be a noetherian connected graded algebra with balanced du-
alizing complex. Then the following are equivalent:

(1) A is AS regular.
(2) There exists a ξ ≤ 1 such that ASregξ(A) = 0.
(3) A is Cohen–Macaulay and there exists a ξ ∈ R such that ASregξ(A) = 0.

It is an open question if the hypothesis that ξ ≤ 1 can be removed from part (2)
or the hypothesis that A is Cohen–Macaulay can be removed from part (3).

By Example 2.2(3), if T is AS regular (or AS Gorenstein) of type (d, l), then

(E0.6.1) CMregξ(T ) = ξd− l
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WEIGHTED HOMOLOGICAL REGULARITIES 7411

which will appear in several places in this paper. If T is AS regular and ξ ≤ 1, then
we also have

Torregξ(k) = −ξd+ l = −CMregξ(T ),

which follows from a direct computation, or from (E0.6.1) and the fact ASregξ(A) =
0. Some further computations of weighted regularities in the non-Koszul case are
provided in Remark 2.6.

As an immediate consequence of Theorem 0.6, we have the following corollary.

Corollary 0.7. Let A be a noetherian AS Gorenstein algebra of type (d, l). Suppose
there is a ξ ∈ R such that

degTorAi (k, k) ≤ ξi+ l− ξd

for all i ≥ 0. Then A is AS regular.

Note that Corollary 0.7 recovers [DW09, Theorem 4.10] by setting l = d and
ξ = 1. We also prove a weighted version of [Jør99, Corollary 5.2], which can be
used to compute the weighted CM regularity of a finitely generated graded module
over an AS Gorenstein algebra.

Theorem 0.8 (Theorem 4.6). Suppose A is a noetherian AS Gorenstein algebra of
type (d, l). Let ξ ≤ 1 be a real number and let M �= 0 be a finitely generated graded
left A-module with finite projective dimension.

(1) Let w be an integer with 0 ≤ w ≤ d. Then

max
0≤j≤w

{degHj
m
(M) + ξj} = −l+ ξd+ max

d−w≤j≤d
{degTorAj (k,M)− ξj}.

(2) In particular, if w is chosen to be maximal with the property that Hw
m
(M) �=

0, we have

CMregξ(M) = −l+ ξd+ max
d−w≤j≤d

{degTorAj (k,M)− ξj}.

(3) If, further, M is s-Cohen–Macaulay, then p := d − s is the projective di-
mension of M and

CMregξ(M) = −l+ ξs+ deg(TorAp (k,M)).

The above results are generalizations of classical results in various directions, for
example, from commutative algebras to noncommutative algebras, from modules
to complexes, and from unweighted regularities to weighted regularities.

Homological invariants, as well as homological identities have many applications.
In [KWZ22, Theorems 0.8 and 0.10], the authors used regularities to bound the
maximal degree of generators of the invariant rings under Hopf actions. In [KWZ21,
Corollary 0.11], the authors demonstrated how to control the Koszul property of
an AS regular algebra A by using a finite map T → A. Following the ideas of
Backelin [Bac86], we can also use finite maps to control the Koszul property of
higher Veronese subrings.

In Section 5 we consider the case when there is a finite graded map from a
noetherian AS regular algebra T into a connected graded algebra A. In Proposition
5.8 we show there exists a weight ξ with Torregξ(X) < ∞ for all X ∈ D

b
fg(A -Gr).

This result can be applied to all noetherian commutative graded algebras, where
the Tor-regularity is not always finite. As the value of Torreg(Ak) is related to the
Koszul property of A, the values of Torregξ(Ak) are related to the Koszul property
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of the Veronese subrings of A [Bac86, Corollary, p. 81]. See a related result in
Proposition 5.8(1).

Corollary 0.9 (Corollary 5.9). Let A be a noetherian algebra generated in degree 1
and suppose there is a finite map T → A where T is a noetherian connected graded
algebra of finite global dimension. Then A(d) is Koszul for d 
 0.

When A is commutative, Corollary 5.9 recovers a very nice result of Mumford
[Mum10, Theorem 1]. If we remove the hypothesis that there is a finite map from
a noetherian connected graded algebra T of finite global dimension to A, it is an
open question if the conclusion of Corollary 0.9 holds, see Question 5.10.

The paper is organized as follows. Section 1 recalls some basic definitions and
properties of homological algebra (including local cohomology). In Section 2 we
provide the full definitions of the weighted regularities defined in Definition 0.2,
and explicitly compute these invariants in several examples. Section 3 proves gen-
eralizations of some equalities and inequalities from [Jør04,DW09] that comprise
Theorems 0.3 and 0.4. Theorems 0.6 and 0.8 on weighted AS regularities and the
computation of weighted CM regularities of graded modules over AS Gorenstein
algebras are proved in Section 4. In Section 5 we provide some comments and
remarks about related homological invariants such as concavity, rate, and slope.

1. Preliminaries

For an N-graded k-algebra A, we let A -Gr denote the category of Z-graded left
A-modules. When convenient, we identify the category of graded right A-modules
with Aop -Gr where Aop is the opposite ring of A. The derived category of graded
A-modules is denoted by D(A -Gr). We use the standard notation D

+(A -Gr),

D
−(A -Gr), and D

b(A -Gr) for the full subcategories of (cochain) complexes X =
(Xn) of Z-graded left A-modules which are bounded below (i.e., Xn = 0 for all
n 	 0), bounded above (i.e., Xn = 0 for all n 
 0), and bounded (i.e., Xn = 0 for
all |n| 
 0), respectively. We use the subscript fg to denote the full subcategories

consisting of complexes with finitely generated cohomology, e.g., Db
fg(A -Gr). We

adopt the standard convention that a left A-module M can be viewed as a complex
concentrated in position 0.

Let � be an integer. For a graded A-module M , the shifted A-module M(�) is
defined by

M(�)m = Mm+�

for all m ∈ Z. For a cochain complex X = (Xn, dnX : Xn → Xn+1), we define two
notions of shifting: X(�) shifts the degrees of each graded vector space X(�)im =
Xi

m+� (together with differential diX(�) = diX) for all i,m ∈ Z and X[�] shifts the

complex X[�]i = Xi+� (together with differential diX[�] = (−1)�diX) for all i ∈ Z.

Let M =
⊕

d∈Z
Md be a Z-graded k-vector space. We say that M is locally finite

if dimk Md < ∞ for all d ∈ Z.

Definition 1.1. Let A :=
⊕

i≥0 Ai be a locally finite N-graded algebra. The Hilbert
series of A is defined to be

hA(t) =
∑

i∈N

(dimk Ai)t
i.
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WEIGHTED HOMOLOGICAL REGULARITIES 7413

Similarly, if M =
⊕

i∈Z
Mi is a locally finite Z-graded A-module (or Z-graded

vector space), the Hilbert series of M is defined to be

hM (t) =
∑

i∈Z

(dimk Mi)t
i.

Define the degree of M to be the maximal degree of the nonzero homogeneous
elements in M , namely,

(E1.1.1) deg(M) = inf{d | (M)≥d = 0}−1 = sup{d | (M)d �= 0} ∈ Z∪{±∞}.

By convention, we define deg(0) = −∞. Similarly, we define

(E1.1.2) ged(M) = sup{d | (M)≤d = 0}+1 = inf{d | (M)d �= 0} ∈ Z∪{±∞}.

By convention, we define ged(0) = ∞. Now we fix ξ := (ξ0, ξ1) a pair of real numbers
not both zero and move from the case (1, ξ) considered in the introduction to the
general case ξ = (ξ0, ξ1). We will see in Lemma 3.1(1) that if ξ0 > 0, then we can
often rescale so that ξ0 = 1. For a cochain complex X, the ξ-weighted degree of X
is defined to be

(E1.1.3) degξ(X) = sup
m,n∈Z

{ξ0m+ ξ1n | Hn(X)m �= 0}.

Similarly, the ξ-weighted ged of X is defined to be

(E1.1.4) gedξ(X) = inf
m,n∈Z

{ξ0m+ ξ1n | Hn(X)m �= 0}.

Recall that the supremum and infimum of X are defined to be

sup(X) = sup
n∈Z

{n | Hn(X) �= 0} and inf(X) = inf
n∈Z

{n | Hn(X) �= 0}.

It is clear that, if X is nonzero in D(A -Gr), then

sup(X) = deg(0,1)(X) and inf(X) = ged(0,1)(X).

Further,

− inf(X) = deg(0,−1)(X) and − sup(X) = ged(0,−1)(X).

If
X = · · · → Xs−1 → Xs → Xs+1 → · · · ,

then the brutal truncations of X are denoted by

X≥s := · · · → 0 → · · · → 0 → Xs → Xs+1 → · · ·

and
X≤s := · · · → Xs−1 → Xs → 0 → · · · → 0 → · · · .

Let A be a connected graded algebra with graded Jacobson radical m := A≥1. Let
k also denote the graded A-bimodule A/m. For a graded left A-module M , let

(E1.1.5) tAi (AM) = degTorAi (k,M).

If M is a graded right A-module, let

(E1.1.6) tAi (MA) = degTorAi (M, k).

It is clear that tAi (Ak) = tAi (kA). If the context is clear, we will use tAi (M) instead
of tAi (AM) (or tAi (MA)).

For each graded left A-module M , we define

Γm(M) = {x ∈ M | A≥nx = 0 for some n ≥ 1 } = lim
n→∞

HomA(A/A≥n,M)
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and call this the m-torsion submodule of M . It is standard that the functor Γm(−) is
a left exact functor A -Gr → A -Gr. Since the category A -Gr has enough injectives,
the ith right derived functors, denoted by Hi

m
or Ri Γm, are defined and called the

local cohomology functors. Explicitly, one has

Hi
m
(M) = Ri Γm(M) := lim

n→∞
ExtiA(A/A≥n,M).

See [AZ94,VDB97] for more details. For a complex X of graded left A-modules,
the local cohomology functors are defined by

Hi
m
(X) = Ri Γm(X) := lim

n→∞
ExtiA(A/A≥n, X).

Definition 1.2. Let A be a connected graded noetherian algebra. Let M be a
finitely generated graded left A-module. We call M s-Cohen–Macaulay or simply
Cohen–Macaulay if Hi

m
(M) = 0 for all i �= s and Hs

m
(M) �= 0. We say A is

Cohen–Macaulay if AA is Cohen–Macaulay.

Throughout the rest of this paper, we assume the following hypothesis; we refer
the reader to [Yek92] for the definitions of a dualizing complex and a balanced
dualizing complex.

Hypothesis 1.3. Let A be a noetherian connected graded algebra with balanced
dualizing complex. In this case by [VDB97, Theorem 6.3] the balanced dualizing
complex will be given by RΓm(A)′, where ′ represents the graded vector space dual.

The local cohomological dimension of a graded A-module M is defined to be

lcd(M) := sup{i ∈ Z | Hi
m
(M) �= 0}

and the cohomological dimension of Γm is defined to be

cd(Γm) = sup
M∈A -Gr

{lcd(M)}.

We will use the following Local Duality Theorem of Van den Bergh several times.

Theorem 1.4. Let A be a noetherian connected graded k-algebra with cd(Γm) < ∞
and let C be a connected graded algebra.

(1) [VDB97, Theorem 5.1] For any X ∈ D((A⊗ Cop) -Gr) there is an isomor-
phism

RΓm(X)′ ∼= RHomA(X,RΓm(A)′)

in D((C ⊗Aop) -Gr).

(2) [Jør04, Observation 2.3] Assume Hypothesis 1.3. If X ∈ D
b
fg(A -Gr), then

RΓm(X)′ ∈ D
b
fg(A

op -Gr).

Proof. (2) By [VDB97, Theorem 6.3], R := RΓm(A)′ is the balanced dualizing com-
plex over A. By a basic property of a balanced dualizing complex [Yek92, Proposi-

tion 3.4], RHomA(X,R) ∈ D
b
fg(A

op -Gr). By part (1), RΓm(X)′ ∼= RHomA(X,R),
and so the assertion follows. �

2. Weighted versions of homological regularities

In this section we introduce weighted versions of several homological invariants
in the noncommutative setting and provide some sample computations of these
regularities. Castelnuovo–Mumford regularity in the noncommutative setting was
first studied by Jørgensen in [Jør99, Jør04] and later by Dong and Wu [DW09].
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WEIGHTED HOMOLOGICAL REGULARITIES 7415

Throughout, we fix an ordered pair ξ = (ξ0, ξ1) of real numbers. In the introduction,
we identified ξ with (1, ξ).

Definition 2.1. Let X be a nonzero object in D
b
fg(A -Gr).

(1) The ξ-Castelnuovo–Mumford regularity of X is defined to be

CMregξ(X) = degξ(RΓm(X)).

If ξ0 �= 0, then it is clear that

CMregξ(X) = sup
i∈Z

{ξ0 deg(H
i
m
(X)) + ξ1i}.

(2) If ξ = (1, 1), then CMregξ(X) becomes the ordinary CMreg(X) as defined
in [Jør04, Definition 2.1].

By Theorem 1.4(2), if 0 �= X ∈ D
b
fg(A -Gr) then RΓm(X) � 0 and RΓm(X)′ ∈

D
b
fg(A

op -Gr). It follows that, if ξ0 ≥ 0, then CMregξ(X) is finite. However, if A
does not have a balanced dualizing complex then CMregξ(A) and CMregξ(X) can
be infinite (e.g. [KWZ21, Example 5.1]).

Example 2.2. Suppose that ξ0 ≥ 0.

(1) If M is a finite-dimensional nonzero graded left A-module, then

CMregξ(M) = ξ0 deg(M).

A more general case is considered in part (4).
(2) Let A be an AS Gorenstein algebra of type (d, l). Then CMregξ(A) =

ξ1d− ξ0l.
(3) Let A be an AS regular algebra of type (d, l). By [SZ97, Proposition 3.1],

when regarded as a rational function, degt hA(t) = −l. Hence,

CMregξ(A) = ξ1d− ξ0l = ξ1 gldimA+ ξ0 degt hA(t).

(4) If M is s-Cohen–Macaulay, then, by definition,

CMregξ(M) = ξ1s+ ξ0 deg(H
s
m
(M)).

(5) If ξ = (0, 1) and X ∈ D
b
fg(A -Gr), then

CMreg(0,1)(X) = sup(RΓm(X)).

(6) Recall from [Jør97] that the depth of a complex X is defined to be

depth(X) := inf(RHomA(k, X)).

By [DW09, Lemma 2.6], depth(X) = inf(RΓm(X)). If ξ = (0,−1) and

X ∈ D
b
fg(A -Gr), then

CMreg(0,−1)(X) = − inf(RΓm(X)) = − depth(X).

Definition 2.3. Let X be a nonzero object in D
b
fg(A -Gr). The ξ-Ext-regularity of

X is defined to be

Extregξ(X) = − gedξ(RHomA(X, k))

= − inf
i∈Z

{ξ0 ged(Ext
i
A(X, k)) + ξ1i},
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7416 E. KIRKMAN, R. WON, AND J. J. ZHANG

where the second equality holds when ξ0 �= 0. The Tor-regularity of X is defined
to be

Torregξ(X) = degξ(k⊗L
A X)

= sup
i∈Z

{ξ0 deg(Tor
A
−i(k, X)) + ξ1i}

= sup
i∈Z

{ξ0 deg(Tor
A
i (k, X))− ξ1i}

where the second equality holds when ξ0 �= 0.

By [DW09, Remark 4.5], if X has a finitely generated minimal free resolution
over A, then Extregξ(X) = Torregξ(X).

Example 2.4. The following examples are clear.

(1) If M ∈ A -Gr and r = Torregξ(M) and ξ0 > 0, then

tAi (AM) := deg(TorAi (k,M)) ≤ ξ−1
0 (r + ξ1i)

for all i.
(2) Torregξ(A) = Extregξ(A) = 0.

(3) Suppose X ∈ D
b
fg(A -Gr). If ξ = (0,−1), then

Torreg(0,−1)(X) = pdim(X)

where pdim denotes the projective dimension.
(4) Suppose ξ0 > 0. Let A be a Koszul algebra as defined in the introduction

(E0.0.1), and let g = gldimA. By definition, deg ToriA(k, k) = i for all
0 ≤ i ≤ g and −∞ otherwise. This implies that

(E2.4.1) Torregξ(Ak) =

⎧

⎪

⎨

⎪

⎩

0 ξ1 ≥ ξ0,

+∞ ξ1 < ξ0 and g = ∞,

g(ξ0 − ξ1) ξ1 < ξ0 and g < ∞.

(5) Suppose ξ0 > 0 and ξ1 < ξ0. Let g = gldimA. Since degToriA(k, k) ≥ i for
all 0 ≤ i ≤ g, we obtain

Torregξ(Ak) =

{

+∞ g = ∞,

degTorgA(k, k)ξ0 − gξ1 g < ∞.

Using the weighted versions of the Tor (or Ext) and CM regularities, we define a
weighted version of the Artin-Schelter regularity of a connected graded algebra A,
extending the unweighted (ξ = (1, 1)) version, which was introduced in [KWZ21].

Definition 2.5. The ξ-Artin–Schelter regularity (or ξ-AS regularity) of a connected
graded algebra A is

ASregξ(A) := Torregξ(k) + CMregξ(A).

If there exists a noetherian AS regular algebra T and a finite map T → A, then
it follows from Proposition 5.8 that there is a ξ such that ASregξ(A) < ∞.

Remark 2.6.

(1) When ξ0 > 0, it follows from Theorem 3.3 and Example 2.4(2) that
Torregξ(Ak) ≥ −CMregξ(A), or equivalently ASregξ(A) ≥ 0. Let T be
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a non-Koszul AS regular algebra of global dimension 3 that is generated in
degree 1. Then T is of type (3, 4) and

tTi (k) =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

0, i = 0,

1, i = 1,

3, i = 2,

4, i = 3.

By Example 2.2(3), CMregξ(T ) = −4ξ0 + 3ξ1 and it is easy to check that,
if ξ0 = 1, then

Torregξ(k) = max{0, 1− ξ1, 3− 2ξ1, 4− 3ξ1} =

⎧

⎪

⎨

⎪

⎩

4− 3ξ1 ξ1 ≤ 1,

3− 2ξ1, 1 ≤ ξ1 ≤ 1.5,

0, 1.5 ≤ ξ1.

As a consequence, Torregξ(Tk) = −CMregξ(T ) if ξ1 ≤ 1 and Torregξ(Tk) >
−CMregξ(T ) if ξ1 > 1. Note that for any ξ, by Example 2.2(1),

CMregξ(k) = 0.

So, if ξ1 > 1, Theorem 0.4 (or Theorem 3.10) fails even when X = k.
(2) Let T be as in part (1) and let B = T [x1, · · · , xn] for some integer n ≥ 1,

where deg xs = 1 for all 1 ≤ s ≤ n. Then B is of type (3 + n, 4 + n) and

tBi (Bk) =

⎧

⎪

⎨

⎪

⎩

0, i = 0,

1, i = 1,

i+ 1, 2 ≤ i ≤ n+ 3.

By Example 2.2(4), CMregξ(B) = −(n+ 4)ξ0 + (n+ 3)ξ1 and it is easy to
check that, if ξ0 = 1, then

Torregξ(kB) =

⎧

⎪

⎨

⎪

⎩

(n+ 4)− (n+ 3)ξ1 ξ1 ≤ 1,

3− 2ξ1, 1 ≤ ξ1 ≤ 1.5,

0, 1.5 ≤ ξ1.

Similarly, Torregξ(kB) > −CMregξ(B) if ξ1 > 1.
(3) Suppose ξ0 = 1 and ξ1 ≤ 1. Let T be a noetherian AS regular algebra. By

[SZ97, (3–4), p. 1600], tTi−1(k) < tTi (k) for all 1 ≤ i ≤ d := gldimT . Since

each tTi (k) is an integer, we have tTi−1(k)− (i−1) ≤ tTi (k)− i. Since ξ1 ≤ 1,
we obtain that

tTi−1(k)− ξ1(i− 1) ≤ tTi (k)− ξ1i

for all 1 ≤ i ≤ d. This implies that

Torregξ(k) = tTd (k)− ξ1d = l− ξ1d

by [SZ97, Proposition 3.1(4)]. By Example 2.2(3),

Torregξ(Tk) = −CMregξ(T ),

or equivalently

ASregξ(T ) = 0

(compare to Theorem 0.6).
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7418 E. KIRKMAN, R. WON, AND J. J. ZHANG

(4) Let ξ = (1, ξ1). Let A = k[x] with deg(x) = 2. Then A is of type (1, 2) and
degTor1A(k, k) = 2. We have

CMregξ(A) = −2 + ξ1

and

Torregξ(k) =

{

2− ξ1 ξ1 ≤ 2,

0 ξ1 > 2.

As a consequence,

ASregξ(k) =

{

0 ξ1 ≤ 2,

−2 + ξ1 ξ1 > 2.

The following is a generalization of [KWZ21, Lemma 2.3].

Lemma 2.7. Assume that ξ0 > 0. Suppose that T and A are connected graded
algebras. Then

Torregξ(T⊗Ak) = Torregξ(Tk) + Torregξ(Ak).

Proof. Let P be a projective resolution of k as a right T -module and let Q be a
projective resolution of k as a right A-module. Let X and Y denote the complexes
given by tensoring P and Q with Tk and Ak respectively. Then TorTi (k, k) and

TorAi (k, k) can be computed by taking homology of X and Y , respectively. Further,

TorT⊗A
i (k, k) can be computed by taking homology of the complex X ⊗ Y . By the

Künneth formula (see, e.g. [Rot09, Theorem 10.8.1]), we have
⊕

p+q=n

TorTp (k, k)⊗ TorAq (k, k)
∼=

⊕

p+q=n

Hp(X)⊗Hq(Y )

∼= Hn(X ⊗ Y ) ∼= TorT⊗A
n (k, k)

where ⊗ stands for ⊗k. Therefore,

Torregξ(T⊗Ak) = sup
n∈Z

{ξ0 deg(Tor
T⊗A
n (k, k))− ξ1n}

= sup
p,q∈Z

{ξ0 deg(Tor
T
p (k, k)) + ξ0 deg(Tor

A
q (k, k))− ξ1(p+ q)}

= sup
p∈Z

{ξ0 deg(Tor
T
p (k, k))− ξ1p}+ sup

q∈Z

{ξ0 deg(Tor
A
q (k, k))− ξ1q}

= Torregξ(Tk) + Torregξ(Ak),

as desired. �

Example 2.8. Let ξ0 = 1.
Let T be the noetherian AS regular algebra given in Remark 2.6(1). Then

Torregξ(Tk) = max{0, 1− ξ1, 3− 2ξ1, 4− 3ξ1} =

⎧

⎪

⎨

⎪

⎩

4− 3ξ1 ξ1 ≤ 1,

3− 2ξ1, 1 ≤ ξ1 ≤ 1.5,

0, 1.5 ≤ ξ1.

Let A be an affine (commutative) noetherian Koszul algebra that has infinite
global dimension. Then

Torregξ(Ak) = max
n∈N

{n− nξ} =

{

∞ ξ1 > 1,

0 ξ1 ≤ 1.
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WEIGHTED HOMOLOGICAL REGULARITIES 7419

By Lemma 2.7, we obtain that

Torregξ(A⊗Tk) =

{

∞ ξ1 > 1,

4− 3ξ1 ξ1 ≤ 1.

3. Equalities and inequalities

In this section we study the relationships between the weighted regularities de-
fined in the previous section, generalizing results of Jørgensen, Dong, and Wu
[Jør99, Jør04, DW09] and proving Theorem 0.3. In this section we fix a pair of
real numbers ξ = (ξ0, ξ1).

Recall that for a cochain complex X and � ∈ Z, the complex X(�) shifts the
degrees of each graded vector space X(�)im = Xi

m+� while the complex X[�] shifts

the complex X[�]i = Xi+�.

Lemma 3.1. Let A be a noetherian connected graded algebra and X be a nonzero
complex of graded left A-modules. The following statements hold.

(1) Let λ > 0 and ξ′ = λξ. Then

degξ′(X) = λ degξ(X).

The above equation also holds if deg is replaced with ged, CMreg, Extreg,
or Torreg.

(2) Suppose degξ(X) is finite. Then

degξ(X[1]) = degξ(X)− ξ1 and degξ(X(1)) = degξ(X)− ξ0.

Similar equations hold if deg is replaced with ged, CMreg, Extreg, or
Torreg.

(3) Suppose degξ(X) is finite. Assume that ξ0 and ξ1 are nonzero such that

ξ−1
0 ξ1 is irrational. Then the numbers in the collection

{degξ(X[m](n))}
m,n∈Z

are distinct. This assertion holds if deg is replaced with ged, CMreg,
Extreg, or Torreg.

In the following parts, we assume that {ξn := (ξ0,n, ξ1,n)}n≥1 is a sequence of pairs
such that lim

n→∞
ξn = ξ. In parts (4) and (5), we further assume that ξ0 > 0.

(1) Suppose X ∈ D
b(A -Gr). If degHj(X) < ∞ for all j, then

lim
n→∞

degξn(X) = degξ(X).

Similarly, if gedHj(X) > −∞ for all j, then

lim
n→∞

gedξn(X) = gedξ(X).

(2) If Y is a nonzero object in D
b
fg(A -Gr), then lim

n→∞
CMregξn(Y )=CMregξ(Y ).

(3) If Y is a nonzero object in D
b
fg(A -Gr) of finite projective dimension, then

lim
n→∞

Torregξn(Y ) = Torregξ(Y ) and lim
n→∞

Extregξn(Y ) = Extregξ(Y ).
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Proof. (1) Let λ > 0 and ξ′ = λξ. If degξ(X) is finite, then

degξ′(X) = sup
m,n∈Z

{λξ0m+ λξ1n | Hn(X)m �= 0}

= λ sup
m,n∈Z

{ξ0m+ ξ1n | Hn(X)m �= 0} = λ degξ(X).

If degξ(X) is infinite, then so is degξ′(X). A similar proof works for gedξ(X), and
the result holds for CMregξ(X), Extregξ(X), and Torregξ(X), since they can each
be expressed as degξ or gedξ of certain complexes of A-modules.

(2) Suppose that degξ(X) is finite. Then

degξ(X[1]) = sup
m,n∈Z

{ξ0m+ ξ1n | Hn(X[1])m �= 0}

= sup
m,n∈Z

{ξ0m+ ξ1n | Hn+1(X)m �= 0}

= sup
m,n∈Z

{ξ0m+ ξ1(n− 1) | Hn(X)m �= 0} = degξ(X)− ξ1.

Further,

degξ(X(1)) = sup
m,n∈Z

{ξ0m+ ξ1n | Hn(X(1))m �= 0}

= sup
m,n∈Z

{ξ0m+ ξ1n | Hn(X)m+1 �= 0}

= sup
m,n∈Z

{ξ0(m− 1) + ξ1n | Hn(X)m �= 0} = degξ(X)− ξ0.

The proofs for gedξ(X), CMregξ(X), Torregξ(X), and Extregξ(X) are similar.

(3) Suppose degξ(X) = d is finite and that ξ0, ξ1 are nonzero such that ξ−1
0 ξ1 is

irrational. By the above result, for m,n ∈ Z, we have degξ(X[m](n)) = d−mξ1 −
nξ0. If degξ(X[m](n)) = degξ(X[m′](n′)) then, (m − m′)ξ1 = (n′ − n)ξ0. Since

ξ−1
0 ξ1 is irrational and ξ0, ξ1 �= 0, therefore m = m′ and n = n′. The same proof
shows that the result holds for gedξ(X), CMregξ(X), Torregξ(X), and Extregξ(X).

(4) Let {ξn = (ξ0,n, ξ1,n)}n≥1 be a sequence such that lim
n→∞

ξn = ξ. Then

lim
n→∞

degξn(X) = lim
n→∞

sup
i,j∈Z

{ξ0,ni+ ξ1,nj | H
j(X)i �= 0}.

Since X ∈ D
b(A -Gr), only finitely many Hj(X) are nonzero and so the above

supremum can be taken over finitely many j.
If degHj(X) < ∞ for each j, by hypothesis ξ0 > 0, then the supremum is

taken over a finite set, and so the convergence holds. If some degHj(X) = ∞ (and
ξ0 > 0), then degξ(X) is infinite, and degξn(X) is also infinite when n 
 0. A
similar proof shows that the assertion for gedξ(X) holds.

(5) If Y ∈ D
b
fg(A -Gr) is nonzero, then X := RΓm(Y ) is a nonzero object in

D
b(A -Gr). By Theorem 1.4(2), degHi(X) < ∞ for all i. Hence, by part (4), the

assertion holds for CMregξ(Y ) = degξ(RΓm(Y )) = degξ(X).

(6) If Y ∈ D
b
fg(A -Gr) is nonzero with finite projective dimension, then k ⊗L

A

Y and RHomA(Y, k) are nonzero in D
b(k -Gr). Further, in each degree of the

complex, homology is finite-dimensional. Hence, by part (4), the assertion holds
for Torregξ(Y ) = degξ(k⊗L

A Y ) and Extregξ(Y ) = gedξ RHomA(Y, k). �
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Proposition 3.2. Suppose that A is a noetherian connected graded algebra with
balanced dualizing complex. Assume that ξ0 > 0. Let Z be a nonzero object in
D

−(A -Gr) with degξ(Z) finite. Then

Extregξ(Z) ≤ degξ(Z) + Torregξ(k).

Proof. By Lemma 3.1(1), we may assume that ξ0 = 1. Let p := degξ(Z), which is
finite by hypothesis. If Torregξ(k) = ∞, then the assertion holds trivially, so we
may assume that r := Torregξ(k) is finite.

By Example 2.4(1) and our assumption that ξ0 = 1,

(E3.2.1) deg(TorAi (k, k)) ≤ r + ξ1i

for all i.
Let

(E3.2.2) F : · · · → Fs → Fs−1 → · · · → F1 → A → k → 0

be a minimal projective resolution of the right A-module k. By (E3.2.1), the gen-
erators of Fm are placed in degrees less than or equal to r + ξ1m for every m and
so Fm can be written as a finite coproduct

Fm =
∐

j

A(−σm,j)

where σm,j are integers ≤ r + ξ1m. Taking Matlis duals in (E3.2.2), I := F ′ is a
minimal injective resolution of the left A-module k which has

Im =
∐

j

A′(σm,j)

for each m ≥ 0.
Since ξ0 = 1 and p = degξ(Z) (or equivalently degHn(Z) ≤ p − ξ1n for all n),

we have

H−n(Z)>p+ξ1n = 0

for all n. For each m, ExtmA (H−n(Z), k) is a subquotient of HomA(H
−n(Z), Im),

which is

HomA

⎛

⎝H−n(Z),
∐

j

A′(σm,j)

⎞

⎠
∼=

∐

j

(H−n(Z))′(σm,j),

and this vanishes in degree less than −p− ξ1n− r − ξ1m. Hence

(E3.2.3) ExtmA (H−n(Z), k)<−p−ξ1n−r−ξ1m = 0

for all m,n. By [Jør04, Lemma 1.2], there is a convergent spectral sequence

Em,n
2 := ExtmA (H−n(Z), k) =⇒ Extm+n

A (Z, k),

and since (E3.2.3) shows that (Em,n
2 )<−p−r−ξ1(m+n) = 0, it follows that

ExtqA(Z, k)<−p−r−ξ1q = 0.

This condition is equivalent to ged(ExtqA(Z, k)) ≥ −p − r − ξ1q for all q. By
Definition 2.3, Extregξ(Z) ≤ p+ r as desired. �

The following is a generalization of [Jør04, Theorem 2.5], and establishes Theo-
rem 0.3(1). Combining this result with Example 2.4(2) also yields Theorem 0.3(3).
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Theorem 3.3. Assume that ξ0 > 0. Let A be a noetherian connected graded algebra
with a balanced dualizing complex and let X be a nonzero object in D

b
fg(A -Gr). Then

Torregξ(X) = Extregξ(X) ≤ CMregξ(X) + Torregξ(k).

Proof. Let Z = RΓm(X). By Theorem 1.4(2), Z ′ is nonzero in D
b
fg(A

op -Gr). Hence

degξ(Z) is a finite number and Z ∈ D
b(A -Gr). By Proposition 3.2,

Extregξ(Z) ≤ degξ(Z) + Torregξ(k).

By definition,

CMregξ(X) = degξ(RΓm(X)) = degξ(Z).

By [Jør04, Proposition 1.1],

RHomA(X, k) ∼= RHomA(RΓm(X), k) = RHomA(Z, k).

Hence Extregξ(X) = Extregξ(Z) and so the assertion follows. �

Note that [Jør04, Theorem 2.5] is a special case of Theorem 3.3 where ξ = (1, 1).
By considering some specific weights, we obtain the following corollary.

Corollary 3.4. Assume that ξ0 > 0. Let A be a noetherian connected graded alge-
bra with a balanced dualizing complex and let X be a nonzero object in D

b
fg(A -Gr).

If Torregξ(k) is finite, then so is Torregξ(X).

Proof. Since X has a finitely generated minimal free resolution, Extregξ(X) =
Torregξ(X). Hence, by Theorem 3.3,

Torregξ(X) ≤ CMregξ(X) + Torregξ(k),

and since CMregξ(X) is finite (see comments after Definition 2.1), the result follows.
�

Proof of Theorem 0.3(3). Let X = A in Theorem 3.3, we obtain that

ASregξ(A) := CMregξ(A) + Torregξ(k) ≥ Extregξ(A) = 0.

�

Theorem 3.3 has other consequences by setting ξ to be special values. For ex-
ample, if A is AS regular, when we set ξ1 = 1 and take the limit as ξ0 → 0+, we
obtain that

(E3.4.1) sup(X) ≤ lcd(X).

Theorem 3.5 is a generalization of [Jør04, Theorem 2.6], and it provides a proof
of Theorem 0.3(2).

Theorem 3.5. Assume that ξ0 > 0. Let A be a noetherian connected graded algebra
with a balanced dualizing complex and let X be a nonzero object in D

b
fg(A -Gr). Then

CMregξ(X) ≤ Extregξ(X) + CMregξ(A).

Proof. By Lemma 3.1(1), we may assume that ξ0 = 1. As noted after Definition 2.1,
CMregξ(A) is finite. If Extregξ(X) is infinite, then the assertion holds trivially. So
we may assume that r := Extregξ(X) is finite, and hence Torregξ(X) = r is finite.
Let F be a minimal free resolution of X. By definition,

deg(TorAi (k, X)) ≤ r + ξ1i
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for all integers i. This implies that the generators of Fm are in degrees less than
or equal to r + ξ1m for each integer m. Therefore Fm can be written as a finite
coproduct

Fm =
∐

j

A(−σm,j)

where σm,j are integers ≤ r + ξ1m.
Let p := CMregξ(A). By [Jør04, Observation 2.3], CMregξ(AA) = CMregξ(AA),

so we have

(E3.5.1) Hn
m

op(A)>p−ξ1n = 0

for each integer n.
Now TorA−m(Hn

m
op(A), X) is a subquotient of Hn

m
op(A)⊗A F−m which is

Hn
m

op(A)⊗A

∐

j

A(−σ−m,j) ∼=
∐

j

Hn
m

op(A)(−σ−m,j),

and the latter vanishes in degree larger than p− ξ1n+ r− ξ1m by (E3.5.1). Hence

(E3.5.2) TorA−m(Hn
m

op(A), X)>p+r−ξ1n−ξ1m = 0

for all m,n.
By [Jør04, Lemma 1.3], there is a convergent spectral sequence

Em,n
2 := TorA−m(Hn

m
op(A), X) =⇒ Hm+n

m
(X).

Since (E3.5.2) shows that (Em,n
2 )>p+r−ξ1(n+m) = 0 for all m,n, the spectral se-

quence implies that
Hq

m
(X)>p+r−ξ1q = 0

for all q. By definition, this is equivalent to

CMregξ(X) ≤ r + p = Extregξ(X) + CMregξ(A).

�

If ξ = (1, 1), then Theorem 3.5 recovers [Jør04, Theorem 2.6]. The following is
an immediate corollary of Theorems 3.3 and 3.5.

Corollary 3.6. Assume that ξ0 > 0. Let A be a noetherian connected graded
algebra with a balanced dualizing complex. Suppose that Torregξ(k) = −CMregξ(A)

(which is a finite number, denoted by c). Then for all nonzero X in D
b
fg(A -Gr),

Extregξ(X) = CMregξ(X) + c.

In Lemma 3.7, regξ can be CMregξ, or Extregξ or Torregξ.

Lemma 3.7. Suppose that ξ = (ξ0, ξ1) with ξ0 > 0. Let X → Y → Z → X[1] be a
distinguished triangle in D(A -Gr). Then

(1) regξ(Y ) ≤ max{regξ(X), regξ(Z)}.
(2) regξ(X) ≤ max{regξ(Y ), regξ(Z) + ξ1}.
(3) regξ(Z) ≤ max{regξ(X)− ξ1, regξ(Y )}.

Proof. We will prove the assertions only for regξ = CMregξ. The other proofs are
similar.

(1) Starting from the distinguished triangle X → Y → Z → X[1], we obtain a
distinguished triangle

RΓm(X) → RΓm(Y ) → RΓm(Z) → RΓm(X)[1]
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7424 E. KIRKMAN, R. WON, AND J. J. ZHANG

which implies that there is a long exact sequence

· · · → Hn−1
m

(Z) → Hn
m
(X) → Hn

m
(Y ) → Hn

m
(Z) → Hn+1

m
(X) → · · · .

Hence, for all integers n, we have degHn
m
(Y ) ≤ max{degHn

m
(X), degHn

m
(Z)}.

Since ξ0 > 0, we obtain that

ξ0 degH
n
m
(Y ) + ξ1n ≤ max{ξ0 degH

n
m
(X) + ξ1n, ξ0 degH

n
m
(Z) + ξ1n}

≤ max{CMregξ(X),CMregξ(Z)}

for all n. This implies that

CMregξ(Y ) ≤ max{CMregξ(X),CMregξ(Z)}

as desired.
(2) By rotation, we have a distinguished triangle Z[−1] → X → Y → Z. By

part (1), we have

CMregξ(X) ≤ max{CMregξ(Y ),CMregξ(Z[−1])}.

The assertion now follows from Lemma 3.1(2).
(3) The proof is similar to the proof of part (2). �

Our next result is a generalization [DW09, Proposition 5.6]. We will use the
following notation. Let

Y : = · · · → 0 → F−w → F−(w−1) → · · · → F−1 → F 0 → 0 → · · ·(E3.7.1)

= · · · → 0 → Fw → Fw−1 → · · · → F1 → F0 → 0 → · · ·

be a minimal free resolution of a complex in D
b
fg(A -Gr) of finite projective dimension

that is bounded below at position 0. Let

Z = Fw[w], and X = · · · → 0 → 0 → Fw−1 → · · · → F1 → F0 → 0 → · · · .

Observe that we have a distinguished triangle

(E3.7.2) X → Y → Z → X[1].

For each 0 ≤ s ≤ w, write

(E3.7.3) F−s = Fs :=

ns
∐

j=1

A(−σs,j)

for some integers σs,j and write

(E3.7.4) σs := max
1≤j≤ns

{σs,j}.

Lemma 3.8. Retain the above notation ((E3.7.1)–(E3.7.4)). Let ξ0 > 0.

(1) Then

Torregξ(Y ) = max
0≤s≤w

{Torregξ(Fs[s])}.

As a consequence,

Torregξ(Y ) = max{Torregξ(X),Torregξ(Z)}.

(2) If Z �= 0 and ξ1 	 0, then Torregξ(Y ) = Torregξ(Z).
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WEIGHTED HOMOLOGICAL REGULARITIES 7425

Proof. (1) For each 0 ≤ s ≤ w, write Fs =
∐ns

j=1 A(−σs,j) as in (E3.7.3). By

definition, TorAs (k, Y ) =
∐ns

j=1 k(−σs,j) and consequently,

(E3.8.1) Torregξ(Y ) = max
0≤s≤w

{

ξ0 max
1≤j≤ns

{σs,j} − ξ1s

}

= max
0≤s≤w

{ξ0σs − ξ1s} .

Since Torregξ(Fs[s]) = ξ0σs − ξ1s, the main assertion follows, and the consequence
follows from the main assertion.

(2) Since Z �= 0, σw := max1≤j≤nw
{σw,j} is finite. It follows from (E3.8.1) that,

when ξ1 	 0, Torregξ(Y ) = σw − ξ1w. Since Torregξ(Z) = σw − ξ1w by definition,
the assertion follows. �

We continue to use the notation introduced before Lemma 3.8.

Lemma 3.9. Retain the above notation. Suppose that Z �= 0 and that ξ0 > 0.

(1)
CMregξ(Y ) ≤ max

0≤s≤w
{CMregξ(Fs[s])}.

(2)

depth(Y ) ≥ min
1≤s≤w

{depth(Fs[s])} = −w + depth(A) = depth(Z).

(3) Let d = depth(A) and f = −w + depth(A). Then

degHf
m
(Y ) ≤ degHd

m
(A) + σw = degHf

m
(Fw[w]) = degHf

m
(Z).

(4) Let α = degHf
m(Z)(= degHd

m
(A) + σw). Then the natural map

Hf
m
(Z)α → Hf+1

m
(X)α = Hf

m
(X[1])α

is zero.
(5) If ξ1 	 0, then

CMregξ(Y ) = max
0≤s≤w

{CMregξ(Fs[s])} = CMregξ(Fw[w]) = CMregξ(Z).

Proof. (1) This follows by induction on w, (E3.7.2), and Lemma 3.7(1).
(2) First of all it is clear that

depth(Z) = depth(Fw[w]) = depth

⎛

⎝

nw
∐

j=1

A(−σw,j)[w]

⎞

⎠ = −w + depth(A).

It is obvious that min1≤s≤w{depth(Fs[s])} = −w + depth(A).
Next, we prove depth(Y ) ≥ min1≤s≤w{depth(Fs[s])} by induction on w. Let

Y = RΓm(Y ), X = RΓm(X), and Z = RΓm(Z). By Example 2.2(6), depth(Y ) =
inf(Y ). A similar assertion holds for X and Z. It follows from (E3.7.2) that there
is a distinguished triangle

(E3.9.1) X → Y → Z → X[1].

Hence inf(Y ) ≥ min{inf(X), inf(Z)}, consequently,

depth(Y ) = inf(Y ) ≥ min{inf(X), inf(Z)} = min{depth(X), depth(Z)}.

By definition, X is a version of Y with w being replaced by w − 1. Hence the first
inequality follows by the above inequality and induction on w.

(3) It is clear that

degHf
m
(Z) = degHf

m
(Fw[w]) = degHd

m
(A) + σw.
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It remains to show that degHf
m(Y ) ≤ degHf

m(Z).
By part (2),

depth(X) ≥ min
0≤s≤w−1

{depth(Fs[s])} ≥ −(w − 1) + depth(A) = f + 1.

As a consequence, Hi
m
(X) = 0 for all i ≤ f . Taking the cohomology group of

(E3.9.1) gives rise to a long exact sequence

(E3.9.2) · · · → 0 → 0(= Hf
m
(X)) → Hf

m
(Y ) → Hf

m
(Z) → Hf+1

m
(X) → · · · .

Therefore Hf
m(Y ) is a graded subspace of Hf

m(Z), consequently, degHf
m(Y ) ≤

degHf
m(Z) as desired.

(4) Since Y is a minimal free complex, the image of the map Z → X[1] is in
mX. Define a complex U where Us = Xs for all 1 ≤ s ≤ w − 2 and Uw−1 =
∐

σw−1,j<σw
A(−σw−1,j). Then U is a subcomplex of X and the image of the map

Z → X[1] is in U [1]. Hence the composition Z → U [1] → X[1] is the map Z → X[1].

It suffices to show that the map Hf
m(Z)α → Hf

m(U [1])α is zero. By part (3),

degHf
m
(U [1]) ≤ deg(Hf

m
(Uw−1[w])) ≤ degHd

m
(A) + (σw − 1) = α− 1.

This means that Hf
m(U [1])α = 0, and consequently, the map Hf

m(Z)α → Hf
m(U [1])α

is zero.
(5) By definition, CMregξ(Z) = CMregξ(Fw[w]). When ξ1 	 0,

CMregξ(Fw[w]) = ξ0 deg(H
d
m
(A) + σw) + ξ1(−w + depth(A)) = ξ0α+ ξ1f.

It is clear that, when ξ1 	 0,

max
0≤s≤w

{CMregξ(Fs[s])} = CMregξ(Fw[w]) = CMregξ(Z).

By part (1), it remains to show that CMregξ(Y ) ≥ CMregξ(Z). By part (4) and

(E3.9.2), Hf
m(Y )α ∼= Hf

m(Z)α. By the definition of α and f , Hf
m(Z)α �= 0. So

degHf
m(Y ) ≥ α (in fact =). Therefore CMregξ(Y ) ≥ ξ0α + ξ1f = CMregξ(Z) as

desired. �

We are now ready to prove Theorem 0.4.

Theorem 3.10. Retain the above notation. Let W be nonzero in D
b
fg(A -Gr) with

finite projective dimension. Suppose ξ0 > 0.

(1) If 0 ≤ ξ1 ≤ ξ0, then

CMregξ(W ) = Torregξ(W ) + CMregξ(A).

(2) If ξ1 	 0, then

CMregξ(W ) = Torregξ(W ) + CMregξ(A).

Note that [KWZ21, Theorem 2.8] is a special case of Theorem 3.10 by taking ξ =
(1, 1). Part of the proof of Theorem 3.10 is similar to the proof of [KWZ21, Theorem
2.8].

Proof of Theorem 3.10. (1) By Lemma 3.1(1), we may assume that ξ0 = 1. So the
condition ξ1 ≤ ξ0 becomes ξ := ξ1 ≤ 1. By Lemma 3.1(5, 6), we can assume that
ξ �= 0, 1.
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WEIGHTED HOMOLOGICAL REGULARITIES 7427

By Lemma 3.1(2), after a complex shift, we may assume that Wn = 0 for all
n ≥ 1. Let F be a minimal free resolution of W , so it can be written as

F : · · · → 0 → F−s d−s

−−→ · · · → F−1 d−1

−−→ F 0 → 0 → · · ·

for some s ≥ 0. (Note that this F is different from the complex introduced in
(E3.7.1).) We will prove the assertion by induction on s, which is the projective
dimension of W .

For the initial step, we assume that s = 0, or W = F 0 =
⊕

i A(−ai) for some
integers ai. In this case, it is clear that

Torregξ(W ) = Torregξ(F
0) = max

i
{ai} =: a.

By Lemma 3.1(2),

CMregξ(W ) = CMregξ

(

⊕

i

A(−ai)

)

= max
i

{CMregξ(A(−ai))}

= CMregξ(A) + max
i

{ai} = CMregξ(A) + Torregξ(W ).

So the assertion holds for W = F 0 as required.
For the inductive step, assume that s > 0. Let F≤−1 be the brutal truncation

of the complex F

F≤−1 : · · · → 0 → F−s → · · · → F−1 → 0 → 0 → · · · ,

which is obtained by replacing F 0 with 0. We have a distinguished triangle in
D

b
fg(A -Gr)

(E3.10.1) F 0 f
−−→ F → F≤−1 → F 0[1]

where F 0 is viewed as a complex concentrated at position 0 and f is the inclusion.
Let G be the complex F≤−1[−1], which is a minimal free complex concentrated in

position {−(s− 1), · · · , 0}. Then we have a distinguished triangle in D
b
fg(A -Gr)

(E3.10.2) G
φ2
−−→ F 0 f

−−→ F → G[1]

obtained by rotating (E3.10.1). By the induction hypothesis, the assertion holds for
both G and F 0. We need to show that the assertion holds for W , or equivalently,
for F , as F ∼= W in D

b
fg(A -Gr). By Theorem 0.3(2) (= Theorem 3.5), it suffices to

show

(E3.10.3) CMregξ(F ) ≥ Torregξ(F ) + CMregξ(A).

We fix the following temporary notation:

a = Torregξ(F
0), b = Torregξ(G), c = Torregξ(F ) = Torregξ(W ),

and

α = CMregξ(F
0), β = CMregξ(G), γ = CMregξ(F ) = CMregξ(W ).

Note that a is an integer. By definition, the minimality of F , and Lemma 3.8(1),
we have

c = max
{

Torregξ(F
0),Torregξ(F

≤−1)
}

= max{a, b− ξ}.

Therefore, we have

(E3.10.4) a ≤ c and b− ξ ≤ c.
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7428 E. KIRKMAN, R. WON, AND J. J. ZHANG

There are only three cases to consider:

Case 1. c = a and a ≥ b,
Case 2. c = b− ξ (where 0 < ξ < 1 by the first paragraph), and
Case 3. c = a and a < b.

Case 1. Suppose that c = a and a ≥ b. By the definition of a, we have F 0 =
A(−a) ⊕ C0 where C0 is a graded left free A-module. Let φ1 : F 0 → A(−a) be
the corresponding projection. By the definition of α := CMregξ(F

0), there is an

integer j ∈ Z such that Hj
m(F

0)α−ξj �= 0 and the induced projection

τ1 := Hj
m
(φ1)α−ξj : Hj

m
(F 0)α−ξj → Hj

m
(A(−a))α−ξj

is nonzero. The triangle (E3.10.2) gives rise to a long exact sequence
(E3.10.5)

· · · → Hj
m
(G)α−ξj

τ2−→ Hj
m
(F 0)α−ξj → Hj

m
(F )α−ξj → Hj+1

m
(G)α−ξj → · · · .

Let φ2 : G → F 0 as in (E3.10.2). If

τ2 := Hj
m
(φ2)α−ξj : Hj

m
(G)α−ξj → Hj

m
(F 0)α−ξj

is not surjective, then (E3.10.5) implies that Hj
m(F )α−ξj �= 0. By definition, the

assumption that a = c, and the induction hypothesis, we have

CMregξ(F ) ≥ α− ξj + ξj = α

= a+CMregξ(A) = c+CMregξ(A)

= Torregξ(F ) + CMregξ(A)

as desired. It remains to show that τ2 is not surjective. This follows from the
following claim.

Claim. If b < a+1 (which covers Case 1), then τ2 := Hj
m(φ2)α−ξj is not surjective.

Proof of Claim. Assume to the contrary that τ2 is surjective. Then so is the com-
position

τ3 := τ1 ◦ τ2 : Hj
m
(G)α−ξj → Hj

m
(A(−a))α−ξj.

In particular, τ3 is not the zero map. Note that

τ3 = τ1 ◦ τ2 = Hj
m
(φ1)α−ξj ◦H

j
m
(φ2)α−ξj = Hj

m
(φ1 ◦ φ2)α−ξj ,

which implies that φ3 := φ1 ◦ φ2 is nonzero in D
b
fg(A -Gr). Consider F as the cone

of the map φ2 : G → F 0; it is clear that φ2 is the map from the top row G to the
middle row F 0 in the following diagram

F−s −−−−→ · · · −−−−→ F−2 −−−−→ F−1 −−−−→ 0

0

⏐

⏐

�
0

⏐

⏐

�

⏐

⏐

�
d−1=φ2

0 −−−−→ · · · −−−−→ 0 −−−−→ F 0 −−−−→ 0

0

⏐

⏐

�
0

⏐

⏐

�

⏐

⏐

�
φ1

0 −−−−→ · · · −−−−→ 0 −−−−→ A(−a) −−−−→ 0.

Note that F−1 is the zeroth term in the minimal free resolution ofG. Since b < a+1,
F−1 is generated in degree < a+1. Since a is an integer, F−1 is generated in degree
≤ a. Since F is a minimal free resolution of W , imφ2 ⊆ mF 0, and consequently,
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WEIGHTED HOMOLOGICAL REGULARITIES 7429

imφ3 ⊆ mA(−a). For every generator x in F−1 which has degree ≤ a, the image
φ3(x) lies in mA(−a), which has degree at least a + 1. Therefore φ3(x) = 0.
This implies that φ3(F

−1) = 0, yielding a contradiction. So we have proved the
claim. �

Case 2. Suppose c = b− ξ. Since ξ > 0 by hypothesis, c < b. By the definition of
β := CMregξ(G), there is an integer j ∈ Z such that Hj

m(G)β−ξj �= 0. The triangle
(E3.10.2) gives rise to a long exact sequence

(E3.10.6) · · · → Hj−1
m

(F )β−ξj → Hj
m
(G)β−ξj → Hj

m
(F 0)β−ξj → · · · .

By the induction hypothesis, the assumption that c < b, (E3.10.4), and the defini-
tions of α, β, a and b, we have

β = CMregξ(G) = Torregξ(G) + CMregξ(A) = b+CMregξ(A)

> c+ CMregξ(A) ≥ a+CMregξ(A) = CMregξ(F
0)

= α,

which implies that Hj
m(F

0)β−ξj = 0. Since Hj
m(G)β−ξj �= 0 by definition, (E3.10.6)

implies thatHj−1
m (F )β−ξj �= 0. By definition, CMregξ(F ) ≥ β−ξj+ξ(j−1) = β−ξ.

This inequality implies that

CMregξ(F ) ≥ β − ξ = CMregξ(G)− ξ

= Torregξ(G) + CMregξ(A)− ξ = b+CMregξ(A)− ξ

= c+CMregξ(A) = Torregξ(F ) + CMregξ(A),

as desired, see (E3.10.3).

Case 3. Finally, suppose that c = a and a < b. Since c = max{a, b − ξ}, we must
have b− ξ ≤ c = a < b. If b− ξ = c, the assertion follows from Case 2. It remains
to show the assertion when b− ξ < c = a < b. Recall that 0 < ξ < 1.

By the definition of β := CMregξ(G), there is an integer j ∈ Z such that

Hj
m(G)β−ξj �= 0. Since a < b, by the induction hypothesis, α < β, consequently,

Hj
m(F

0)β−ξj = 0. By (E3.10.6), we obtain that Hj−1
m (F )β−ξj �= 0. Therefore

CMregξ(F ) ≥ β − ξj + ξ(j − 1) = β − ξ.

By the definition of α := CMregξ(F
0), there is another integer, still denoted by

j, such that Hj
m(F

0)α−ξj �= 0. Since b − ξ < a or b < a + ξ, by the induction

hypothesis, β < α+ ξ, consequently, Hj+1
m (G)α−ξj = 0. Since b < a+ ξ < a+1, by

Claim, τ2 is not surjective. By (E3.10.5), we obtain thatHj
m(F )α−ξj �= 0. Therefore

CMregξ(F ) ≥ α− ξj + ξj = α.

Combining the two previous inequalities, using the induction hypothesis and the
fact that c = max{a, b− ξ}, we obtain that

CMregξ(F ) ≥ max{α, β − ξ}

= max{a+CMregξ(A), b− ξ +CMregξ(A)}

= max{a, b− ξ}+CMregξ(A)

= c+CMregξ(A) = Torregξ(F ) + CMregξ(A)

as desired.
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Combining these three cases completes the proof.

(2) We will use the notation introduced before Lemma 3.8.
First of all, when W = A, we have

CMregξ(W ) = CMregξ(A) = 0 + CMregξ(A) = Torregξ(A) + CMregξ(A)

= Torregξ(W ) + CMregξ(A),

so the assertion holds for W = A. By Lemma 3.1(1), the assertion holds for
W = Z := [

∐nw

j=1A(−σw,j)][w]. When ξ1 	 0, we have, by setting W = Y ,

CMregξ(W ) = CMregξ(Y ) = CMregξ(Z) by Lemma 3.9(5)

= Torregξ(Z) + CMregξ(A)

= Torregξ(Y ) + CMregξ(A) by Lemma 3.8(2)

= Torregξ(W ) + CMregξ(A)

as desired. �

Remark 3.11. Retain the hypotheses of Theorem 3.10.

(1) If ξ1 > ξ0 > 0, the conclusion of Theorem 3.10(1),

(E3.11.1) CMregξ(W ) = Torregξ(W ) + CMregξ(A)

may fail to hold for some W . For example, let A be a noetherian Koszul
AS regular algebra of type (d, l) with d = l ≥ 1. By Example 2.2(2),
CMregξ(A) = ξ1d−ξ0l = (ξ1−ξ0)d. It is easy to check that Torregξ(k) = 0
when ξ1 > ξ0 > 0. By Example 2.2(1), CMregξ(k) = 0. Then

CMregξ(k) = 0 < (ξ1 − ξ0)d = Torregξ(k) + CMregξ(A).

(2) By Theorem 3.10(2) (E3.11.1) holds for all ξ1 	 0. It is unknown if equation
(E3.11.1) holds for all ξ1 < 0.

Next we recover the theorem of Auslander and Buchsbaum [Jør98, Theorem 3.2]
as a special case of Theorem 3.10.

Corollary 3.12. Let A be a noetherian connected graded algebra with balanced
dualizing complex. Let X be a nonzero object in D

b
fg(A -Gr) with finite projective

dimension.

(1) [The Auslander–Buchsbaum Formula]

pdim(X) + depth(X) = depth(A).

(2) Let p(X) = pdim(X) and d(X) = depth(X). Then

degH
d(X)
m (X) = degTorAp(X)(k, X) + degH

d(A)
m (A).

Proof. Let ξ0 > 0 be fixed. When ξ1 	 0, by definition,

CMregξ(X) = sup
i∈Z

{ξ0 deg(H
i
m
(X)) + ξ1i}

= ξ0 deg(H
d(X)
m (X)) + ξ1d(X),

Torregξ(X) = sup
i∈Z

{ξ0 deg(Tor
A
i (k, X))− ξ1i}

= ξ0 deg(Tor
A
p(X)(k, X))− ξ1p(X).
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As a special case of the first equation, when ξ1 	 0,

CMregξ(A) = ξ0 deg(H
d(A)
m (A)) + ξ1d(A).

By Theorem 3.10, we have, for all ξ1 	 0,

CMregξ(X) = Torregξ(X) + CMregξ(A),

or equivalently,

ξ0 deg(H
d(X)
m

(X))+ξ1d(X) = ξ0 deg(Tor
A
p(X)(k, X))−ξ1p(X)+ξ0 deg(H

d(A)
m

(X))+ξ1d(A).

Therefore both parts (1) and (2) follow from the above equation by comparing the
coefficients on ξ0 and ξ1 as ξ1 varies. �

To conclude this section, we generalize [Jør04, Theorem 3.1] by removing the
Koszul assumption. As noted after Definition 2.1, if M is a finitely generated left
A-module then CMregξ(M) is finite.

Theorem 3.13. Let ξ := (1, ξ1), ε := max{0, ξ1 − 1}, and c := Torregξ(k). Let
M be a nonzero finitely generated graded left A-module. Then for every integer
s ≥ CMregξ(M), we have

i ≤ gedTorAi (k,M≥s(s)) ≤ degTorAi (k,M≥s(s)) ≤ c+ ε+ iξ1

whenever TorAi (k,M≥s(s)) �= 0.

Proof. Since M≥s(s) is a module generated by elements of non-negative degrees,

it is clear that i ≤ gedTorAi (k,M≥s(s)) when TorAi (k,M≥s(s)) �= 0. It remains to

show that if s ≥ CMregξ(M), then degTorAi (k,M≥s(s)) ≤ c + ε + iξ1 for all i, or
equivalently that Torregξ(M≥s(s)) ≤ c+ ε.

Let s ≥ CMregξ(M). It is clear that degM/M≥s ≤ s− 1. By Example 2.2(1),

CMregξ(M/M≥s) = degM/M≥s ≤ s− 1.

Applying Lemma 3.7(2) to the short exact sequence

0 → M≥s → M → M/M≥s → 0,

we obtain that CMregξ(M≥s) ≤ max{s, s− 1 + ξ1} = s+ ε. By Theorem 3.3,

Torregξ(M≥s) ≤ CMregξ(M≥s) + Torregξ(k) ≤ s+ ε+ c.

By Lemma 3.1(2) we obtain that Torregξ(M≥s(s)) ≤ c+ ε as desired. �

If A is Koszul then c = Torregξ(k) = 0, and if, in addition, ξ1 = 1 then Theorem
3.13 says that M≥s(s) has a linear resolution, which recovers [Jør04, Theorem 3.1].

4. Weighted Artin–Schelter regularity

Extending Definition 0.2(3) to any ξ = (ξ0, ξ1) the weighted AS-regularity (or
ξ-AS regularity) of A is defined to be

ASregξ(A) = Torregξ(k) + CMregξ(A).

In this section we prove results that are related to AS Gorenstein and AS regular
algebras. We begin with a generalization of a nice result of Dong and Wu [DW09,
Theorem 4.10] that provides a proof of part of Theorem 0.6, showing that (1) and
(3) are equivalent; parts (1) and (2) are equivalent by [KWZ21, Theorem 0.8]. Note
that by Remark 2.6(1,3), the existence of ξ such that ASregξ(A) = 0 in part (ii) of
Theorem 4.1 does not imply that ASregζ(A) = 0 for all ζ.
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7432 E. KIRKMAN, R. WON, AND J. J. ZHANG

Theorem 4.1. Let A be a noetherian connected graded algebra with balanced du-
alizing complex. Then the following are equivalent:

(i) A is AS regular.
(ii) A is Cohen–Macaulay and there exists a ξ = (ξ0, ξ1) with ξ0 > 0 such that

ASregξ(A) = 0.

An AS Gorenstein algebra is called standard if l = d. When A is Koszul, then
[DW09, Theorem 4.10] can be recovered from Theorem 4.1 since, by definition,
standard AS Gorenstein algebras satisfy (ii) in the above theorem. Note that
[KWZ21, Theorem 3.2] is a special case of Theorem 4.1 by taking ξ = (1, 1). Our
proof of Theorem 4.1 is very close to the proof of [KWZ21, Theorem 3.2].

Proof of Theorem 4.1. We first prove that (i) implies (ii). Suppose that A is AS
regular of type (d, l). It is well-known that A is Cohen–Macaulay. If we let ξ =
(1, 1), then

CMregξ(A) = d− l = −Torregξ(k)

by Remark 2.6(3), and so part (ii) holds.
We now show that (ii) implies (i). Let A be noetherian connected graded with

balanced dualizing complex. If pdimk < ∞, then A has finite global dimension.
Since A is noetherian, if it has finite global dimension, then it has finite GK di-
mension. By [Zha97, Theorem 0.3], A is AS Gorenstein and so A is AS regular by
definition. Hence, it suffices to show that pdim k < ∞.

Let

(E4.1.1) F : · · · → Fi → · · · → F0 → Ak → 0

be a minimal free resolution of the trivial left A-module Ak. Since A is Cohen–
Macaulay, by [VDB97, Theorem 6.3], the balanced dualizing complex over A is

R ∼= RΓm(A)′ ∼= ω[d]

where ω is a dualizing A-bimodule and d = lcd(A). By Theorem 1.4(1), for every
complex X of left graded A-modules,

(E4.1.2) RΓm(X)′ ∼= RHomA(X,R) ∼= RHomA(X,ω[d]).

Since the dualizing complex has finite injective dimension, (E4.1.2), taking X to be
an A-module M , implies that

d = injdim(ω) < ∞.

As a consequence of (E4.1.2), Γm has cohomological dimension d.
For each j ≥ 0, let Zj(F ) denote the jth syzygy of the complex F (E4.1.1). We

will show that Zj(F ) = 0 for j 
 0, which implies that pdim k < ∞ as desired.
Assume to the contrary that there is an increasing sequence j1 < j2 < · · · such
that Zjs(F ) �= 0 for all s ≥ 1. Then Zj(F ) �= 0 for all j ≥ 0. Note that

· · · → Fj+2 → Fj+1 → Zj(F ) → 0

is a minimal free resolution of Zj(F ).

Claim. For all j ≥ d, tAj+1(k) ≤ tAj (k).

Proof of the claim. By the balanced dualizing complex condition, ExtiA(k, ω) = 0

for all i �= d = injdimω. By induction on syzygies, we have ExtiA(Zd−1(F ), ω) = 0
for all i �= 0. Further, by induction, one sees that ExtiA(Zj−1(F ), ω) = 0 for all
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i �= 0 and all j ≥ d. From now on, we fix j ≥ d. By (E4.1.2), we obtain that
Hi

m
(Zj−1(F )) = 0 for all i �= d. Since A is Cohen–Macaulay, Hi

m
(Fj) = 0 for all

i �= d. Applying RΓm(−) to the short exact sequence

0 → Zj(F ) → Fj → Zj−1(F ) → 0,

we obtain a long exact sequence, which has only three nonzero terms yielding a
short exact sequence

0 → Hd
m
(Zj(F )) → Hd

m
(Fj) → Hd

m
(Zj−1(F )) → 0.

The above short exact sequence implies that degHd
m
(Zj(F )) ≤ degHd

m
(Fj). By

definition,

(E4.1.3) CMregξ(Zj(F )) ≤ CMregξ(Fj).

By Corollary 3.6, for any X ∈ D
b
fg(A -Gr)

(E4.1.4) Torregξ(X) = CMregξ(X) + c,

where c = −CMregξ(A). Then

tAj+1(k) = tA0 (Fj+1) = tA0 (Zj(F ))

=
1

ξ0
(ξ0t

A
0 (Zj(F ))− ξ10)

≤
1

ξ0
sup{ξ0t

A
i (Zj(F ))− ξ1i | i ∈ Z}

=
1

ξ0
Torregξ(Zj(F ))

=
1

ξ0
(CMregξ(Zj(F )) + c) by (E4.1.4)

≤
1

ξ0
(CMregξ(Fj) + c) by (E4.1.3)

=
1

ξ0
Torregξ(Fj)

=
1

ξ0
sup{ξ0t

A
i (Fj)− ξ1i | i ∈ Z}

=
1

ξ0
(ξ0t

A
0 (Fj)− ξ10) = tA0 (Fj)

= tAj (k)

as desired. This finishes the proof of the claim. �

Since A is connected graded and since F is the minimal free resolution of Ak, we
have

(E4.1.5) tAj (k) ≥ j

whenever Fj �= 0. Then for j 
 0, the claim contradicts (E4.1.5). Therefore we
obtain a contradiction, and hence pdim k < ∞ as required. �

Remark 4.2. Suppose [KWZ22, Hypothesis 2.7] holds. Then, by Example 2.2(3),
CMregξ(A) = ξ0 degt hA(t) + ξ1d. Then (ii) is equivalent to

Torregξ(k) = −(ξ0 degt hA(t) + ξ1d)
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which could be easier to compute than computing these regularities from their
definitions.

Proof of Theorem 0.6. (1) ⇔ (3) This is Theorem 4.1.
(1) ⇒ (2) See the first paragraph of the proof of Theorem 4.1.
(2) ⇒ (1) By the second paragraph of the proof of Theorem 4.1, it suffices to

show that pdimk < ∞. If ξ = 1, the assertion follows from [KWZ21, Theorem 0.8].
Note that the hypothesis ASregξ(A) = 0 implies that Torregξ(k) < ∞. If ξ < 1, it
follows from (E2.4.1) that pdim k < ∞ as desired. �

Proof of Corollary 0.7. By definition, the hypothesis implies that Torregξ(k) ≤ l−
ξd = −CMregξ(A). Thus ASregξ(A) ≤ 0. By Theorem 0.3(3), ASregξ(A) = 0.
Now the assertion follows from Theorem 0.6(3⇒1). �

The following result is a weighted and noncommutative (and non-generated in
degree 1) version of [Röm08, Theorem 1.3(i⇔ii⇔v)].

Theorem 4.3. Let A be a noetherian connected graded algebra with balanced du-
alizing complex. Then the following are equivalent:

(1) A is AS regular.
(2) There exists a pair ξ = (ξ0, ξ1) with ξ0 > 0 and ξ1 ≤ ξ0 such that

CMregξ(X) = Torregξ(X) + CMregξ(A)

for all 0 �= X ∈ D
b
fg(A -Gr).

(3) There exists a pair ξ = (ξ0, ξ1) with ξ0 > 0 and ξ1 ≤ ξ0 such that

CMregξ(M) = Torregξ(M) + CMregξ(A)

for all noetherian modules 0 �= M ∈ A -Gr.
(4) There exist c and a pair ξ = (ξ0, ξ1) with ξ0 > 0 and ξ1 ≤ ξ0 such that

CMregξ(X) = Torregξ(X)− c

for all 0 �= X ∈ D
b
fg(A -Gr).

(5) There exist c and a pair ξ = (ξ0, ξ1) with ξ0 > 0 and ξ1 ≤ ξ0 such that

CMregξ(M) = Torregξ(M)− c

for all noetherian modules 0 �= M ∈ A -Gr.

Proof. (1) ⇒ (2) This follows from Theorem 4.1 and Corollary 3.6.
(2) ⇒ (3), (2) ⇒ (4), (2) ⇒ (5), (3) ⇒ (5), (4) ⇒ (5) Trivial.
(5) ⇒ (1) Let M = A, then CMregξ(A) = Torregξ(A) − c = −c. Therefore

c = −CMregξ(A). LetM = k. Then 0 = CMregξ(k) = Torregξ(k)−c which implies
that c = Torregξ(k). Therefore ASregξ(A) = CMregξ(A)+Torregξ(k) = −c+c = 0.
Now the assertion follows from Theorem 0.6. �

Remark 4.4. By Remark 2.6(1), if A is AS regular, Torregξ(k) may not be zero. So
[Röm08, Theorem 1.3(i⇔iv)] cannot be generalized to the noncommutative case.

The next two theorems are weighted versions of [Jør99, Theorem 5.1] and [Jør99,
Corollary 5.2]. In the following theorems and their proofs, we use both

0 → F−s → · · · → F 0 → 0

and
0 → Fs → · · · → F0 → 0
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WEIGHTED HOMOLOGICAL REGULARITIES 7435

to denote the same complex F after identifying F−i with Fi. Similarly, we use both
H−i(F ) and Hi(F ) for the same (co)homology.

Suppose that F := 0 → F−s → · · · → F 0 → 0 is a minimal complex of finitely
generated free A-modules bounded left at position zero. Application of the functor
(−)∨ := HomA(−, A) on F yields the minimal free complex F∨ that is bounded
above at position zero.

Theorem 4.5. Retain the above notation. Let ξ ≤ 1 be a real number. Then, for
all integers 0 ≤ c ≤ s, we have

max
0≤j≤c

{

− ged(Hs−j(F∨)) + ξj
}

= max
0≤j≤c

{deg(Hs−j(k⊗A F )) + ξj} .

Proof. We proceed by induction on c ≥ 0.
For the initial step, let c = 0. If F−s = 0, then both sides of the equation are

−∞, so we may assume that F−s �= 0. The complex F∨ is minimal, and the top
term in this complex is (F∨)s = (F−s)∨ = (Fs)

∨. Therefore

− gedHs(F∨) = − ged(F∨)s = − ged(F∨
s ),

which is equal to the maximal degree of the generators of Fs. But by the minimality
of the complex this is again equal to degHs(k⊗A F ), so

− gedHs(F∨) + ξ0 = degHs(k⊗A F ) + ξ0,

and the equation holds for c = 0.
For the inductive step, we employ the following notation: for an integer e ≥ 0,

let
xe = max

0≤j≤e

{

− ged(Hs−j(F∨)) + ξj
}

ye = max
0≤j≤e

{deg(Hs−j(k⊗A F )) + ξj} ,

and suppose that xe = ye for every e ≤ c. Set

α = maximal degree of a generator in Fs−c = F−s+c,

β = maximal degree of a generator in Fs−c−1 = F−s+c+1.

There are two cases to consider.

Case 1. Suppose β ≤ α− 1. In this case, using the fact that ξ ≤ 1, we obtain that

yc+1 = max{yc, β + ξ(c+ 1)} ≤ max{yc, β + 1 + ξc} ≤ max{yc, α+ ξc} = yc.

By the induction hypothesis and the definition of yc, we have xc = yc ≥ α + ξc.
Since gedHs−c−1(F∨) ≥ ged(F∨)s−c−1, we obtain that

− gedHs−c−1(F∨) + ξ(c+ 1) ≤ − ged(F∨)s−c−1 + ξ(c+ 1)

= β + ξ(c+ 1) ≤ α+ ξc ≤ xc,

whence xc+1 = xc. Therefore, xc+1 = xc = yc = yc+1.

Case 2. Suppose β ≥ α. In this case we have yc+1 = max{yc, β + ξ(c + 1)} as
before. On the other hand, F∨ is minimal, so since −β is the minimal degree
of the generators of (F∨)s−c−1 and −α is the minimal degree of the generators
of (F∨)s−c, the inequality −β ≤ −α implies that any element in the minimal
degree of (F∨)s−c−1 is mapped to zero in (F∨)s−c (since it has to have image
inside m(F∨)s−c, and this module begins in degree −α+ 1). By minimality of the
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complex, elements in the minimal degree of (F∨)s−c−1 are not in the image of the
differential, hence gedHs−c−1(F∨) = −β. Now we obtain that

xc+1 = max{xc,− gedHs−c−1(F∨) + ξ(c+ 1)} = max{xc, β + ξ(c+ 1)},

which implies that xc+1 = yc+1. By induction, we have proved the claim.

�

Theorem 4.6 can be used to compute the weighted CM regularity of a finitely
generated nonzero graded module over an AS Gorenstein algebra.

Theorem 4.6 (Theorem 0.8). Suppose A is a noetherian, connected graded AS
Gorenstein algebra of type (d, l). Let ξ ≤ 1 be a real number (and also by abuse
the notation let ξ = (1, ξ)). Let M �= 0 be a finitely generated left graded A-module
with finite projective dimension.

(1) Let w be an integer with 0 ≤ w ≤ d. Then

max
0≤j≤w

{

degHj
m
(M) + ξj

}

= −l+ ξd+ max
d−w≤j≤d

{

degTorAj (k,M)− ξj
}

.

(2) In particular, if 0 ≤ w ≤ d is the maximum integer such that Hw
m
(M) �= 0,

we have

CMregξ(M) = −l+ ξd+ max
d−w≤j≤d

{

degTorAj (k,M)− ξj
}

.

(3) If, further, M is s-Cohen–Macaulay, then

CMregξ(M) = −l+ ξs+ deg(TorAd−s(k,M)).

Proof. (1) Let p be the projective dimension of M . By the Auslander–Buchsbaum
Formula, p ≤ depth(A) = d. Suppose 0 → Fp → · · · → F0 → M → 0 is a minimal
free resolution of M and write

F := · · · → 0 → Fp → · · · → F0 → 0·

(where we have removed the M term). By Theorem 1.4(1) and the hypothesis that
A is AS Gorenstein of type (d, l), for all integers i, we have

Hi
m
(M) ∼= Extd−i

A (M,A)′(l).

Note that ExtjA(M,A) can be computed by using the complex F∨ := HomA(F,A).
Then we have

max
0≤j≤w

{deg(Hj
m
(M)) + ξj} = max

0≤j≤w

{

deg
(

Extd−j
A (M,A)′

)

− l+ ξj
}

= max
0≤j≤w

{

− ged(Hd−j(F∨))− l+ ξj
}

= −l+ ξd+ max
0≤j≤w

{

− ged(Hd−j(F∨))− ξd+ ξj
}

= −l+ ξd+ max
d−w≤k≤d

{

− ged(Hk(F∨))− ξk
}

= −l+ ξd+ max
d−w≤k≤p

{

− ged(Hk(F∨))− ξk
}

since pdimM = p

= −l+ ξd+ max
0≤i≤p−d+w

{

− ged(Hp−i(F∨))− ξp+ ξi
}

= −l+ ξd− ξp+ max
0≤i≤p−d+w

{

− ged(Hp−i(F∨)) + ξi
}

.
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It is clear that

max
d−w≤j≤d

{

deg(TorAj (k,M))− ξj
}

= max
p−d≤i≤p−d+w

{

deg(TorAp−i(k,M))− ξp+ ξi
}

= max
0≤i≤p−d+w

{deg(TorAp−i(k,M))− ξp+ ξi}

= −ξp+ max
0≤i≤p−d+w

{deg(TorAp−i(k,M)) + ξi}.

Now by Theorem 4.5, we have

max
0≤i≤p−d+w

{

− ged(Hp−i(F∨)) + ξi
}

= max
0≤i≤p−d+w

{

deg(TorAp−i(k,M)) + ξi
}

.

Therefore the assertion follows.
Part (2) is a special case of part (1).
For part (3), if M is s-Cohen–Macaulay, then s = depth(M), and by the

Auslander–Buchsbaum formula, pdim(M) = depth(A) − depth(M) = d − s is the
projective dimension of M . Taking w = s = d− p, it follows from part (2) that

CMregξ(M) = −l+ ξd+ max
d−s≤j≤d

{degTorAj (k,M)− ξj}

= −l+ ξd+ max
d−s≤j≤d−s

{degTorAj (k,M)− ξj}

since pdim(M) = d− s

= −l+ ξd+ degTorAd−s(k,M)− ξ(d− s)

= −l+ ξs+ degTorAd−s(k,M)

as desired. �

Remark 4.7. Retain the hypothesis as Theorem 4.6(3). Let p be the projective
dimension of M .

(1) Recall that tj(M) = degTorAj (k,M) for all i. Note that CMregξ(M) =
degHs

m
(M) + ξs. It follows from Theorem 4.6(3) that

tp(M) = degHs
m
(M) + l

which is a special case of Corollary 3.12(2).
(2) By Theorem 4.6(3, 2) (taking w = d), we obtain that

tp(M)− ξp = CMregξ(M) + l− ξs− ξp

= max
0≤j≤d

{

tj(M)− ξj
}

for all ξ ≤ 1. Therefore, for each j, tj(M)− ξj ≤ tp(M)− ξp for all ξ ≤ 1.
By taking ξ = 1, we have tp(M)− tj(M) ≥ p− j for all 0 ≤ j ≤ p.

5. Related invariants

In this section we consider concavity, rate, and slope, homological invariants that
are related to our weighted regularities and homological invariants that have been
studied in the literature.
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5.1. Concavity. In this subsection we use the letters A or B for connected graded
noetherian algebras, S or T for connected graded noetherian AS regular algebras,
and G for a general locally finite graded noetherian algebra.

In [KWZ21, Definition 0.9], we introduced the notion of the concavity of a numer-
ical invariant P. We recall the definition here. A graded algebra map φ : A → G
is called finite if AG and GA are finitely generated. For a locally finite graded
noetherian algebra G, let

Φ(G) = {T | T is AS regular and there is a finite map φ : T → G}.

Definition 5.1 ([KWZ21, Definition 0.9]). Let G be a locally finite graded noe-
therian algebra. Let P be any numerical invariant that is defined for locally finite
N-graded noetherian rings (or connected graded noetherian AS regular algebras).
The P-concavity of G is defined to be

cP(G) := inf
T∈Φ(G)

{P(T )}.

If no such T exists, we define cP(G) = ∞.
When P = −CMreg we call

c(G) := c−CMreg(G)

simply the concavity of G.

In this subsection we introduce the weighted version of concavity, that is, when
P = −CMregξ in the above definition.

Definition 5.2. Let G be a locally finite graded noetherian algebra and let ξ ∈ R.
The ξ-concavity of G is defined to be

cξ(G) := c−CMregξ(G).

Now we prove the following weighted analogues of [KWZ21, Theorem 0.10(1) and
Proposition 4.1(4)], which follow from weighted versions of the proofs in [KWZ21].

Proposition 5.3.

(1) Let t be a commutative indeterminate and assume that ξ ≥ deg t. Then
cξ(G[t]) = cξ(G).

(2) Let T be a noetherian AS regular algebra. Suppose 0 ≤ ξ ≤ 1. Then

cξ(T ) = −CMregξ(T ).

Proof. (1) There is a finite map G[t] → G given by sending t to 0. Hence, taking
P = −CMregξ in [KWZ21, Proposition 4.1(1)], we have cξ(G[t]) ≥ cξ(G).

Fix a real number ε > 0. By definition of cξ(G), there is a noetherian AS regular
algebra T of type (d, l) and a finite map φ : T → G such that −CMregξ(T ) ≤
cξ(G) + ε. Then T [t] → G[t] is a finite map. Hence,

cξ(G[t]) ≤ −CMregξ(T [t]) = −(ξ(d+ 1)− (l+ deg t))

= −(ξd− l)− (ξ − deg t) ≤ −(ξd− l)

= −CMregξ(T ) ≤ cξ(G) + ε.

Since ε was arbitrary, we obtain that cξ(G[t]) ≤ cξ(G). Combined with the previous
paragraph, we conclude that cξ(G[t]) = cξ(G).
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(2) Fix a noetherian AS regular algebra T . Recall that 0 ≤ ξ ≤ 1. Suppose
S is any noetherian AS regular algebra and suppose S → T is a finite map. By
Theorem 0.4 and the fact that Torregξ(ST ) ≥ 0, we obtain that

CMregξ(S) = CMregξ(ST )− Torregξ(ST ) ≤ CMregξ(T )

and hence, −CMregξ(S) ≥ −CMregξ(T ). Therefore, cξ(T ) ≥ −CMregξ(T ). By
definition, it is clear that cξ(T ) ≤ −CMregξ(T ), and so we have equality, as desired.

�

5.2. Rate (or rate of growth of homology). We first recall the notion of the
rate of growth of homology that was introduced by Backelin [Bac86, p.81].

Definition 5.4. Let A be a connected graded algebra. The rate of the homology
of A is defined to be

rate(A) := max

{

1, sup
i≥2

{(ti(Ak)− 1)/(i− 1)}

}

.

It is clear that rate(A) ≥ 1. If A is a commutative finitely generated connected
graded algebra, then by Corollary 5.9, rate(A) is finite. We show that rate(A) is
finite if and only if Torregξ(k) is finite for some ξ, and in Proposition 5.8 we provide
a sufficient condition, for the finiteness of Torregξ(k) that includes the case when
A is commutative.

Question 5.5. Suppose that A is connected graded and noetherian (not necessarily
generated in degree 1).

(1) Is rate(A) always finite?
(2) If the answer to part (1) is no, is there a natural condition on A that

guarantees the finiteness of rate(A)?
(3) If A has a balanced dualizing complex, is rate(A) finite?

The finiteness of rate(A) is particularly interesting due to a result of Backelin,
which we now describe. Suppose that A is generated in degree 1. Then A is Koszul
if and only if rate(A) = 1. Backelin proved that the finiteness of rate(A) is related
to the Koszul property of the Veronese subrings of A. Let d ≥ 2 be an integer and
define the dth Veronese subring of A:

A(d) :=
⊕

i≥0

Adi.

In this setting, we regrade so that elements in Adi have degree i.

Theorem 5.6 ([Bac86, Corollary, p. 81]). Let A be a connected graded algebra
generated in degree 1. If d ≥ rate(A), then A(d) is Koszul.

Earlier, in the context of commutative algebra (and algebraic geometry) Mum-
ford proved that if A is a connected graded finitely generated commutative algebra,
then the Veronese subring A(d) is Koszul for d 
 0, see [Mum88, lemma, p. 282]
and [Mum10, Theorem 1]. Hence, Backelin’s result extends Mumford’s result to the
noncommutative setting, with the additional assumptions that A is generated in
degree 1 and rate(A) is finite. In general, Mumford’s result fails in the noncommu-
tative setting—see [SZ94, Corollary 3.2], an example that is not generated in degree
1. In Example 5.11 we show for this algebra A and for ξ ≥ 3,Torregξ(X) < ∞ for

all X ∈ D
b
fg(A -Gr).
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Lemma 5.7. Suppose A is connected graded and noetherian.

(1) Suppose r := rate(A) is finite Then

Torreg(1,r)(k) ≤ max{0, 1− r, tA1 (k)− r}.

(2) Suppose that a := Torregξ(k) is finite for some ξ. Let a′ = max{a, 1− ξ}.
Then rate(A) ≤ max{1, a′ + 2ξ − 1}.

(3) Therefore rate(A) is finite if and only if Torregξ(k) is finite for some ξ.

Proof. (1) By definition, for all i ≥ 2, tAi (k)−1 ≤ r(i−1). Then tAi (k)−ri ≤ 1−r.
The assertion follows.

(2) By definition, tAi (k) ≤ a+ iξ ≤ a′ + iξ for all i ≥ 2. Then

sup
i≥2

{(tAi (k)− 1)/(i− 1)} ≤ sup
i≥2

{(a′ + iξ − 1)/(i− 1)}

= sup
n≥1

{[(a′ + ξ − 1) + nξ]/n} = a′ + 2ξ − 1.

(3) This is an immediate consequence of parts (1) and (2). The assertion follows.
�

Proposition 5.8 provides a criterion for the finiteness of Torregξ(k) for some ξ.

Proposition 5.8. Let A be a noetherian connected graded algebra and suppose that
there is a finite map φ : T → A where T is a noetherian connected graded algebra
of finite global dimension. Let

c := max

{

tT0 (TA), max
1≤s≤pdim(TA)

{

tTs (TA)/s
}

}

< ∞.

(1) Write ξ = (1, ξ). If ξ ≥ c, then Torregξ(Ak) < ∞.
(2) If further T is AS regular and ξ ≥ c, then Torregξ(X) < ∞ for all X ∈

D
b
fg(A -Gr).

(3) Suppose T is AS regular. Then ASregξ(A) < ∞ for all ξ 
 0.

Proof. (1) It is enough to show the assertion for ξ = (1, c). By definition of c, we
have

tT0 (TA) ≤ c and tTs (TA) ≤ cs for all s ≥ 1.

Let

d := max
0≤s≤gldimT

{tAs (k)− cs},

which is clearly finite. We claim that tAj (k)−cj ≤ d for all j ≥ 0, which is equivalent
to the main assertion. We prove this by induction. By the definition of d, the claim
holds for all 0 ≤ j ≤ gldimT .

Now assume that j > gldimT . We will use the change of rings spectral sequence
given in [Rot09, Theorem 10.60], namely:

E2
p,q := TorAp

(

TorTq (kT , A),AM
)

=⇒ TorTp+q(kT , TM).

Letting M = k in this spectral sequence and assuming the induction hypothesis
that

tAs (k)− cs ≤ d
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for all s ≤ j − 1, we see that for r ≥ 2,

degEr
j−r,r−1 ≤ degE2

j−r,r−1 ≤ max
p≤j−1

{tAp (k) + tTj−1−p(TA)}

≤ max{tAj−1(k) + tT0 (TA), max
0≤p≤j−1

{tAp (k) + tTj−1−p(TA)}}

≤ max{c(j − 1) + d+ c, max
0≤p≤j−1

{(cp+ d) + (j − 1− p)c}}

= d+ cj.

Note that the incoming differentials to Er
j,0, for r ≥ 2, are all zero, and the outgoing

differentials from Er
j,0 land at Er

j−r,r−1 with degEr
j−r,r−1 ≤ d + cj. When j >

gldimT , E∞
j,0 = TorTj (k, k) = 0. Hence E2

j,0 has a filtration such that each subfactor
is a submodule of some Er

j−r,r−1 where 2 ≤ r ≤ j. Therefore

tAj (k) = degTorAj (k, k) = deg TorAj (k⊗T A, k)

= degE2
j,0 ≤ max

r≥2
{degEr

j−r,r−1}

≤ d+ cj.

This finishes the inductive step and the proof of the main assertion.
(2) Since T has a balanced dualizing complex, so does A, via the finite map

φ : T → A. The assertion follows from part (1) and Theorem 0.3(1).
(3) The assertion follows from part (2) and the definition of ASregξ(A). �

The above proposition shows that if A is finitely generated and commutative
then there exists a weight ξ such that Torregξ(Ak) is finite; hence by Lemma 5.7,
rate(A) is finite, as noted earlier.

Corollary 5.9. Let A be a noetherian connected graded algebra generated in degree
1 and suppose there is a finite map T → A where T is a noetherian connected
graded algebra of finite global dimension. Then rate(A) is finite and hence A(d) is
Koszul for d 
 0.

Proof. The assertion follows from Proposition 5.8, Lemma 5.7, and Theorem 5.6.
�

When A is commutative and finitely generated, then there is a surjective map
from a polynomial ring to A. So Corollary 5.9 recovers Mumford’s result [Mum10,
Theorem 1]. This motivates the following questions that are related to Question
5.5.

Question 5.10. Let A be a noetherian connected graded algebra.

(1) Suppose A is generated in degree 1. Is then A(d) Koszul for d 
 0?

If the answer to part (1) is no, we further ask

(2) Suppose A is generated in degree 1. Is there a natural homological condition
such that A(d) is Koszul for d 
 0? For example, if A has a balanced
dualizing complex is A(d) Koszul for d 
 0?

(3) Suppose further that A is PI. Is then A(d) Koszul for d 
 0?

If A is not generated in degree 1, then it is not necessary that A(d) is Koszul for
d 
 0. We can therefore ask part (2) in this setting, namely:

(4) If A is not necessarily generated in degree 1, is there a natural homological
condition which guarantees that A(d) is Koszul for d 
 0?
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Example 5.11 shows that the hypothesis in Proposition 5.8(2) is sufficient, but
not necessary.

Example 5.11. Assume that k = C. Let U be the algebra k〈x, y〉/(yx− xy − x2)
and let R = k + Uy. The algebra U is noetherian AS regular of global dimension
two and R is noetherian and generated by y and xy. It follows from [SZ94, Theorem
2.3] that there is no finite map from a noetherian AS regular algebra T to R.

We claim that if ξ1 ≥ 3 (and write ξ = (1, ξ1)), then Torregξ(X) < ∞ for all

X ∈ D
b
fg(R -Gr). We give a sketch of the proof below.

Claim 1. Consider U as a left graded R-module. Then RU is finitely generated and
Torregξ(U) < ∞.

Proof of Claim 1. By [SZ94, (2.3.1)], we have a short exact sequence

0 → Uhx → R ⊕Rx → U → 0

where h = (y2 − 2xy). Using this we obtain the following minimal free resolution
of the R-module RU :

· · · → R(−9)⊕R(−10) → R(−6)⊕R(−7) → R(−3)⊕R(−4) → R⊕R(−1) → U → 0

which implies that ti(RU) = 3i+ 1 for all i ≥ 0 and

Torregξ(RU) =

{

∞ ξ1 < 3,

1 ξ1 ≥ 3.

In particular, when ξ1 ≥ 3, Torregξ(RU) < ∞. �

Claim 2. Suppose ξ1 ≥ 3. If M is a finitely generated graded left U -module, then
Torregξ(RM) < ∞.

Proof of Claim 2. Since U is AS regular, there is a minimal free resolution

0 → P2 → P1 → P0 → M → 0.

By Claim 1, Torregξ(RPi) < ∞ for i = 0, 1, 2 (as we assume ξ1 ≥ 3). By Lemma
3.7, Torregξ(RM) < ∞. �

Claim 3. Suppose ξ1 ≥ 3. If M is a finitely generated graded left R-module, then
Torregξ(RM) < ∞.

Proof of Claim 3. We use induction on the Krull dimension of M .

Case 1. Suppose M has Krull dimension 0. Then M is finite dimensional. If M is
1-dimensional, then it is of the form k(n), which is an U -module, and the assertion
follows from Claim 2. If dimM > 1, the assertion follows from Lemma 3.7 and the
base case k(n). The minimal free resolution of the trivial module Rk (which was
computed by Frank Moore):

· · · → R(−(3n− 1))⊕R(−(3n− 2)) → · · · → R(−2)⊕R(−1) → R → k → 0.

As a consequence

Torregξ(Rk) =

{

∞ ξ < 3,

0 ξ1 ≥ 3.
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Case 2. Assume M has Krull dimension 1. By noetherian induction, we need
to consider only the case when M is 1-critical. First we recall that 1-critical U -
modules are graded shifts of U/U(ax+ by) (these are called point modules). Since
Proj R = Proj U , every 1-critical R-module M is a submodule of a 1-critical U -
module N such that N/M is finite dimensional. By Claim 2, Case 1, and Lemma
3.7, the assertion follows.

Case 3. Suppose M has Krull dimension 2. By noetherian induction, we need
to consider only the case when M is 2-critical. Then M contains a submodule
isomorphic to R(n), and M/R(n) has Krull dimension 1. So the assertion follows
from Case 2 and Lemma 3.7. Combining these cases we finish the proof of Claim
3.

�

Claim 4. Suppose ξ1 ≥ 3. If X is in D
b
fg(R -Gr), then Torregξ(X) < ∞.

Proof of Claim 4. Define the amplitude of a complex X to be

amp(X) := sup(X)− inf(X).

If amp(X) = 0, then X is isomorphic to a complex shift of a module. The claim
follows from Lemma 3.1(2) and Claim 3. If amp(X) > 0, then by truncation, there
are complexes Y and Z with smaller amplitude than amp(X) such that

Y → X → Z → Y [1]

is a distinguished triangle. The claim follows from induction and Lemma 3.7(1). �

The following corollary follows from the above example.

Corollary 5.12. There is a noetherian connected graded algebra A with finite
Torregξ(k) for some ξ, but not generated in degree 1, such that the Veronese subring

A(d) is not Koszul for every d 
 0.

Proof. Let A be the algebra R in Example 5.11. By [SZ94, Corollary 3.2], the
Veronese subring A(d) is not Koszul for all d 
 0. By Example 5.11, Torregξ(k) is
finite for ξ = (1, 3). �

5.3. Slope. Another homological invariant that is related to the ξ-Tor-regularity
is the slope of a graded A-module M , which was introduced in [ACI10] for finitely
generated commutative algebras.

Definition 5.13 ([ACI10, p. 197]). Let M be a graded left A-module. The slope
of M is defined to be

slope M := sup
i≥1

deg(TorAi (k,M))− deg(TorA0 (k,M))

i
.

Following [Bac86], rate(A) = slopeA(A≥1).
When A is a finitely generated commutative connected graded algebra, then in

[ACI10, Corollary 1.3] it is proved that for every finitely generated graded A-module
M , the slope of M is finite. The relationship between slope and CMreg and Torreg
was discussed in [ACI10]. Also see [ACI15] (and the references therein) for the
study of tAi (M) in the commutative setting.

Remark 5.14. Let A be a connected graded noetherian algebra and M be a finitely
generated graded left A-module.

Licensed to Univ of Washington. Prepared on Sat May 11 12:08:46 EDT 2024 for download from IP 128.95.104.109.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



7444 E. KIRKMAN, R. WON, AND J. J. ZHANG

(1) It is clear that the definition of the slope(M) makes sense in the noncom-
mutative setting, too.

(2) If s = s(M) := slope(M) is finite, then Torregs(M) ≤ tA0 (M).
(3) If Torregξ(M) is finite for some ξ, then slope(M) ≤ ξ + |Torregξ(M) −

tA0 (M)|.
(4) Combining parts (2) and (3), slope(M) is finite if and only if Torregξ(M)

is finite for some ξ.
(5) In the setting of Proposition 5.8(2), by part (4), slope(M) is always finite.
(6) cξ (in Definition 5.2), rate, slope, and Torregξ are useful in understanding

various homological properties, which was demonstrated in [ACI10,ACI15]
in the commutative case.

We conclude the paper by asking a final question. If A is commutative, then
by [AP01] if Torreg(k) < ∞, then Torreg(k) = 0. Although this is not true in the
noncommutative setting, we remark that if A is commutative then c(A) = 0.

Question 5.15. If c(A) = 0 and Torreg(k) < ∞, then is Torreg(k) = 0 (or
equivalently, A is Koszul)?
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