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Abstract. We develop a transfer principle of structural Ramsey theory from
finite structures to ultraproducts. We show that under certain mild conditions,
when a class of finite structures has finite small Ramsey degrees, under the
(Generalized) Continuum Hypothesis the ultraproduct has finite big Ramsey
degrees for internal colorings. The necessity of restricting to internal colorings
is demonstrated by the example of the ultraproduct of finite linear orders.
Under CH, this ultraproduct L∗ has, as a spine, η1, an uncountable analogue
of the order type of rationals η. Finite big Ramsey degrees for η were exactly
calculated by Devlin in [5]. It is immediate from [39] that η1 fails to have
finite big Ramsey degrees. Moreover, we extend Devlin’s coloring to η1 to
show that it witnesses big Ramsey degrees of finite tuples in η on every copy
of η in η1, and consequently in L∗. This work gives additional confirmation
that ultraproducts are a suitable environment for studying Ramsey properties
of finite and infinite structures.
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1. Introduction

This paper fits into a general framework of investigation of the transfer of com-
binatorial properties from a class of finite structures to a ‘limit’ of that class.
Various limits of such classes have appeared in the literature and have been exten-
sively studied, including Fräısssé limits, ultraproducts and graphons. Transfers
of various combinatorial and logical properties have been considered, including
first order properties of structures, graph invariants and model-theoretical classi-
fication. The research spans from the classical works such as [23], to some more
recent works that have already become classics [24], from mathematics, to com-
puter sciences. Here we shall be interested in the transfer of Ramsey properties
from a class of finite structures to their ultraproduct.

Ramsey theory started with the celebrated work of Ramsey [33], in particular
the Finite Ramsey Theorem, which states that for any natural numbers r, s, k,
there exists a number R(r, s, k), called the Ramsey number, such that for any
coloring of r-tuples of a finite set with at least R(r, s, k) elements into s colors,
there is a monochromatic subset of size k. This theorem follows from the Infinite
Ramsey Theorem, which states that for any coloring of r-tuples of an infinite set
into s colors, there is an infinite monochromatic subset.1 Ramifications of this
theorem in various directions have been overwhelmingly present in all areas of
discrete mathematics (see for example the books [7], [38] and a survey article
[13]), so much so that it would be an injustice to attempt to give a historical
overview in this limited space. Suffices to say that Ramsey theory is now in
the very core of discrete mathematics, combinatorial set theory and theoretical
computer sciences, with important applications to other fields of mathematics,
such as topology, Banach spaces, or operator algebras.

Much research has been done into possible generalizations of Ramsey’s Theo-
rem, be it to larger infinities such as in the book [7], or with strengthenings of
the conclusion to preserve not just the prescribed size of a set, but also some
structure on it. We shall be interested in the latter direction, which is called
structural Ramsey theory. Even if in some particular cases, mostly of certain
classes of graphs, there are positive results in structural Ramsey theory, it turns
out that in general, preserving the structure by monochromatic sets is highly
non-trivial. For example, the last open problem from Erdős’ list dates from 1956
and asks to characterize countable ordinals α such that every coloring of the pairs
from α into two colors, say red and blue, has either a blue subset of order type α
or a red subset of order type 3 (see [13]). A classical example due to Sierpiński
[36] shows that there is a coloring of the pairs of the set Q of the rationals into
two colors, such that there is no monochromatic set of the order type of Q.

1It is worthwhile noting that Ramsey’s original work actually starts with the infinite case,
stated in terms of classification of binary relations on a countably infinite set.
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In view of these negative results, recent research in structural Ramsey theory
has concentrated on the notion of Ramsey degrees. The idea is that even though
finding structured monochromatic sets might be difficult or impossible, in many
situations one can measure the degree of that difficulty. For example, when it
comes to the colorings of the n-tuples of the rationals, Laver proved that this
degree is finite (unpublished). Building on this result, Devlin in his 1979 Ph.D.
thesis (for an elegant combinatorial proof, see [42]) showed that there is a close
connection of these degrees with the known sequence of tangent numbers. Let us
introduce a bit of notation in order to introduce this result.

Notation 1.1. Let L be a (first-order) signature and let M, N and O be L-
structures. We write

(︁
N
M

)︁
to denote the set of all substructures of N that are

isomorphic to M. A function c :
(︁
N
M

)︁
→ k for some natural number k is called a

coloring. Given a coloring c of
(︁
N
M

)︁
and a substructure N′ of N, we say that

(︁
N′

M

)︁
is ℓ-chromatic by c if c takes at most ℓ-many values on

(︁
N′

M

)︁
.

For k, ℓ ∈ ω, the standard Erdős-Rado style arrow notation for this

O −→
(︁
N
)︁M
k,ℓ

asserts that for any k-coloring c of the copies of M in O there exists a copy N′

of N in O such that
(︁
N′

M

)︁
is ℓ-chromatic by c. If O = N and there is some n such

that M denotes the unstructured n-tuples of N, we simply write N −→
(︁
N
)︁n
k,ℓ

.

In this notation, Devlin’s theorem is that for any natural numbers n and k

η −→ (η)nk,tn ,

where tn is the (2n− 1)-st tangent number (and it does not depend on k) and η
denotes the order type of the rational numbers. For example, for pairs t2 = 2, so
any coloring of the pairs of the rationals into two colors will have a 2-chromatic
subset isomorphic to the rationals.

Generalizing this idea and the idea of Ramsey numbers, [9] introduces the
notion of (small) Ramsey degrees.

Definition 1.2. For K a class of finite L-structures and A ∈ K, we say that A
has finite (small) Ramsey degree in K if there exists ℓ ∈ ω satisfying the
following property: For each k ∈ ω and each B ∈ K there exists C ∈ K such that
the partition relation

C −→
(︁
B
)︁A
k,ℓ

holds. The smallest such ℓ ∈ ω (if it exists) is called the Ramsey degree of A
in K and denoted t(A,K). 2

The Ramsey degree analogue of Ramsey numbers in the case of infinite struc-
tures is called big Ramsey degrees. Namely, let N be an infinite and A a finite

2When t(A,K) = 1, we say that A is a Ramsey object in K and if no finite t(A,K) exists, we
say that A has infinite Ramsey degree in K.
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L-structure. Then A has finite big Ramsey degree in N if there exists ℓ ∈ ω
such that for each k ∈ ω, the partition relation

N −→
(︁
N
)︁A
k,ℓ

holds. The smallest such ℓ ∈ ω is called the big Ramsey degree of A in N
and denoted T (A,N), where we set T (A,N) = ∞ if no such ℓ ∈ ω exists.

The question that we address in this paper is a specific instance of the general
question of the relationship that exists between the big and small Ramsey degrees
of a finite L-structure, and in particular if the infinite structure under question
has been obtained as some sort of limit of a known class of finite structures.
In the case of Fräıssé limits many interesting results have been obtained; an
excellent survey by one of the main contributors to the area is Dobrinen’s ICM
2022 address [6]. We recall that Fräıssé limits are countably infinite structures.

Going to uncountable limits of finite structures, a natural candidate to consider
is an ultraproduct. An ultraproduct of a sequence (Mi)i∈ω of finite structures of
the same signature is defined using a given ultrafilter D on ω. It is simply the
Cartesian product

∏︁
i∈ωMi reduced by the equivalence relation of being the

same on ultrafilter-many coordinates. This is denoted by M∗ =
∏︁

i∈ωMi/D . An
ultraproduct M∗ of the type we described, if infinite, always has the size of the
continuum, 2ℵ0 (see Theorem 2.25). Ultraproducts form a classical object of study
in both model theory and set theory, see for example [3] and [18]3. A fundamental
property of ultraproducts is given by Loś’s theorem [23], which states that any
first order sentence true in ultrafilter-many Mi is true in the ultraproduct. This
property makes it very natural to ask which Ramsey properties from the sequence
of finite structures carry to the ultraproduct (Ramsey properties, of course, are
in general not first order.)

The main theorem of this paper is Theorem 4.5. It concerns the case of L be-
ing a finite relational signature and the sequence (Mi)i∈ω sufficiently ‘increasing’
with respect to the ultrafilter D (the technical term is D-trending). The ultrafil-
ter is assumed not to contain singletons (a common technical assumption). Let
N be an L-structure of size at most ℵ1, whose connection with (Mi)i∈ω is that
the class K of all finite substructures of N, called the age of N, is contained in
the union of the ages of the Mi, for i ∈ ω. Note, that by the known saturation
properties of the ultraproduct, in this case N is isomorphic to a substructure of
M∗ =

∏︁
i∈ωMi/D .

In this setup, suppose that A ∈ K has finite small Ramsey degree t in K.
The corollary to the main theorem, Corollary 4.6, answers the following natural
question under CH: what can be said about Ramsey properties of the copies of
N within M∗, with respect to A? The answer is that the Ramsey degree remains
bounded by t, but provided we restrict the colorings to the internal ones.

3A wide mathematical audience became enthusiastic about ultraproducts after their appearance
in the work and in the online blog [37] by Tao.
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What does it mean for a coloring to be internal? The precise definition of this
is given in Definition 3.3 but, roughly, these are the colorings that are defined on
copies of A in M∗ by the ultraproduct transfer of a sequence of (ci)i∈ω, where
each ci is a coloring of copies of A in Mi. Colorings that are not internal will be
called external.

Having made sense of the formal statement of Theorem 4.5, let us comment on
its hypotheses. Both the hypothesis on the size of N and on the colorings being
internal are justified. The former because the saturation of the ultraproduct is
limited to structures of size ℵ1 and, after all, the ultraproduct itself might have
size ℵ1 if we happen to be in a model of CH. The latter assumption of Theorem
4.5 is more complex to justify, but we do so in Section 6. Namely, Corollary 6.8
gives a rather dramatic counterexample to Theorem 4.5 under CH in the case
when the coloring is external.

In addition to the main theorem, Theorem 4.5, the paper explores two further
directions. The first concerns the general case of internal colorings on ultraprod-
ucts with any infinite number of coordinates. Theorem 5.4 shows that, with
slight changes in the proof, an analogue of Theorem 4.5 holds in this general
case. It allows us to have an explicit calculation of an upper bound for internal
Ramsey degrees under GCH, as is done in Corollary 5.5. In contrast with this
direction which led us from the concrete to the abstract, in Section 6 we go to
the very concrete and explore the case of linear orders under CH. We first show
how Corollary 6.3 follows from results in [39], and thus show how Corollary 4.6
fails for an ultraproduct of finite linear orders if the coloring is allowed to be
external. The result in Corollary 6.8, already mentioned above, is obtained after
a more detailed analysis of the ultraproduct of finite linear orders under CH. We
show that the coloring of finite tuples of the Cantor tree by Devlin embedding
types as in [42] and [40] can be extended to 2<ω1 to witness the optimal failure
of Corollary 4.6.

The paper is organized as follows. Section 2 gives general preliminaries. Fur-
ther preliminaries, related to partition properties and internal colorings, are given
in Section 3. The Main Theorem 4.5 appears in Section 4 and its generalization
to further cardinals, under GCH, is given in Section 5. The case of linear orders
under CH is presented in Section 6. Various future directions are mentioned in
Section 7. The paper finishes by Section 8, which is an appendix that gives a
self-contained proof of Lemma 2.14. (In Section 2 we quoted Lemma 2.14 from
[34] but the proof in [34] was left to the reader.)

2. Preliminaries

In this section, we introduce our notation and describe some of the basic model-
theoretic ideas that we will use. For basic logical notions such as signatures,
formulas, structures and models, we refer the reader to [15] or [26]. For more
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details on types, saturation and ultraproducts see [3], as well as [34]. As usual,
Ord denotes the class of ordinals, and AC, CH and GCH denote the Axiom of
Choice, the Continuum Hypothesis and the Generalized Continuum Hypothesis,
respectively. We use c to denote the cardinality of the set 2ω.

2.1. Model-theoretic basics

Structures, Embeddings and Substructures

We will use the convention that fraktur letters A, B, M, N, etc. denote arbitrary
structures, finite or infinite, and reserve calligraphic letters A, B, M, N , etc. to
denote finite structures, with the exception of L (possibly with decorations) which
will always denote a signature, and K (possibly with subscripts) which will always
denote a class of structures in some fixed signature.

For structures denoted by A (or A), the corresponding roman letter A will
denote the underlying set of A (or A), and |A| will denote the cardinality of A.
The cardinality of a structure is defined to be the cardinality of its underlying
set. We will assume that all structures have nonempty underlying set.

For the rest of this subsection, L will denote a signature of arbitrary cardinality.
Let A and B be L-structures. An L-embedding (or simply embedding) from A

to B is an injective function σ : A→ B which preserves the interpretations of all
constant, relation and function symbols from L, i.e, such that

• for any constant symbol c in L, σ(cA) = cB;
• for any function symbol f in L of arity say i, and any a0, . . . , ai−1 ∈ A,

σ(fA(a0, . . . , ai−1)) = fB(σ(a0), . . . , σ(ai−1)); and

• for any relation symbol R in L of arity say j, and any a0, . . . , aj−1 ∈ A,

A ⊨ RA(a0, . . . , aj−1) if and only if B ⊨ RB(σ(a0), . . . , σ(aj−1)).

An L-isomorphism (or simply isomorphism) from A to B is a bijective embedding
from A to B. We write A ↪→ B when there exists an embedding from A to B, and
we write A ∼= B when there exists an isomorphism from A to B. When A ∼= B,
we say that A is a copy of B. An L-automorphism (or simply automorphism) of
an L-structure A is an isomorphism from A to A.

Two L-structures A and B are elementarily equivalent, written A ≡ B, when
A and B satisfy the same first-order L-sentences.

An L-structure A is a substructure of an L-structure B if A ⊆ B and the
inclusion map is an embedding. For an L-structure B and subset X of B, the
substructure of B generated by X, written ⟨X⟩B, is the smallest substructure of B
whose underlying set contains X. (Note that there is a unique such substructure
of B.) When A := ⟨X⟩B, we say that A is the substructure induced by B on
X. A substructure A of an L-structure B is finitely generated if it is generated
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by some finite subset of B, and the structure B is locally finite if every finitely
generated substructure of B is finite.

Fact. 2.1. When L is relational, for any L-structure B and subset X of B,
the underlying set of the substructure ⟨X⟩B is X itself. Hence, any relational
structure is locally finite.

In subsequent sections, we will be considering a special kind of collection of
finitely generated structures, called an age.

Definition 2.2. For an L-structure A, the age of A, written age(A), is the class
of all finitely generated L-structures that embed into A.

Note that the age of a nonempty structure will not be a set.
The age of any structure has two important properties, the Hereditary and the

Joint Embedding Property, which may be seen respectively as closure under cer-
tain substructure operations and under certain “gluings” via embeddings. These
we now define.

Definition 2.3. Let K be a class of L-structures. We say that K has the Hered-
itary Property (abbreviated HP) if, whenever B ∈ K and A is a finitely
generated substructure of B, we have A ∈ K. We say that K has the Joint
Embedding Property (abbreviated JEP) if, whenever A,B ∈ K, there exists
C ∈ K such that A ↪→ C and B ↪→ C.

Remark 2.4. It is immediate that the age of any L-structure is nonempty and
has the HP and JEP. Fräıssé (see [16]) proved the converse in the countable case,
that is, whenever a nonempty class K of finitely generated L-structures has only
countably many pairwise non-isomorphic elements and has the HP and JEP, the
class K is the age of some countable L-structure.

Let L and ˆ︁L be signatures such that L ⊆ ˆ︁L, and let A be an L-structure andˆ︁A an ˆ︁L-structure. Then A is the L-reduct (or simply reduct) of ˆ︁A, equivalentlyˆ︁A is an ˆ︁L-expansion (or simply expansion) of A, when A and ˆ︁A have the same
underlying set and the interpretation in A of each constant, function and relation

symbol of L coincides with the interpretation of that symbol in ˆ︁A. We denote

the L-reduct of an ˆ︁L-structure ˆ︁A as ˆ︁A ↾ L.

Functions, Tuples and Formulas

For sets X and Y , we write Y X to denote the set of all functions from X to Y .
Given m ∈ ω, [X]m denotes the set of all m-element subsets of X. Given an
infinite set X, A ⊂ω X denotes that A is a finite subset of X.

Notation 2.5. Given a function f : X → Y and X0 ⊆ X, we write f ′′X0 for the
image of X0 under f , i.e.,

f ′′X0 := {y ∈ Y : f(x) = y for some x ∈ X0}.
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Given a set A, a tuple from A (or sequence from A) is an element a := (ai)i∈α
of Aα for some ordinal α (not necessarily finite), and we may write a ∈ A if no
confusion arises. When a ∈ Aα, we call α the length of a, denoted |a| (where
there is no confusion with the domain of an L-structure.) An α-tuple is a tuple of
length α. We define the range of a to be ran(a) := {ai : i ∈ |a|}. Given sequences
s and t, the concatenation of s with t is denoted by s⌢t. Given α ∈ |s|, s ↾ α
denotes the restriction of the sequence s to α (the restriction of the sequence to
the first α coordinates).

Notation 2.6. For a first-order formula φ and tuple of variables x, the notation
φ(x) indicates that the free variables of φ are elements of ran(x). For a formula
ψ and tuples of variables x and y, the notation ψ(x; y) indicates that the free
variables of ψ are among the elements of ran(x) ∪ ran(y) and that ran(x) and
ran(y) are disjoint. Assuming that ran(y) and ran(a) are disjoint and |y| = |a|, by
the notation ψ(x; y/a) we mean the formula obtained by replacing each occurrence
of yi in ψ(x; y) with ai, for all i ∈ |a|, what we may also write as ψ(x; a). If we
work over an L-structure A and use φ(a) or ψ(x; a) where a is a tuple from A,
the elements of ran(a) are called parameters and φ(a), ψ(x; a) are referred to
as L-formulas with parameters from A. We write “A ⊨ φ(a)” to indicate that
a satisfies φ(x) in A. This can be made formal by expanding the signature to
include new constant symbols for the parameters, as explained in Ch. 5 of [3].

A literal is either an atomic formula or the negation of an atomic formula, see
[15].

Types and Saturation

Types are consistent sets of first-order formulas all in the same number of vari-
ables. We will assume that all types are closed under (first-order) logical conse-
quence. Types are usually treated as collections of formulas whose free variables
come from some fixed finite set of variables. As noted on p. xxxiii of [34], it is
sometimes useful to consider types in infinitely many variables, as we will see in
Lemma 2.14.

Definition 2.7. Fix m ∈ ω. Let A be an L-structure, B ⊆ A, and x an m-tuple
of variables. Suppose p := p(x) is a set of L-formulas with parameters from B
such that every element of p is of the form ψ := ψ(x; b) for some tuple b from B.
Then p is an m-type over B in free variables x, with respect to A, (or
simply an m-type) if p is finitely satisfiable in A, i.e., for every finite q ⊆ p, we
have A ⊨ (∃x)

⋀︁
φ∈q φ(x).

We extend this definition to tuples of variables of infinite length by writing
p := p(x) with x := (xi)i∈α for some arbitrary ordinal α when p is a finitely
satisfiable set of L-formulas all of the form ψ := ψ(xi0 , . . . , xin−1 ; b) for some

finite sequence xi0 , . . . , xin−1 of variables included in ran(x̄) and b from B. The
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sequence xi0 , . . . , xin−1 is allowed to change with ψ. In this case, we simply call p
a type over B in free variables x.

A maximal type over ∅, that is a maximal consistent set of formulas in some
tuple of variables x, is said to be complete. When we wish to emphasize that
a type under consideration is not necessarily complete, we may call it a partial
type.

Remark 2.8. In many cases (such as in compactness arguments) it is useful to
consider a type with variables from a set that is not an ordinal, in which case the
set of variables is assumed to be re-indexed in some way as a sequence, possibly
using AC, where the specific indexing is not important. For example, given an
ordinal α, a sequence of variables (xi)i∈α and a subset B ⊆ α, we may write
(xi)i∈B.

Definition 2.9. Let A be an L-structure and p := p(x) a type over A in free
variables x, where x is a tuple of variables of arbitrary length. The domain of
p, denoted Dom(p), is the set

Dom(p) :=
⋂︂

{B ⊆ A : p is a type over B in free variables x},

i.e., Dom(p) is the smallest parameter set from A over which p is a type in free
variables x.

Recall Notation 2.6 describing formulas with parameters from some set.

Definition 2.10. Let A be an L-structure and x := (xi)i∈α a tuple of variables.
A type p(x) over A in free variables x is realized in A if there exists a sequence
of parameters a := (ai)i∈α from A such that A ⊨ ψ(a) for all ψ(x) ∈ p(x). We
may say that a realizes p(x) in A.

In particular, a 1-type p(x) over A in free variable x is realized in A if there
exists a ∈ A such that A ⊨ φ(a) for all φ(x) ∈ p(x). Structures realizing 1-types
over large domains are of particular interest.

Definition 2.11. Let κ be an infinite cardinal. A structure A is κ-saturated
(for 1-types) if, whenever p := p(x) is a 1-type over A such that |Dom(p)| < κ,
the type p is realized in A.

Remark 2.12. For any m ∈ ω, there is an obvious notion of κ-saturation for
m-types parallel to Definition 2.11. A structure is κ-saturated for 1-types if and
only if it is κ-saturated for m-types for all m ∈ ω, see Proposition 8.1.

It is well-known that among κ-saturated structures, elementary equivalence is
sufficient to determine a structure of a given cardinality up to isomorphism.

Theorem 2.13 (Theorem 5.1.17 of [3]). Let κ be an infinite cardinal and let A,
B be L-structures. If A ≡ B, |A| = |B| = κ, and both A and B are κ-saturated,
then A ∼= B.
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Theorem 2.13 together with Corollary 2.24 guarantee that, under CH, there is
a unique ℵ1-dense linear order of size ℵ1, as used in Section 6.

The next lemma plays a key role in the proofs of Theorems 4.5 and 5.4. As its
proof is left to the reader in the original reference [34], an exposition of the proof
is provided in Section 8, an appendix to this paper.

Lemma 2.14 (Lemma 1.12 in Ch. I of [34]). Let λ be an infinite cardinal and
M a λ-saturated structure. Suppose p is a type over M in free variables x with
respect to M such that |x| ≤ λ and such that |Dom(p)| < λ. Then p is realized
in M.

2.2. Ultrafilters and ultraproducts

In the following, we let I be an infinite set.

Definition 2.15. Given a set I, a subset D ⊆ P(I) is a filter (over I) if

• I ∈ D
• for any X, Y ∈ D , X ∩ Y ∈ D
• for any X ∈ D and X ⊆ Y ⊆ I, Y ∈ D .

The filter D is proper if D ̸= P(I).
The filter D is principal if there exists X ∈ D such that for all Y ∈ D , X ⊆ Y .

In this case we say that D is generated by X.
The filter D is an ultrafilter if for any set X ∈ P(I), X ∈ D if and only if

I \X /∈ D .

Example 2.16. Given a set I, the Fréchet filter D := {X ∈ P(I) : I \X is finite}
is a filter.

Remark 2.17. It is well-known that AC implies that any proper filter over a
set I can be extended to an ultrafilter over I, hence providing a rich variety of
ultrafilters. For example, the Fréchet filter can be extended to an ultrafilter. In
particular, the Fréchet filter over I = ω can be extended to an ultrafilter which
must be nonprincipal, and every nonprincipal ultrafilter extends the Fréchet filter.

Fix a sequence of L-structures (Mi)i∈I . By
∏︁

i∈I Mi we denote the Cartesian
product

∏︁
i∈IMi endowed with the coordinatewise interpretation of the symbols

from L. We frequently denote an element a ∈
∏︁

i∈IMi as
(︁
a[i]

)︁
i∈I where a[i] ∈Mi

for all i ∈ I.
Given an ultrafilter D over I, we define the usual equivalence relation ≈D on

elements a, b ∈
∏︁

i∈IMi, namely,

a ≈D b if and only if {i : a[i] = b[i]} ∈ D .

If it is clear which D we are working with, we may write ≈ in place of ≈D .
Elements in the ultraproduct M∗ :=

∏︁
i∈I Mi/D will be written as a ∈

∏︁
i∈IMi

and understood up to ≈-equivalence.
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Given m ∈ ω and a tuple a = (a0, . . . , am−1) ∈ M∗, we denote

a[i] := (a0[i], . . . , am−1[i]).

Given a subset U ⊆ M∗ and i ∈ I, define U [i] := {u[i] : u ∈ U}. A fundamen-
tal theorem of ultraproducts is due to Loś in [23] and using the notation just
introduced, it states:

Theorem 2.18 (Loś’s Theorem). For any a ∈ M∗ and and a first-order L-
formula φ(x) such that |x| = |a|, we have

M∗ ⊨ φ(a) if and only if
{︁
i : Mi ⊨ φ

(︁
a[i]

)︁}︁
∈ D .

Note that in the case that L contains only relation symbols, we can easily
project substructures of the ultraproduct down to any coordinate t ∈ I:

Notation 2.19. Let L be a relational signature and let D be an ultrafilter over a
set I. Fix a sequence of L-structures (Mi)i∈I and let M∗ :=

∏︁
i∈I Mi/D . Let A

be a substructure of M∗. For t ∈ I, write A[t] for the substructure of Mt that
has the underlying set A[t] := {a[t] : a ∈ A}.

Note that A[t] defined above does not necessarily have as universe the whole of
Mt, that is, it is possible that A[t] is a proper subset of Mt.

Special properties of ultrafilters and saturation

In this section, we define properties of ultrafilters that lead to saturation of ul-
traproducts. Many of these tools were used to study Keisler’s order, which is a
robust classification scheme for first-order theories, see [20]. More recent work on
Keisler’s order can be found in [25], [2] and [41]. This section closely follows the
exposition in Chapter 6 of [3].

Definition 2.20. An ultrafilter D is countably incomplete if D is not closed
under countable intersections. Equivalently, there exists a sequence (Xn)n∈ω of
sets in D whose intersection is empty. We say that (Xn)n∈ω witnesses that D is
countably incomplete.

Remark 2.21. Any nonprincipal ultrafilter D over I = ω is countably incomplete.
To see this, define Xn := {i ∈ ω : i > n} for all n ∈ ω. By assumption,
Xn ∈ D (otherwise its complement n is in D , thus making D principal). Since⋂︁
n∈ωXn = ∅ /∈ D , the sets (Xn)n∈ω witness that D is countably incomplete.

In [3], κ-good ultrafilters are defined, for a cardinal κ. Since the definition is
quite technical, let us merely note the following:

Theorem 2.22 (Theorem 6.1.4 of [3]). For any set I of cardinality κ there exists
a κ+-good countably incomplete ultrafilter D over I.
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Theorem 2.23 (Theorem 6.1.8 [3]). Let κ be an infinite cardinal and let D be a
countably incomplete κ-good ultrafilter over a set I. Suppose |L| < κ. Then for
any family of L-structures (Ai)i∈I ,

∏︁
i∈I Ai/D is κ-saturated.

Corollary 2.24. Suppose L is countable and D is a nonprincipal ultrafilter over
ω. Then for any family (Ai)i∈ω of L-structures,

∏︁
i∈ω Ai/D is ℵ1-saturated.

Proof. Claim 2.1 in Ch. VI of [34] states that every filter is ℵ1-good, thus, any
ultrafilter D over I = ω is ℵ1-good, and if it is nonprincipal, it is also countably
incomplete, by Remark 2.21. The rest follows by Theorem 2.23 and setting
κ := ℵ1. ⋆2.24

Pseudofinite structures and cardinality

We shall mostly be interested in the ultraproducts of finite structures, so we shall
now pass to that case. Structures elementarily equivalent to substructures of
such ultraproducts are called pseudofinite. In what follows, we shall assume that
M∗ :=

∏︁
i∈I Mi/D for some ultrafilter D over some infinite set I and some finite

structures (Mi)i∈I .
If I = ω, clearly |M∗| ≤ c as the size of the (non-reduced) product of finite sets

is bounded above by c. It is not at all an easy question to determine the size of
the ultraproducts of finite sets (see [35] for a history and the definitive theorem
in the subject, Theorem 1.2.). However, under certain frequently encountered
assumptions, the size of the ultraproduct M∗ is exactly the continuum c:

Theorem 2.25 ([10]). Let L be a signature, D a nonprincipal ultrafilter over ω
and (Mi)i∈ω a sequence of finite L-structures such that the ultraproduct M∗ :=∏︁

i∈ωMi/D is infinite. Then M∗ has cardinality 2ℵ0.

Theorem 2.13 in Chapter VI of [34] states that for any |I|+-good ultrafilter
over I, for any integers (ni)i∈I , if |

∏︁
i∈I ni/D | ≥ ℵ0, then |

∏︁
i∈I ni/D | ≥ 2|I|. On

the other hand, a product
∏︁

i∈I ni of finite sets has cardinality at most 2|I|, and
the cardinality of the reduced product is bounded by that size. This gives us the
general case:

Fact. 2.26. Let L be a signature, D a κ+-good countably incomplete ultrafilter
over κ and (Mi)i∈κ a sequence of finite L-structures such that the ultraproduct
M∗ :=

∏︁
i∈κMi/D is infinite. Then M∗ has cardinality 2κ.

Finite substructures of ultraproducts

To define “internal” colorings in the next section, we need to first develop notation
for defining finite substructures of an ultraproduct.

For the rest of this subsection, fix a finite relational signature L, a nonprincipal
ultrafilter D over ω, and a sequence (Mi)i∈ω of finite (nonempty) L-structures.
For each i ∈ ω, write Mi for the underlying set of Mi. Write M∗ :=

∏︁
i∈ωMi /D .
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Let <ω denote the usual order on ω. We may assume without loss of generality
that each Mi has some positive integer as its underlying set Mi. Let <i denote
the restriction of <ω to Mi. The ultraproduct M∗ has a natural linear order ≺
obtained from the finite linear orders <i, given by: for a, b ∈ M∗,

a ≺ b if and only if
{︁
i : a[i] <i b[i]

}︁
∈ D .

Let N be an L-structure, A a finite substructure of N, and n := |A|. We say
that a tuple a from N with |a| = n is an enumeration of A in N if ran(a) = A.

Suppose <N is some linear order on N (not necessarily interpreting a relation
symbol in L). An enumeration a of A in N is the increasing enumeration of A
in N with respect to <N if, for all i, j ∈ n, we have ai <N aj precisely when i ∈ j.
When N = M∗ or when N = Mi for some i ∈ ω, we assume that <N is ≺ or <i,
respectively, and suppress mention of the order on N .

Definition 2.27. Let N and <N be as above. Given a finite substructure A of
N, write n := |A| and let a be the increasing enumeration of A in N with respect
to <N . We shall define the quantifier-free type of a in N: it is the unique up to
logical equivalence quantifier-free L-formula θA(x), where |x| = n, satisfying:

• N ⊨ θA(a), and
• for any L-structure N′, any substructure B of N′ such that |B| = n, and

any enumeration b of B, if N′ ⊨ θA(b) then the map sending ai to bi for
each i ∈ n is an L-isomorphism.

Such a (first-order) formula θA(x) exists because L is finite and relational.

Remark 2.28. In fact, a stronger property holds of θA(x) than required by the
definition above: for any L-structure N′ and finite substructure B of N′, we have
that B ∼= A if and only if there is some enumeration b of B in N′ such that
N′ ⊨ θA(b).

For the following, refer to Definition 2.19 for the definition of A[i]:

Observation 2.29. For any finite substructure A of M∗, we have

{i : A[i] ∼= A} ∈ D .

Proof. Let a be the increasing enumeration of A in M∗. Then M∗ ⊨ θA(a),
and so by Loś’s Theorem, we have {i : Mi ⊨ θA(a[i])} ∈ D . Since, for each
i, the tuple a[i] is an enumeration of A[i] in Mi, by Remark 2.28 we have that
{i : Mi ⊨ θA(a[i])} ⊆ {i : A[i] ∼= A}. Hence {i : A[i] ∼= A} ∈ D . ⋆2.29

3. Partition properties and internal colorings

In this section, we introduce some notions from structural Ramsey theory, as well
as a special type of coloring on an ultraproduct called an internal coloring.



BIG RAMSEY DEGREES IN ULTRAPRODUCTS OF FINITE STRUCTURES 15

3.1. Small and big Ramsey degrees

For the rest of this subsection, fix a signature L. Recall Notation 1.1 and Def-
inition 1.2 from the Introduction, where we have defined Ramsey objects and
Ramsey degrees. Let us take a few sentences to give a more detailed history of
these notions.

We can understand Finite Ramsey Theorem [33], as stating that any finite
set (in the empty signature) has the Ramsey property in the class of finite sets.
Abramson and Harrington in [1] and independently Nešetřil and Rödl in [30]
showed that any finite ordered graph is a Ramsey object in the class of finite
ordered graphs. However, only complete and empty graphs are Ramsey objects
in the class of all finite graphs (see [28] for a general proof and history of special
cases). The notion of small Ramsey degree was introduced by Fouché in [9] as
a parameter measuring how far a finite structure is from having the Ramsey
property in a given class. Nešetřil and Rödl showed that finite graphs satisfy
the Ramsey property for colorings of vertices in [29], but not every graph is a
Ramsey object in the class of all graphs. However, it follows from the fact that
finite ordered graphs are a Ramsey class that every graph has finite small Ramsey
degree in the class of all graphs.

Going to the infinite structures, as mentioned in the Introduction the example
of Sierpiński in [36] shows that for A the 2-element linear order, the partition
relation Q −→ (Q)A2,1 fails. Galvin (unpublished) later showed that for any k ∈ ω,

the relation Q −→ (Q)Ak,2 holds. This and similar phenomena were the motivation
for the formulation in [19] of the notion of the big Ramsey degree of an infinite
structure.

As for the relation between the small and the big Ramsey degrees, it is not
difficult to see using a compactness argument (see e.g. the proof of Proposition
3 in [31]), that the following holds:

Observation 3.1. Let N be an infinite, locally finite L-structure and A a finite
L-structure. Suppose A has finite big Ramsey degree in N. Then A has finite
small Ramsey degree in age(N), and t(A, age(N)) ≤ T (A,N).

In known examples, typically the big Ramsey degrees are strictly larger (pos-
sibly infinite) than small Ramsey degrees. Corollary 4.6 of this paper shows that
a version of the reverse inequality holds in the uncountable context of ultraprod-
ucts, with a restricted notion of coloring and under the assumption of CH.

3.2. Internal colorings

For the rest of this subsection, fix a finite relational signature L, a nonprincipal
ultrafilter D over ω, and a sequence (Mt)t∈ω of finite L-structures. For each
i ∈ ω, write Mi for the underlying set of Mi. Write M∗ :=

∏︁
i∈ωMi /D .
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Our main result, Theorem 4.5, concerns partition relations for finite substruc-
tures of M∗ under a restricted class of colorings, which we call internal colorings,
that are controlled by the ultrafilter D . In order to define them, we need some
notation.

Notation 3.2. Fix k ∈ ω and a finite substructure A of M∗. Let Z ∈ D and let
C := {ci : i ∈ Z} be a collection of k-colorings of copies of A in Mi, for each
i ∈ Z. For each j ∈ k, write

ZC ,j
A := {i ∈ Z : A[i] ∼= A and ci(A[i]) = j}.

Definition 3.3. Fix k ∈ ω and a finite substructure A of M∗. Suppose c∗ is a
k-coloring of the copies of A in M∗. We say that c∗ is internal if there exist
Z ∈ D and a collection C := {ci : i ∈ Z}, where each ci is a k-coloring of the
copies of A in Mi, such that for any copy A′ of A in M∗ and any j ∈ k, we have
c∗(A′) = j if and only if ZC ,j

A′ ∈ D .
A k-coloring of the copies of A in M∗ that is not internal will be called exter-

nal.

The following proposition demonstrates that internal colorings are easy to con-
struct; any collection of colorings {ci : i ∈ Z} as in Definition 3.3 gives rise to an
internal coloring of M∗.

Proposition 3.4. Fix k ∈ ω and a finite substructure A of M∗. Let Z ∈ D and
let C := {ci : i ∈ Z}, where ci is a k-coloring of the copies of A in Mi for each
i ∈ Z. Consider the map c∗ :

(︁
M∗

A

)︁
→ k given by: For any copy A′ of A in M∗

and any j ∈ k, let c∗(A′) = j if and only if ZC ,j
A′ ∈ D . Then c∗ is well defined,

and hence c∗ is an internal k-coloring of the copies of A in M∗.

Proof. Let A′ ∈
(︁
M∗

A

)︁
and write ZA′ := {i : A′[i] ∼= A′} ∩ Z. By Proposition 2.29

and since Z ∈ D , we have ZA′ ∈ D . Notice that the set {ZC ,j
A′ : j ∈ k} is a finite

partition of ZA′ . Therefore, by a standard property of ultrafilters, there exists a
unique j ∈ k such that ZC ,j

A′ ∈ D . Thus c∗ is well defined. ⋆3.4

When working within an ambient ultraproduct, a natural variation on the
partition properties described in Subsection 3.1 is to restrict to colorings that
are internal. We use “decorated” arrow notation for such restricted partition
relations.

Notation 3.5. Let A be a finite substructure of M∗ and N an L-structure. For
k, ℓ ∈ ω, write

M∗ −→int

(︁
N
)︁A
k,ℓ

to mean that for any internal k-coloring c of the copies of A in M∗ there exists
a copy N′ of N in M∗ such that

(︁
N′

A

)︁
is ℓ-chromatic by c.

In order to state our main result, Theorem 4.5, we will need the counterpart
of the notion of big Ramsey degree for internal colorings within ultraproducts.
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Definition 3.6. Let A be a finite substructure of M∗. We say that A has finite
internal big Ramsey degree in M∗ if there exists ℓ ∈ ω such that for each
k ∈ ω, the partition relation

M∗ −→int

(︁
M∗)︁A

k,ℓ

holds. The smallest such ℓ ∈ ω (if it exists) is called the internal big Ramsey
degree of A in M∗ and denoted Tint(A,M∗). If no such Tint(A,M∗) exists,
we say that A has infinite internal big Ramsey degree in M∗.

4. Big Ramsey degrees for internal colorings: ω case

In this section we prove the main theorem of this paper, Theorem 4.5, and deduce
Corollary 4.6 on internal big Ramsey degrees for ultraproducts under CH.

Fix a finite relational signature L, a nonprincipal ultrafilter D over ω, and
a sequence (Mi)i∈ω of finite L-structures. For each i ∈ ω, write Mi for the
underlying set of Mi. Write M∗ :=

∏︁
i∈ωMi /D .

Our main theorem concerns ultraproducts of sequences of finite L-structures
that satisfy a mild coherence condition called D-trending, which we now describe.

Definition 4.1. We say that a sequence (Mi)i∈ω of finite (nonempty) L-structures
is D-trending if

(1) |Mi| ≤ |Mj| for all i ∈ j ∈ ω,
(2) limi→∞ |Mi| = ∞, and
(3) {j : Mi ↪→ Mj} ∈ D for each i ∈ ω.

We now make some observations relating D-trending sequences and ages of
L-structures.

Observation 4.2. Suppose that (Mi)i∈ω is D-trending. Then⋃︂
{age(Mi) : i ∈ ω} = age(M∗).

Proof. Let A ∈ age(Mi) for some i ∈ ω. Then Mi ⊨ ∃x θA(x), where θA(x) is as
in Definition 2.27. Hence, Mj ⊨ ∃x θA(x) for all j such that Mi embeds into Mj.
By item 3 of Definition 4.1 and Loś’s Theorem, it follows that M∗ ⊨ ∃x θA(x).
Hence A ∈ age(M∗). The reverse inclusion is immediate by Loś’s Theorem, and
does not require that (Mi)i∈ω is D-trending. ⋆4.2

The next observation asserts that the age of any L-structure contains a se-
quence of elements that form a cofinal chain in the partial order of L-embeddings
on the age. Recall that when L is finite and relational, there are only countably
many isomorphism types among the elements of the age of any L-structure.

Observation 4.3. Let N be an L-structure and suppose that I := (Ar)r∈ω
is an enumeration (possibly with repetitions) of elements of age(N) such that
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I contains a representative of each isomorphism class of structures in age(N).
Then there is a sequence (Bi)i∈ω of finite L-structures such that

(1) Bi ∈ I for all i ∈ ω;
(2) Bi−1 ↪→ Bi for all i ∈ ω, i ̸= 0; and
(3) Ai ↪→ Bj for all i ∈ j ∈ ω.

Further, if N is infinite, then (Bi)i∈ω is D-trending.

Proof. Define B0 = A0. Assume, for some t ̸= 0, that Bi−1 exists as required.
Since I contains a representative of each isomorphism type in age(N), it has the
Joint Embedding Property. Hence, there exists Bi ∈ I such that Bi−1 ↪→ Bi and
Ai−1 ↪→ Bt. Then Bi is as required.

Note that the sequence (Bi)i∈ω thus constructed satisfies item (3) of Definition
4.1 for N of finite or infinite cardinality. This is because for any j ∈ ω, {i : j ≤
i} ∈ D since D is nonprincipal, and by construction, {i : j ≤ i} ⊆ {i : Bj ↪→ Bi}.

When N is infinite there are elements of age(N), hence of I , of arbitrarily
large finite cardinality. In that case, the sequence (Bi)i∈ω as constructed must
satisfy items 1 and 2 of Definition 4.1 as well. ⋆4.3

Proposition 4.4. Suppose that (Mi)i∈ω is D-trending and let A be a finite sub-
structure of M∗. Further suppose that k ∈ ω and we are given an internal k-
coloring c∗ of copies of A in M∗.

Let ˆ︁L be the signature consisting of L along with a new n-ary function symbol

f and new constant symbols e0, . . . , ek−1. Then there exist ˆ︁L-expansions ˆ︂Mi of
Mi, for i ∈ ω, such that for any copy A′ of A in M∗, any enumeration b of

the underlying set of A′, and any j ∈ k, we have f
ˆ︃M∗

(b) = e
ˆ︃M∗
j if and only if

c∗(A′) = j, where ˆ︃M∗ :=
∏︁

i∈ω
ˆ︂Mi/D .

Proof. Fix an internal k-coloring c∗ of copies of A in M∗. Then, by Definition
3.3 and recalling Notation 3.2, the coloring c∗ is determined by a set Z ∈ D and
collection C := {ci : i ∈ Z}, where each ci is a k-coloring of the copies of A in
Mi, in the following manner: c∗ assigns j ∈ k to a copy A′ of A in M∗ if and
only if ZC ,j

A′ ∈ D .
Since the sequence (Mi)i∈ω is D-trending by hypothesis and D is nonprincipal,

so it contains the cofinite sets, we have Z ′ := {i : |Mi| ≥ k} ∈ D . Hence, by
replacing Z with Z ∩ Z ′, we may assume that |Mi| ≥ k for all i ∈ Z.

Write n := |A|.
For each i ∈ ω, define an expansion of Mi to an ˆ︁L-structure ˆ︂Mi as follows:

(i) the e
ˆ︂Mi
0 , . . . , e

ˆ︂Mi
k−1 are distinct elements of ˆ︂Mi if i ∈ Z, and arbitrary

elements of ˆ︂Mi if i /∈ Z; and
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(ii) for any n-tuple s consisting of elements from Mi, letting Xs denote the
substructure of Mi having underlying set ran(s),

f
ˆ︂Mi(s) :=

⎧⎪⎨⎪⎩
e
ˆ︂Mi
j if i ∈ Z, Xs

∼= A and ci(Xs) = j,

e
ˆ︂Mt
0 otherwise.

Write ˆ︃M∗ :=
∏︁

i∈ω
ˆ︂Mi/D . It is easy to see that ultraproducts commute with

reducts and so ˆ︃M∗ ↾ L = M∗ (e.g., Theorem 4.1.8 in [3].)

The intuition is that for each i ∈ ω, the constants e
ˆ︂Mi
0 , . . . , e

ˆ︂Mi
k−1 ∈Mi code the

color classes of ci and the function f
ˆ︂Mi keeps track of the color assigned by ci to

each copy of A in Mi. We will show that f
ˆ︃M∗

keeps track of the color assigned
by c∗ to each copy of A in M∗, in the following sense: for any copy A′ of A
in M∗, any enumeration b of the underlying set of A′, and any j ∈ k, we have

f
ˆ︃M∗

(b) = e
ˆ︃M∗
j if and only if c∗(A′) = j.

Note from the definition of f
ˆ︂Mt that if s, s′ enumerate the same n-element

subset of Mi, then f
ˆ︂Mi(s) = f

ˆ︂Mi(s′). Consequently, if b, b
′

enumerate the same

n-element subset of the underlying set of ˆ︃M∗, then we have{︁
i : ˆ︂Mi ⊨ f

(︁
b[i]

)︁
= f

(︁
b
′
[i]
)︁}︁

= ω ∈ D ,

and so by Loś’s Theorem, ˆ︃M∗ ⊨ f(b) = f(b
′
).

Let A′ ∈
(︁
M∗

A

)︁
, let b be an enumeration of the underlying set of A′, and let

j := c∗(A′). We wish to show that

Y j := {i : ˆ︂Mi ⊨ f(b[i]) = ej} ∈ D ,

in order to conclude that ˆ︃M∗ ⊨ f(b) = ej. Since c∗ is internal, we know that

ZC ,j
A′ ∈ D . For any i ∈ ZC ,j

A′ , we have that i ∈ Z and A′[i] ∼= A′ and ci(A′[i]) = j.

The substructure of Mi with underlying set b[i] is A′[i], so by the definition of

f
ˆ︂Mi we have f

ˆ︂Mi(b[i]) = e
ˆ︂Mi
j , and thus ˆ︂Mi ⊨ f(b[i]) = ej. This shows that

ZC ,j
A′ ⊆ Y j, and so Y j ∈ D as desired. ⋆4.4

For the following result, recall Notation 3.5 for partition relations restricted to
internal colorings.

Theorem 4.5. Let L be a finite relational signature, D a nonprincipal ultrafilter
over ω, and (Mi)i∈ω a D-trending sequence of finite L-structures. Define M∗ :=∏︁

i∈ωMi/D . Let N be an L-structure of cardinality at most ℵ1 such that

K := age(N) ⊆
⋃︂

{age(Mi) : i ∈ ω}.

Fix A ∈ K and suppose A has finite small Ramsey degree in K, with t := t(A,K).

Then for any k ∈ ω, the partition relation M∗ −→int

(︁
N
)︁A
k,t

holds.
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Proof. Let L, D , (Mi)i∈ω, M∗, N, K, A be as in the statement of the theorem.
By θA(x) we mean the quantifier-free formula defined in Definition 2.27, where
we set N to be M∗. Note that the conclusion of the theorem is non-vacuous, as
Observation 4.2 tells us that

(︁
M∗

A

)︁
is nonempty and Proposition 3.4 tells us that

internal colorings of
(︁
M∗

A

)︁
exist.

By assumption, t := t(A,K) ∈ ω. Let k ∈ ω. Our goal is to show that for any
internal k-coloring c of copies of A in M∗, there exists a copy N′ of N in M∗ such
that

(︁
N′

A

)︁
is t-chromatic by c.

Fix an internal k-coloring c∗ of copies of A in M∗. Let ˆ︁L be the signature
consisting of L along with a new n-ary function symbol f and new constant

symbols e0, . . . , ek−1. By Proposition 4.4 there exist ˆ︁L-expansions ˆ︂Mt of Mi for

all i ∈ ω such that if we denote ˆ︃M∗ :=
∏︁

i∈ω
ˆ︂Mi/D , then for any copy A′ of A

in M∗, any enumeration b of the underlying set of A′, and any j ∈ k, we have

f
ˆ︃M∗

(b) = e
ˆ︃M∗
j if and only if c∗(A′) = j. Recall from the proof of Proposition 4.4

thatˆ︃M∗ ↾ L = M∗. Since the interpretation of f is not sensitive to the enumeration,

we can speak of f
ˆ︃M∗

as acting directly on
(︁
M∗

A

)︁
. Thus, it suffices to show that there

is a substructure N′ of M∗ isomorphic to N and there exists S0 ⊆ {eˆ︃M∗
j : j ∈ k}

such that |S0| = t and with the property:

for any A′ ∈
(︃
N′

A

)︃
, there is an enumeration b of A′ such that f

ˆ︃M∗
(b) ∈ S0. (1)

By the definition of t, for any k, in particular for k as above, for any desired
B ∈ K there exists a C ∈ K such that C → (B)Ak,t; we will choose one such C
for each B and denote it by CB. Since any element of K embeds in M∗, by our
assumptions and Observation 4.2, we must have that XB := {i : CB ↪→ Mi} ∈ D
by Loś’s theorem.

Given any B ∈ K and S ⊆ k, let φB,S express that “there is a copy of B all of
whose copies of A take on only colors from S under f”. Let n := |A|.

φB,S := ∃x(θB(x) ∧

⎛⎜⎝ ⋀︂
ran(y) ⊆ ran(x),

|y| = n

[θA(y) →
⋁︂
s∈S

f(y) = es]

⎞⎟⎠ .

Now we define a formula φB that expresses that “there is a t-chromatic copy
of B”. Note that the disjuncts in φB are not necessarily mutually exclusive:

φB :=
⋁︂

S⊆k,|S|=t

φB,S

For any B ∈ K, any Mi which embeds a copy of CB (and is size at least k) will
satisfy φB, by the existence of t = t(A,K). So, in fact
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D ∋ XB ⊆ {i : ˆ︂Mi ⊨ φB}

and thus ˆ︃M∗ ⊨ φB by Loś’s theorem.

Thus, for any B ∈ K, ˆ︃M∗ satisfies some disjunct of φB, where this disjunct
selects a specific size-t subset of k. So, for every B ∈ K, let S(B) := one such S
(S ⊆ k such that |S| = t) such that M∗ ⊨ φB,S. Thus,

M∗ ⊨ φB,S(B). (2)

Fix a sequence (Bi)i∈ω from K satisfying the conditions in Observation 4.3. There
are finitely many size-t subsets S ⊆ k. Thus, there is some subset of size t, S0 ⊆ k,
such that G = {i : S(Bi) = S0} is an infinite subset of ω.

The following are partial L̂-types in ℵ1-many variables. First we define the
atomic diagram of N in the variables (xα)α∈ω1 assuming, without loss of generality,
that the underlying set N = ω1. Though the variables are assumed to be distinct,
the interpretations of the variables are not required to be distinct:

Γ((xα)α∈ω1+k) :=
⋃︂

α∈ω1
p

{φ(xα0 , . . . , xαp−1) :

φ(xα) a literal in L,N ⊨ φ(α0, . . . , αp−1)} ∪
⋃︂
s∈k

{xω1+s = es}. (3)

Now define another type that states that all (increasing) copies of A from the
underlying set are assigned a color from S0 by f :

Σ((xα)α∈ω1) = {
⋁︂
s∈S0

f(xα) = es : α ∈ ω1
n,N ⊨ θA(α)}.

Corollary 2.24 together with Lemma 2.14 guarantee sufficient saturation of ˆ︃M∗

to realize Γ ∪ Σ, as long as Γ ∪ Σ is indeed a type finitely satisfiable in ˆ︃M∗. Any

realization a of Γ ∪ Σ in ˆ︃M∗ restricted to the initial segment of length ω1 is a

copy N′ of N in M∗. Moreover, since a is a realization of Γ ∪ Σ in ˆ︃M∗, the type
Γ ∪ Σ implies the condition in (1), as desired.

It remains to show that Γ ∪ Σ is finitely satisfiable in ˆ︃M∗. Any finite subset
Γ0 of Γ can be expanded to have the following form, for some finite substructure
B ⊆ N:

Γ0((xα)α∈B∪[ω1,ω1+k)) = {φ(xα0 , . . . , xαp−1) : φ(xα) a literal in L,B ⊨ φ(α)}

∪ {
⋁︂
s∈S0

f(xα) = es : α ∈ Bn,B ⊨ θA(α)} ∪
⋃︂
s∈k

{xω1+s = es}.
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The substitution of B for N in Γ0 is valid since B ⊆ N and θA(x) is quantifier-free.
Since B ∈ age(N) = K, there is some i ∈ ω such that B ↪→ Bi. Since G ⊆ ω is
infinite, it must be cofinal in ω, so there exists m ∈ ω \ i such that m ∈ G. Note
that

B ↪→ Bm, (4)

because B ↪→ Bi ↪→ Bm. Since m ∈ G, S(Bm) = S0, so ˆ︃M∗ ⊨ φBm,S(Bm) implies

that ˆ︃M∗ ⊨ φBm,S0 . Thus, there exists a copy B′
m of Bm in M∗ such that

f
ˆ︃M∗ ′′

(︃
B′
m

A

)︃
⊆ {eˆ︃M∗

s : s ∈ S0}. (5)

Define ˆ︁B′
m to be the ˆ︁L-substructure of ˆ︃M∗ on B′

m∪{eˆ︃M∗
j : j ∈ k} (not necessarily

a disjoint union). We can use ˆ︁B′
m to satisfy Γ0∪Σ by (4) and (5) and by Remark

2.28. ⋆4.5

Recall Definition 3.6 of internal big Ramsey degree. The following corollary of
Theorem 4.5 provides a partial converse to Observation 3.1, transferring finiteness
of small Ramsey degree to that of internal big Ramsey degree in ultraproducts
of D-trending sequences, assuming CH.

Corollary 4.6 (CH). Let L, D , (Mi)i∈ω and M∗ be as in the statement of
Theorem 4.5, and let A ∈ age(M∗). Suppose A has finite small Ramsey degree
in age(M∗). Then A has finite internal big Ramsey degree in M∗, and

Tint(A,M∗) ≤ t(A, age(M∗)).

Proof. By Theorem 2.25 and the Continuum Hypothesis, we can take N = M∗ in
Theorem 4.5, so the conclusion follows by applying Observation 4.2 and Theorem
4.5. ⋆4.6

5. Big Ramsey degrees for internal colorings: general case

We now show that the results from the previous section, let us call it the count-
able case, hold more generally in the case of ultraproducts over an ultrafilter on
an arbitrary infinite cardinal κ. Although the countable case can of course be ob-
tained as a special case of the general one, we decided to give a direct exposition
of the countable case from the previous section first, to improve readability.

In the general case of Theorem 4.5 we shall rely on the following new notion
to replace that of D-trending:

Definition 5.1. Let κ be an infinite cardinal and let D be a countably incomplete
ultrafilter over κ. Suppose that K is the age of an infinite structure in a finite
relational signature such that the countably many isomorphism types from K are
enumerated in a sequence (An)n∈ω satisfying the following conditions
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(1) An ∈ K, for all n ∈ ω,
(2) An ↪→ An+1, for all n ∈ ω,
(3) for every A ∈ K, there exists n ∈ ω such that A ↪→ An.

A sequence (Bi)i∈κ is said to be D-countably-conforming-from-K, as witnessed by
(Xn)n∈ω if there is some sequence of sets (Xn)n∈ω witnessing that D is countably
incomplete and such that for every i ∈ κ, we have Bi := An for the first n such
that i /∈ Xn.

Observation 5.2. Suppose that L is a finite relational signature. Then there is
sequence of finite structures (Bi)i∈κ as in Definition 5.1 and which is definable
from D , (An)n∈ω, and (Xn)n∈ω.
Let M∗ :=

∏︁
i∈κ Bi/D . Then age(M∗) = K :=

⋃︁
{age(Bi) : i ∈ κ}.

Proof. Since (Xn)n∈ω witnesses the countable incompleteness of D , each Xn ∈ D
and

⋂︁
n∈ωXn = ∅. So, the sequence (Bi)i∈κ is well-defined.

For the second claim, age(M∗) ⊆ K and K =
⋃︁
{age(Bi) : i ∈ κ} are clear

from arguments in Section 4. To see that K ⊆ age(M∗), we fix some notation.
Let Yn :=

⋂︁
m∈nXm \Xn. Since each Xn ∈ D , we have κ \Xn /∈ D , so Yn /∈ D .

However,
⋃︁
n∈ω Yn =

⋃︁
n∈ω(κ \Xn) = κ ∈ D . In particular, for every n, we have

Tn :=
⋃︁
m≥n Ym ∈ D , because D is an ultrafilter.

We now note that
⋃︁
{age(Bi) : i ∈ κ} =

⋃︁
{age(An) : n ∈ ω}. On the other

hand, given A ∈ K, there is n < ω such that A ↪→ An and hence A ↪→ Am for all
m ≥ n. Then An ↪→ Bi for all i ∈ Tn and Tn ∈ D . This shows that K ⊆ age(M∗).
⋆5.2

Remark 5.3. If we specialize to the case where κ = ω, D is any nonprincipal
ultrafilter on ω, and Xn := {m ∈ ω : n < m}, for n ∈ ω, then (Xn)n∈ω wit-
nesses the countable incompleteness of D . Moreover, Yn = {n}, in the notation
of Observation 5.2. Thus, any sequence (Bi)i∈ω of finite structures in a finite re-
lational signature that is D-countably-conforming-from-K witnessed by (Xn)n∈ω
is actually D-trending, by Observation 4.3.

Theorem 5.4. Suppose that κ is an infinite cardinal, D a κ+-good countably
incomplete ultrafilter over κ and L a finite relational signature. Further, let K1

be an age of L-structures.
Let (Mi)i∈κ be a sequence of finite L-structures D-countably-conforming-from-

K1 (witnessed by some sequence (Xn)n∈ω) and define M∗ :=
∏︁

i∈κMi/D .
Let N be an L-structure of cardinality κ+ such that K := age(N) ⊆

⋃︁
{age(Mi) :

i ∈ κ}
Fix A ∈ K and suppose that A has finite small Ramsey degree in K, denoted

t := t(A,K). Then for any k ∈ ω, the partition relation M∗ −→int

(︁
N
)︁A
k,t

holds.

Proof. We know that K1 = age(M∗) by Observation 5.2. Thus, Theorem 2.23
together with Lemma 2.14 can be used to follow a similar argument as in Theorem
4.5. Up until equation (2), where we conclude that “M∗ ⊨ φB,S(B)”, the argument
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is the same, except that {i ∈ κ : CB ↪→ Mi} ∈ D follows from Observation
5.2. Instead of working with the sequence (Bi)i∈ω as in Theorem 4.5, now we
choose to substitute the sequence (Mi)i∈κ. Let Yn :=

⋂︁
m∈nXm \Xn and define

Tn :=
⋃︁
n≤i Yi ∈ D as in Observation 5.2. There is some integer ℓ such that

(Sr)r∈ℓ enumerates the finite subsets of k of size t. In analogy with the map
B ↦→ S(B), we have a map Mi ↦→ S(Mi) such that

M∗ ⊨ φMi,S(Mi)

that yields a finite partition (Pr)r∈ℓ of κ as follows:

Pr := {i ∈ κ : S(Mi) = Sr}.
For every n ∈ ω, the tail Tn ⊆ κ intersects at least one piece of the partition,
choose one, Pr(n), so we have a map n ↦→ r(n) from ω into ℓ. By the pigeonhole
principle, there exists r0 ∈ ℓ such that {n ∈ ω : r(n) = r0} ⊆ ω is infinite, and
thus, is cofinal in ω.

Write the same types Γ ∪ Σ, but in κ+-many variables, and substitute the set
Sr0 for the set S0 named in the proof for Theorem 4.5. In the same way, we are
left with a finite structure B associated to an arbitrary finite subtype, Γ0. Instead
of writing “B ↪→ Bi ↪→ Bm” we argue in the following way:

For every B ∈ age(N) ⊆ K1, there exists some n∗ ∈ ω such that B ↪→ Mi, for all
i ∈ Tn∗ (for example, take n∗ such that B = An∗ , as in the proof of Observation
5.2). In addition, there exists m∗ ≥ n∗ such that r(m∗) = r0, by cofinality in ω.
However, B ↪→ Mi for all i ∈ Tm∗ ⊆ Tn∗ . Now take any i∗ ∈ Tm∗ ∩ Pr(m∗) ̸= ∅,
this index plays the role of m at the end of Theorem 4.5. Since i∗ ∈ Pr(m∗)

and r(m∗) = r0, we know that S(Mi∗) = Sr(m∗) = Sr0 . Thus, there is a copy
M′

i∗
∼= Mi∗ in M∗ whose copies of A in M∗ take on only colors in Sr0 under c∗.

Moreover, since i∗ ∈ Tm∗ , B ↪→ Mi∗ , as desired. ⋆5.4

Corollary 5.5 (GCH). Let κ, L, D , (Mt)t∈κ, K1 and M∗ be as in the statement
of Theorem 5.4, and let A ∈ K1. Suppose A has finite small Ramsey degree in
age(M∗). Then A has finite internal big Ramsey degree in M∗, and

Tint(A,M∗) ≤ t(A, age(M∗)).

Proof. Take N = M∗ in Theorem 5.4, applying Fact 2.26 and the Generalized
Continuum Hypothesis. ⋆5.5

6. The case of linear orders under CH

All infinite ultraproducts of a countable sequence of finite linear orders are ele-
mentarily equivalent and are of the form

ω +
∑︂
L

(ω∗ + ω) + ω∗, (6)
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where ω∗ is the reverse of the natural linear order on ω and L is an ℵ1-saturated
dense linear order without endpoints. This fact appears in many resources; for a
proof, see e.g. [12].

In this section, we focus on the concrete example of linear orders with the
additional assumption of CH. Under CH, by Theorem 2.13, there is a unique
up to isomorphism ℵ1-saturated dense linear order without endpoints and of
cardinality ℵ1, which we denote by E. Thus, under CH, there is a unique up
to isomorphism infinite ultraproduct L∗ of a countable sequence of finite linear
orders, since this E must play the role of the “spine” in (6):

L∗ = ω +
∑︂
E

(ω∗ + ω) + ω∗. (7)

One way to see this is to note that by Theorem 2.25, L∗ is of size ℵ1, and thus
the order L in (6) is not only ℵ1-saturated and dense without endpoints, but of
size ℵ1.

A basic observation is that every copy of Q in L∗ takes at most one point in
any copy of ω∗ + ω, and thus is in fact a copy of Q in E. We will use this fact
in the proofs of both Corollary 6.3 and Corollary 6.8, which are counterexamples
to Corollary 4.6 in the case that the colorings are not internal.

Trees

Just as the rational linear order Q can be represented on the binary tree 2<ω with
a modified lexicographic order, under CH we can view E as the full binary tree
2<ω1 with analogously defined linear order. To do so, we introduce some notation
around trees. A tree is a partially ordered set (T,≤) such that for every t ∈ T,
the set of predecessors of t, pred(t) = {s ∈ T : s < t} is well ordered. For t ∈ T,
we denote by |t| the height of t, that is, the order type of pred(t). The height of
T , denoted by ht(T ), is supt∈T |t|. For an ordinal α ≤ ht(T ), the α-th level of T ,
is T (α) = {t ∈ T : |t| = α}. If T has a minimal element, it is referred to as the
root of T and is denoted by root(T ). A terminal node of T is a node without
a successor. A subtree of (T,≤) is any subset U ⊆ T with the induced partial
order. Notice, that any subtree is automatically a tree. A subset X ⊆ T is an
antichain, if its elements are pairwise incomparable.

In what follows, we will be working with the full binary rooted tree (2<ω1 ,⊑),
where s ⊑ t if s is an initial segment of t. Finite sequences such as ⟨0, 1⟩ may be
denoted by 01 for clarity. We denote by ⟨⟩ the empty sequence, which is the root
of 2<ω1 . Recall that for s ∈ 2<ω1 , |s| denotes the length of s as a sequence, which
coincides with the height of s in 2<ω1 . For every s and t in 2<ω1 , there exists
a unique greatest lower bound of s and t denoted by s ∧ t, which is the longest
common initial segment of s and t. By a subtree of 2<ω1 , we will always mean a
rooted subtree. A subtree T of 2<ω is perfect if it has no terminal nodes.
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Let <lex denote the usual lexicographical order on ⊑-incomparable elements
s, t ∈ 2<ω1 , i.e. s <lex t if (s∧ t)⌢0 ⊑ s and (s∧ t)⌢1 ⊑ t. We define a linear order
<E on 2<ω1 by s ≤E t if either s = t, or s ⊑ t and s⌢1 ⊑ t, or t ⊑ s and t⌢0 ⊑ s,
or s and t are ⊑-incomparable and s <lex t. Note that <lex and <E coincide on
any antichain in 2<ω1 . It is known that (2<ω1 , <E) is an ℵ1-dense linear order
without endpoints, so we have the following under CH:

Proposition 6.1 (CH). (2<ω1 , <E) ∼= E.

6.1. Some history around η1 and partition properties

The linear order E introduced above is an η1 set as introduced by Hausdorff (see
pg. 488 of [14]). More generally, if α is an ordinal, an ηα set is a linearly ordered
set X such that for every two subsets Y, Z of cardinality less than ℵα with every
element in Y below every element of Z, there is x ∈ X that is above everything
in Y and below everything in Z. There is unique η0 set of size ℵ0, which is the
order type of the rationals, (Q,≤), and it is typically referred to as the order type
η. For α ≥ 1, an ηα set of cardinality ℵα may or may not exist, depending on the
additional set theoretic axioms. If it exists, then it is unique up to isomorphism.

For a cardinal κ satisfying κ<κ = κ, one can define Jónsson limits of classes
of structures of size < κ, in analogy to Fräıssé limits, giving a Jónsson limiting
structure of size κ, see Chapter IV of [4] for an exposition. Under CH, ℵ<ℵ1

1 = ℵ1

and the order E is the Jónsson limit of countable linear orders. Hence it is in
particular an ℵ1−universal and ℵ1-homogeneous linear order of size ℵ1 and it is,
moreover, saturated.

There is much literature on partition relations for uncountable cardinals, and
we will highlight only a few references here. In [36] it is shown by Sierpiński
that 2ℵ0 ̸→ (ℵ1)

2
2 and in [22] by Kurepa that 2κ ̸→ (κ+)22. This work sets the

foundation for a theory of big Ramsey degrees for infinite cardinals. In Theorem
17A of [8] it is shown by Erdős, Hajnal and Rado that, under GCH,
ℵα+1 ̸→ (ℵα+1)

2
ℵα+1

, by a method assuring that subsets of size ℵα+1 contain pairs

from every piece of the partition. Galvin and Shelah in [11] and Todorčević in
[39] give a history of contemporary developments that have influenced their ZFC
results which we review below. More recently, the paper [27] gives an account of
big Ramsey degrees for all countable ordinals.

It is shown in [11] that 2ℵ0 ̸→ (2ℵ0)2ℵ0
, and the witnessing coloring is such that

if 2ℵ0 is regular, then in fact subsets of size 2ℵ0 have pairs from every piece of
the partition. This will be useful in our Corollary 6.3. In [39] it is shown that
there exists a coloring d : [ω1]

2 → ω1 such that for any uncountable set D ⊆ ω1,
d′′[D]2 = ω1.

In the following, we will explain the consequences for L∗. Since we are ulti-
mately working under CH, we could refer to any of the results above in [8],[11],[39]
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for the following Lemma 6.2, but since the lemma can be stated without the hy-
pothesis of CH, we do so. Given an infinite linear order L and m ∈ ω, we identify
[L]m with increasing m-tuples from L, which in turn may be identified with

(︁
L
A

)︁
,

where A is the unique linearly ordered structure with |A| = m. In this way we
may say the “big Ramsey degree of m-tuples in L” to refer to the big Ramsey
degree of A in L.

Lemma 6.2 ([39]). For every m ≥ 2, m-tuples have infinite big Ramsey degree
in (ω1,∈).

Proof. Fix a coloring d : [ω1]
2 → ω1 as in [39] such that for any uncountable set

D ⊆ ω1, d
′′[D]2 = ω1. For any k,m ∈ ω, and set A ∈ [ω1]

m listed as a in increasing
order, define c(A) := d({a0, a1}), if d({a0, a1}) ∈ k and c(A) := 0, otherwise.
Thus, d induces a k-coloring c : [ω1]

m → k such that for any uncountable set
D ⊆ ω1, c

′′[D]m = k. ⋆6.2

By Corollary 4.6, the colorings witnessing the result in Corollary 6.3 are nec-
essarily external, as otherwise the big Ramsey degree of m-tuples in the ultra-
product would be bounded by d = 1, by the Finite Ramsey Theorem.

Corollary 6.3 (CH). For every m ≥ 2, m-tuples have infinite big Ramsey degree
in L∗.

Proof. It suffices to prove the result for E instead of L∗. Fix m, k ∈ ω such that
m, k ≥ 2. It suffices to show that for such an arbitrary k there exists a k-coloring
f : [E]m → k such that for any E′ ⊆ E such that E′ ∼= E, f ′′[E′]m = k.

Identify E with (2<ω1 , <E) as before. Let c : [ω1]
m → k be as in the proof of

Lemma 6.2. For any A ∈ [2<ω1 ]m, define f(A) = c({|a| : a ∈ A}), if |a| ≠ |b| for
all a ̸= b such that a, b ∈ A, and f(A) = 0, otherwise. Let E′ ⊆ E be any copy
of E (in the signature {<}) and let H := {|a| : a ∈ E′}. We have that H ⊆ ω1

is uncountable (since E′ ⊆ 2<ω1 is uncountable and <E and <lex (which is not
saturated) agree on the antichains of 2<ω1). Thus c′′[H]m = k. By definition of H,
for every set B ∈ [H]m, there exists a set A ∈ [E′]m such that {|a| : a ∈ A} = B.
Thus k = c′′[H]m ⊆ f ′′[E′]m, as desired. ⋆6.3

6.2. Witnessing Devlin types in all copies of η in L∗

We will show in Corollary 6.8 that the coloring of finite tuples of the Cantor tree
2<ω by Devlin embedding types as in [42] and [40], extended to 2<ω1 , witnesses
the optimal failure of Corollary 4.6 in the case that colorings are allowed to be
external.

Devlin types

For an n-tuple A in 2<ω1 , we denote by A∧ the meet subtree

A∧ = {s ∧ t : s, t ∈ A}.
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Note that if A is the set of terminal nodes of A∧ of size n, then A∧ has 2n − 1
nodes. We include the following definitions of (Devlin) embedding types from
[40] (Definition 6.11 and Definition 6.19) in 2<ω1 for completeness.

Definition 6.4. Let A,B be finite subsets of 2<ω1 . We say that A and B have
the same embedding type in 2<ω1 if there is a tree isomorphism f : A∧ → B∧

that sends A to B, respects height, i.e. |s| < |t| if and only if |f(s)| < |f(t)| for
every s, t ∈ A∧, and t(|s|) = f(t)(|f(s)|) whenever |s| < |t|.

Clearly, having the same embedding type is an equivalence relation on n-tuples
of 2<ω1 , for every finite n.

Definition 6.5. A finite set A ⊆ 2<ω1 of size n ≥ 1 realizes a Devlin embedding
type if

(1) A is the set of terminal nodes of A∧,
(2) |s| ≠ |t| for any s ̸= t in A∧,
(3) t(|s|) = 0 for all s, t ∈ A∧ with |s| < |t| and s ̸⊑ t.

The number of Devlin embedding types for n ≥ 1 is T2n−1, the (2n − 1)-st
tangent number, as shown in [40]. Devlin proved that these are exactly the big
Ramsey degrees of η, the order type of rationals.

Theorem 6.6 (Devlin [5]). Let n ≥ 1, k ≥ 2, and let tn = T2n−1. Then

η −→ (η)nk,tn .

Construction

We will build a skew subtree W of 2<ω1 isomorphic to 2<ω1 , and thus order
isomorphic to E with the order induced by <E. The desired copy of E will
be obtained as an antichain X, a slight tweak of W . We will show that every
Y ⊆ X that is order isomorphic to (Q, <) realizes every Devlin embedding type.
The technique was introduced in [42] for 2<ω. The first ω-levels of W , denoted by
W0, will be identical to S in the proof of Lemma 6.20 in [40]. We list its defining
properties here:

(1) root(W0) = ⟨⟩,
(2) |W0 ∩ 23n| = 1 and |W0 ∩ 23n+1| = |W0 ∩ 23n+2| = 0 for all n ∈ ω,
(3) W0 is isomorphic to 2<ω,
(4) for every m ∈ ω, if s, t ∈ W0(m) and s <E t, then |s| < |t|
(5) for every two natural numbers m ∈ n, s ∈ W0(m), and t ∈ W0(n), we

have |s| < |t|,
(6) for any s ∈ W0 and t ∈ 2<ω \W0, if t ⊑ s, then t⌒0 ⊑ s.

On ω-th level, we run into the difficulty that from now on the levels are as
large as the height of the tree. Since we will require that on every level of 2<ω1 ,
W takes at most one node as in item (2), we cannot achieve that the heights of
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elements in 2<ω1 that form the ω-th level of W are strictly less than the height of
any element in 2<ω1 on (ω+ 1)-st level of W as in item (5), or that the <E order
determines the height order as in item (4). We will modify the construction as
follows: Every branch through W0 will be extended to some leftmost successor
that will serve as the root of a copy of W0 forming the next ω levels of W , and
we repeat for limit points that appear, and so on. Every limit point will be taken
care of once but enumerated uncountably many times. Here, by a limit point of
a subtree T ⊆ 2<ω1 we mean a point x ∈ 2<ω1 \ T such that x ↾ α ∈ T for every
α ∈ |x|. Below, the technical details of the construction are carried out.

We fix a bookkeeping bijection b : ω1 × ω1 → ω1 such that b(α, β) ≥ α and
proceed by recursion along ω1. We let x(0, β) = ⟨⟩ for β ∈ ω1 and we let W0 be
as above. Suppose that we have constructed subtrees Wγ of 2<ω1 for γ ∈ δ ∈ ω1

and Xα := {x(α, β) : β ∈ ω1} for all α ∈ δ such that Wγ ⊆ Wγ′ for γ ∈ γ′ and
Xα enumerates the limit points of

⋃︁
γ∈αWγ in 2<ω1 . Let α, β ∈ ω1 be such that

b(α, β) = δ. Since δ = b(α, β) ≥ α, x(α, β) ∈ Xα has already been defined. If
x(α, β) is in the downward closure of

⋃︁
γ∈δWγ, we let Wδ =

⋃︁
γ∈δWγ. Otherwise,

we let Wδ be the union of
⋃︁
γ∈δWγ with the subtree of 2<ω1 rooted at the leftmost

successor of x(α, β), x(α, β)⌢⟨0, . . . , 0⟩, on the level ω · δ and isomorphic to W0

according to a <lex- and level-preserving map that identifies {ω · δ + n : n ∈ ω}
with ω. We let W =

⋃︁
γ∈ω1

Wγ.

Finally, we define X = {w⌒01 : w ∈ W}. Clearly, X is an antichain in 2<ω1

order isomorphic to E and every finite tuple A ⊆ X realizes a Devlin embedding
type. (Note that <lex and <E coincide on X, since it is an antichain, and its
Devlin embedding types are determined by ⊑-isomorphisms preserving height
and <lex).

Lemma 6.7. Every copy of (Q, <) in X contains every Devlin embedding type.

Proof. Let Y ⊂ X be a countable set that contains a copy of Q. It means
that Y ∧ contains a perfect subtree U . For s ∈ U and i ∈ {0, 1}, let U s

i =
{t ∈ U : s⌒i ⊑ t}. Let supsi denote sup{|t| : t ∈ U s

i }. Unlike in the case of
2<ω, we may have sups0 ̸= sups1. However, we will find a perfect subtree U ′ of
U satisfying a condition that for every s ∈ U ′, sups0 = sups1. Suppose not. Let
s0 ∈ U be such that, without loss of generality, sups00 < sups01 . Since U s0

0 does
not satisfy the desired condition, there is s1 ∈ U s0

0 such that, without loss of
generality, sups10 < sups11 . We can continue recursively to construct a strictly
decreasing sequence of ordinals sups00 > sups10 > . . .. This is impossible and
therefore the existence of U ′ is secured. Since U is binary, for every s ∈ U,
sup{|t| : t ∈ U & t ⊒ s} = max{supsi : i = 0, 1}, and thus supsi is the same
for every s ∈ U ′ and i = 0, 1. Let α denote this common supremum. As U ′

is a perfect tree, we can recursively construct a perfect subtree U ′′ such that
levels through every branch in U ′′ have the same supremum: Fix an increasing
sequence (αn)n∈ω of ordinals converging to α. We let the root of U ′′, r∅, be the
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root of U ′. Since sup
r∅
i = α for i = 0, 1, we can choose ri ∈ U r∅

i with |ri| ≥ α1.
We recursively continue the construction for (αn)n∈ω to obtain U ′′. Since U ′′ is
perfect, we can further prune U ′′ to a perfect subtree Z that satisfies items (1)–(6)
with (2) replaced by consecutive levels of Z being at least 3 levels in 2<ℵ1 apart.
Clearly, there is an isomorphism Z → W0 preserving <E. Since W0 contains
representatives of all Devlin embedding types (see [40], Lemma 2.20), so does Z.
As in [42], (a) in the proof of Lemma 0.10, by additional pruning, we can further
ensure that there is an injective function f : Z → Y such that |f(z)| < |t| for
every z, t ∈ Z with |z| < |t| and z⌢0 ⊑ f(z). Therefore we can conclude that Y
contains tuples realizing every Devlin embedding type. ⋆6.7

Corollary 6.8 (CH). Let Ln be a finite linear order of size n and let tn = T2n−1

be the (2n− 1)-st tangent number. There exists a coloring (necessarily external)
c :

(︁
L∗

Ln

)︁
→ {1, 2, . . . , tn} such that c takes on all colors on every copy of Q in L∗.

Proof. By the proof of Devlin’s Theorem 6.6 in [40], tn is the number of Devlin
embedding types of n-tuples. Since Q is not scattered, every copy of Q in L∗ takes
at most one element from any copy of ω∗ + ω in E and is therefore effectively a
copy of Q in E. The statement thus follows from Lemma 6.7. ⋆6.8

7. Open problems and further directions

We present a few questions for future exploration. The first question requires
some background on universal minimal flows which we give here. Let G be a
topological group and X a compact Hausdorff space. A continuous function
α : G×X → X is a G-flow if

(1) α(e, x) = x for any x ∈ X and e the neutral element of G,
(2) α(gh, x) = α(g, α(h, x)) for every g, h ∈ G and x ∈ X.

We will write gx in place of α(g, x). A G-flow on X is minimal if X does
not contain a nonempty proper closed G-invariant subset. A homomorphism
between G-flows X and Y is a continuous map ϕ : X → Y, such that for every
g ∈ G and x ∈ X, we have ϕ(gx) = gϕ(x). If ϕ is onto, we say that Y is a
quotient of X and if ϕ is bijective, it is called an isomorphism. Ellis showed
that up to isomorphism, for every topological group G there is a unique universal
minimal flow, M(G), that is, a minimal G-flow which has every minimal G-flow
as a quotient.

A structure M is called ω-homogeneous if every finite partial isomorphism
of M extends to an automorphism of M. The following result due to Pestov
sets the stage for our inquiry into the universal minimal flows of automorphism
groups of linear orders. For the general case for countable structures see the
Kechris-Pestov-Todorčević correspondence from [19].
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Theorem 7.1 ([32]). Let M be an ω-homogeneous linear order. Then Aut(M)
is extremely amenable.

The following lemma says that extreme amenability behaves well with respect
to semi-direct product (actually, more generally, short exact sequences). The
proof of the lemma is immediate.

Lemma 7.2. Let G ∼= H ⋉K and suppose that H is extremely amenable. Then
M(G) ∼= M(K).

As a result of Lemma 7.2 and our analysis of the structure of L∗, we have the
following.

Theorem 7.3 (CH). The group Aut(L∗) is isomorphic to Aut(E) ⋉ Zc. Conse-
quently, M(Aut(L∗)) ∼= M(Zc).

This sets the stage for our first question.

Question 7.4. What is the universal minimal flow of Zc?

It would be intriguing if an analysis of M(Aut(L∗)) could lend tractability to this
problem.

A different line of inquiry is suggested by the following questions.

Question 7.5. What are the big Ramsey degrees of L∗ under CH with respect
to other special types of colorings (such as colorings with certain topological or
stability-theoretic properties)?

Question 7.6. What transfer principles can we obtain without CH?

Question 7.7. What happens if we equip the ultraproduct with a topology and
consider continuous colorings of its finitely-generated substructures by the unit
interval [0, 1]?

8. Appendix: Saturation for types with many variables

The goal of this appendix is to give a self-contained exposition of the argument
for Lemma 2.14. The argument we give is an infinite version of the proof for
Proposition 8.1 below.

Proposition 8.1 (Proposition 2.3.6 of [3]). Let A be a structure that is ℵ0-
saturated (for 1-types). For every n ∈ ω and for every n-type p over a finite
parameter set with respect to A, p is realized in A.

Since we work with types in a transfinite sequence of variables, we use trans-
finite recursion. For a reference on transfinite recursion see p. 21-22 of [17] or
Ch. III §5 of [21]. For a result that uses transfinite recursion in an analogous way,
see Lemma 8.2 below.
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Lemma 8.2 (Lemma 5.1.10 of [3]). Suppose that A is α-saturated, A ≡ B and
b ∈ Bα. Then there exists an a ∈ Aα such that (A, aξ)ξ∈α ≡ (B, bξ)ξ∈α.

We start with a restatement of the lemma followed by a proof.

Lemma 2.14. Let λ be an infinite cardinal and M a λ-saturated structure. Sup-
pose p is a type over M in free variables x with respect to M such that |x| ≤ λ
and such that |Dom(p)| < λ. Then p is realized in M.

Proof. If λ ∈ ℵ0, then we may follow the proof of Proposition 8.1 above. So let
us assume that λ ≥ ℵ0. Let X = (xi)i∈λ be a sequence of distinct variables.
Fix a λ-saturated structure M and a type p(X) such that for some set A ⊆ M ,
Dom p = A and |A| < λ. We wish to show that p is realized in M.

Given an ordinal β ∈ λ, define

Xβ := (xi)i∈β and Yβ := (xi)i∈λ\β.

Note that Xβ+1 = Xβ
⌢⟨xβ⟩ and Xβ

⌢Yβ = X for all β ∈ λ.
Define

qβ(Xβ) := {∃y
⋀︂
φ∈F

φ(Xβ; y) : F = F (Xβ; y) ⊂ω p, y ∈ Y n
β , n ∈ ω}.

Using AC we can assume there is a well-ordering ≺ on M . We shall attempt
to define a function G as follows: for any set Z, if there exists β ∈ λ such that
Z := (bγ)γ∈β ∈Mβ and M ⊨ qβ(Z),

G(Z) := the ≺ -least element b ∈M such that M ⊨ qβ+1(Z
⌢⟨b⟩);

otherwise, G(Z) := ∅.

We first argue that G is a well-defined function on V .

Claim 8.3. G is a function on V .

Proof. Clearly the domain of G is V . To see that G is well-defined, we fix Z and
show that G(Z) exists and is uniquely determined by Z. Suppose there exists
β ∈ λ such that

Z := (bγ)γ∈β ∈Mβ and M ⊨ qβ(Z) (8)

(otherwise, clearly G(Z) is uniquely determined to be ∅). Consider the set of
formulas defined as follows:

π(xβ) = {∃y
⋀︂
φ∈F

φ(Xβ/Z) : F = F (Xβ+1; y) ⊂ω p, y ∈ Y n
β+1, n ∈ ω}.

It is clear that |Z ∪ A| < λ.
First, we argue that π is a 1-type with respect to M over the set of parameters

Z ∪A. Fix any finite subset H ⊆ π and define m := |H|. Then there exist finite
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sets of LA-formulas Ft = {φts(xβ; yt;Xβ) : s ∈ |Ft|} ⊂ p, for some yt ∈ Y nt
β+1, for

all t ∈ m, such that:

H(xβ) = {∃yt
⋀︂
s∈|Ft|

φts(xβ; yt;Xβ/Z) : t ∈ m}.

Let y be a tuple such that ran(y) =
⋃︁
t∈m ran(yt). We may assume:

H(xβ) = {∃y
⋀︂
s∈|Ft|

φts(xβ; y;Xβ/Z) : t ∈ m}

For convenience, we may define ψt := ∃y
⋀︁
s∈|Ft| φ

t
s(xβ; y;Xβ/Z) so that

H(xβ) = {ψt : t ∈ m}

Define the formula

θ(Xβ) := ∃xβ∃y
⋀︂
t∈m

⋀︂
s∈|Ft|

φts(xβ; y;Xβ).

This formula is in qβ and so M ⊨ θ(Xβ/Z) by (8). Thus, there is some instanti-
ation bβ of xβ such that

M ⊨ ∃y
⋀︂
t∈m

⋀︂
s∈|Ft|

φts(xβ/bβ; y;Xβ/Z).

A fortiori,

M ⊨
⋀︂
t∈m

∃y
⋀︂
s∈|Ft|

φts(xβ/bβ; y;Xβ/Z),

i.e.,

M ⊨
⋀︂
t∈m

ψt(xβ/bβ),

so

M ⊨ ∃xβ
⋀︂
ψ∈H

ψ(xβ).

Thus we have shown that π is finitely satisfiable in M.

Since we have established that π is a type with respect to M over a parameter
set of size less than λ, π must be realized in M, by λ-saturation. Let b ∈ M be
the ≺-least element of M that realizes π in M. We will show a little more than
is required by showing that G(Z) is uniquely defined to be b.

To see that M ⊨ qβ+1(Z
⌢⟨b⟩), consider any formula in qβ+1(Xβ+1) such as

∃y
⋀︂
φ∈F

φ(Xβ+1; y)
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where F = F (Xβ+1, y) ⊂ω p and y ∈ Y n
β+1, for some n ∈ ω. For this same F :

M ⊨ ∃y
⋀︂
φ∈F

φ(Xβ+1/Z
⌢⟨b⟩; y)

since b realizes π in M. For any other element b′ ∈M such that M ⊨ qβ+1(Z
⌢⟨b′⟩),

this b′ realizes π, and so b ≺ b′. Thus b, as defined previously, is the ≺-least in
M such that M ⊨ qβ+1(Z

⌢⟨b⟩). This proves the claim that G is a function.

By Transfinite Recursion, there exists some F : Ord → V such that for all α,

F (α) = G(F ↾ α). (9)

Let bα := F (α), for any α. Equation (9) may be rephrased as:

bα = G((bβ)β∈α).

Define Bα := (bβ)β∈α, for any α ≤ λ.

Claim 8.4. For each β ≤ λ, M ⊨ qβ(Bβ).

Proof. Let C = {β ∈ Ord : β ≤ λ → M ⊨ qβ(Bβ)}. We will show that C = Ord
by transfinite induction.

Let B0 = ∅ and X0 = ∅. Note that q0 is the set of sentences that are existential
quantifications of finite conjunctions from p. Since p is finitely satisfiable in M,
clearly q0 is consistent with the theory of M, and so we have shown 0 ∈ C.

Suppose that β ∈ C and assume that β ∈ λ, thus M ⊨ qβ(Bβ). By the
definition of G in the transfinite recursion, M ⊨ qβ+1(Bβ+1), and so β + 1 ∈ C.
(If β = λ, β + 1 ∈ C follows immediately.)

Let δ ̸= 0 be a limit ordinal and assume that γ ∈ C for all γ ∈ δ. Assume that
δ ≤ λ, otherwise the conclusion holds immediately. To see that M ⊨ qδ(Xδ/Bδ),
fix any formula θ ∈ qδ. A formula is a finite string, so θ contains occurrences of
only finitely many variables. By a cofinality argument, θ ∈ qγ, for some γ ∈ δ.
By the induction hypothesis, M ⊨ θ(Xγ/Bγ). Since Bγ is an initial segment of
Bδ, we have that M ⊨ θ(Xδ/Bδ). Since θ was arbitrary, we have shown that
M ⊨ qδ(Xδ/Bδ) and so δ ∈ C.

Thus, we conclude that M ⊨ qλ(Bλ). However, qλ = p(X), and so we have
shown that p is realized in M, as desired. ⋆8
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[39] S. Todorčević. Partitioning pairs of countable ordinals. Acta Math., 159(3-4):261–294, 1987.
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