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Quantum systems have entered a competitive regime in which classical computers
must make approximations to represent highly entangled quantum states'’. However,
inthis beyond-classically-exact regime, fidelity comparisons between quantum and
classical systems have so far been limited to digital quantum devices®, and it remains
unsolved how to estimate the actual entanglement content of experiments®. Here,

we perform fidelity benchmarking and mixed-state entanglement estimation with a
60-atom analogue Rydberg quantum simulator, reaching a high-entanglement entropy
regime in which exact classical simulation becomes impractical. Our benchmarking
protocolinvolves extrapolation from comparisons against an approximate classical
algorithm, introduced here, with varying entanglement limits. We then develop and
demonstrate an estimator of the experimental mixed-state entanglement®, finding our
experiment is competitive with state-of-the-art digital quantum devices performing
random circuit evolution®>. Finally, we compare the experimental fidelity against that
achieved by various approximate classical algorithms, and find that only the algorithm
weintroduceis able to keep pace with the experiment on the classical hardware we use.

Our results enable anew model for evaluating the ability of both analogue and digital
quantum devices to generate entanglement in the beyond-classically-exact regime,
and highlight the evolving divide between quantum and classical systems.

Classical computers generally struggle to exactly represent highly
entangled states”®, in the sense of entanglement entropy. This has
raised interestin the potential of quantum devices to efficiently solve
certain classically hard problems, but modern noisy-intermediate-scale
quantum™® (NISQ) devices are limited by experimental errors (Fig. 1a).
This makesitakey goal to benchmark NISQ devicesin the highly entan-
gled regime in which exact classical simulation becomes infeasible
(Fig. 1b); for example, state-of-the-art classical simulation of Hamil-
tonian time evolution generating highly entangled states with exact
global fidelity is currently limited to 38 qubits (ref. 11).

One such approachiis to study the fidelity of preparing a highly
entangled target state of interest?, with several efficient fidelity esti-
mators'> ¢ having been introduced in recent years. However, in the
beyond-classically-exact regime, these protocols have only been
applied to digital quantum devices, with no such demonstrations on
analogue quantum simulators", that is, quantum devices tailored to
efficiently encode select problems of interest'®°,

Inthis work, we perform fidelity estimation with ananalogue quan-
tumsimulator targeting highly entangled states that are impractical to
representexactly onaclassical computer. Our Rydberg quantum simu-
lator'** has recently demonstrated® two-qubit entanglement fidelities
0f=0.999, spurring this study with up to 60 atoms*in aone-dimensional
array (Fig. 1c). We stress that we target high entanglement entropy
states that require an exponential number of coefficients to represent

classically, as distinct from Greenberger-Horne-Zeilinger (GHZ), clus-
ter or stabilizer states, which are efficiently representable on a classical
computer at all system sizes? (Supplementary Fig. 1).

Our fidelity estimation is based on extrapolation from benchmark-
ing against many approximate classical simulations, namely, matrix
product state (MPS) algorithms that cap the maximum simulation
entanglement to avoid the aforementioned exponential increase in
classical cost® % (Fig. 1b). In one-dimension, early-time entangle-
ment growth is system-size independent, so at short times the MPS
representationis exact for essentially arbitrarily large systems. When
entanglement growth surpasses the entanglement cap, the MPSis no
longer afaithful reference, but we can extrapolate the fidelity through
a combination of varying the system size, evolution time and simula-
tion entanglement limit.

Using the fidelity, we derive and demonstrate a simple proxy of
the experimental mixed-state entanglement®, which so far has been
notoriously difficult to measure in large systems. Qur proxy serves
as a universal quality-factor requiring only the fidelity with, and the
entanglement of, the ideal target pure state. This enables compari-
sons between our experiment and state-of-the-art digital quantum
devices?>?¢, with which we are competitive.

Ultimately, we compare the fidelity of our experiment against that
achieved by a variety of approximate classical algorithms, including
several not based on MPS. Using a single node of the Caltech central
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Fig.1|Entanglementin quantumand classical systems. a, In quantumsystems,
entanglement spreads betweenneighbouring particles before saturating at an
extensive level. However, entanglementgrowth is hampered by experimental
errorsthat reduce the fidelity, limiting entanglementbuild-up.b, On the other
hand, classical computers use approximate simulationalgorithms thatcan
oftenonlycapturealimited degree of entanglementto avoid an exponential
increasein cost, meaning they cannot exactly simulate dynamics atlarge system
sizesandlongevolutiontimes. ¢, Here we compare quantum devices and
classicalalgorithms in their ability to prepare highly entangled statesusinga
Rydberg quantum simulator with up to 60 atoms in a one-dimensional array
(shown asafluorescenceimage).

computing cluster, none of the tested algorithms is able to match the
experimental fidelity in the high-entanglement regime, except for
animproved algorithm we introduce, termed Lightcone-MPS. Even
with this new algorithm, classical costs reach a regime requiring
high-performance computing to match the experiment’s performance.

Fidelity estimation with approximate algorithms

A key quantity when studying quantum systems is the fidelity?,
F=<lp,,,1¥, where |¢) isapurestateofinterestand g, istheexper-
imental mixed state. For digital devices studying deep circuits, the
fidelity can be estimated by means of the linear cross-entropy**, a
cross-correlation between measurement outcomes of an experiment
and an exact classical simulation. A modified cross-entropy, termed®”
F4, was proposed for both analogue and digital systems, and demon-
strated on Rydberg™ and superconducting® analogue quantum simu-
lators. Fyis efficiently sampled (Supplementary Fig.15) as
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@

where Misthe number of measurements, z,,is the experimentally meas-
ured bitstring, p(z) is the probability of measuring z with no errors
following quenchevolutionand p,,,(2) is the time-averaged probability
of measuring z. Fy = Ffor awide class of physical systems, aslong as the
rescaled probabilities p(2)/p,,,(2) follow the so-called Porter-Thomas
distribution®. Still, a stringent requirement remains: access to anexact
classical simulation to obtain p(z), precludingdirect fidelity estimation
at large system sizes. We circumvent this constraint by introducing a
method to estimate the fidelity by benchmarking against approximate
classical simulations.
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We consider a comparison (Fig. 2b) between an ideal high-
entanglement target pure state, |¢), the experimental mixed state,
B,y and apurestate from classical MPS simulation, | ¥;). Weintroduce
animproved MPS time-evolution algorithm using an optimal decom-
position of Hamiltonian dynamics into quantum circuits?**°, which we
term Lightcone-MPS (Supplementary Information). The MPS is param-
eterizedbyabond dimension, x, that defines the maximum simulable
entanglement, which scales as log(x). Starting from an all-zero state,
we program a time-independent, global quench under the one-
dimensionallIsing-like Rydberg Hamiltonian (Fig. 2a, for Hamiltonian
details see Supplementary Fig. 3and the Supplementary Information).
Hamiltonian parameters lead to high-temperature thermalization®,
suchthatdescribing |¢) atlate timesrequires an exponential number
of classical coefficients™.

For asystemsize of n =30 (Fig. 2c—e, left), we can exactly classically
simulate these dynamics (Fig. 2d, grey); by exact, we mean the classical
fidelity, C= I((Ilsimltp)lz, stays near unity for all times. We numerically
observe the entanglement of the target state increases linearly at early
times, before eventual near-saturation (Fig. 2c). Moreover, the esti-
mated experimental quantum fidelity, F,, shows apparent exponential
decay due to experimental errors™ (Fig. 2e, grey).

However, the situation changes when using anapproximate classical
simulation. Now, the classical fidelity begins to decay (Fig. 2d, blue)
after the time, ¢,,, whenthe ideal entanglement exceeds the limitset by
thebond dimension (Fig. 2c, blue), meaning the classical simulationis
no longer afaithful reference of the ideal dynamics. Most importantly,
wefindthatafter ¢, the experimental benchmarked fidelity also devi-
atesdownwards (Fig.2e, blue), indicating that Ff;no longeraccurately
estimatesthefidelity to theideal state. For the largest system sizes (for
instance, n =60inFig.2c-e, right), ., occurs well before the entangle-
mentispredicted tosaturate, even for the largestbond dimension we
canrealistically use. We estimate the classical fidelity in this case using
the product of MPS truncationerrors®, which we find isaccurate in the
regime in which we operate (Supplementary Fig. 29).

Essentially, F; seems to be anamalgam of both classical and quantum
fidelities, only estimating the quantum fidelity to theideal state in the
limit of the classical simulation being perfect. To test this behaviour for
all system sizes, we study the benchmarked value of F averaged over
all experimental times (Fig. 2f). Consistently, we see for abond dimen-
sion (open markers) thatis too small, Fis reduced. In some cases, the
requirement that p(z)/p,.,(2) follows a Porter-Thomas distribution can
be violated, resulting in F, even becoming unphysically negative. As
bond dimensionincreases, F rises, before reachinga saturation bond
dimension, x,(n, t), which depends on system size and time (closed
markers). For the largest system sizes and times, however, the satura-
tionbond dimensionis beyond the capabilities of any current classical
hardware™.

Ifthe noise affecting the system was purely Markovian, then the fidel-
ity would decay exponentially** and it would be possible to measure the
fidelity atearly timesbeforet,, tolearn the exponential decay rate, and
then extrapolate in time to estimate the late-time fidelity. Indeed, we
note this is an advantage of the F, metric we use here, because it accu-
rately estimates the fidelity earlier than other estimators such as the
standard linear cross-entropy***. However, extrapolating to late times
isnon-trivial in our case owing to non-Markovian noise sources often
affecting analogue quantum systems. In particular, with analytic and
numerical analysis we show that shot-to-shot Hamiltonian parameter
fluctuations (for example, laserintensity variations) induce subexpo-
nential fidelity decay at low fidelities (Supplementary Information
Theorem1and Supplementary Fig. 8).

Instead, we use a model-agnostic extrapolation by leveraging a
large amount of data with three independent parameters: evolution
time, system size and bond dimension normalized by its saturation
value (Fig. 3a and Supplementary Information). We can calculate F,
inseven of the octants of this parameter space: the only outlier is the
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Fig.2|Failure of fidelity estimation with anapproximate classical algorithm.
a,WeuseaRydberg quantum simulator and a classical computer to simulate
atime-independent, high-temperature quenchstarting fromthe all-zero state,
targetinganideal puresstate, |). b, Theclassical algorithmis characterized

by abond dimension, x, which limits the maximum simulable entanglement,
resulting in smaller-than-unity classical simulation fidelity, C. We estimate the
quantum fidelity, F, witha cross-correlation between measurement outcomes
of the classical and quantum systems, termed® F,. c-e. The top shows half-cut
von Neumann entanglemententropy of [¢), the middle shows classical
simulation fidelity, and the bottom shows the estimated experimental quantum
fidelity. We study benchmarking against an exact simulation (grey) or an
approximate simulation with limited bond dimension (blue). ¢, For asystem

high-entanglement regime of interest. We thus use aMonte Carlo infer-
ence approach by training an ensemble® of initially randomized neural
networksto predict Fygivenaninputn, yand¢; Fyatlarge system ssizes
and long evolution times is then estimated as the ensemble average
wheny - x, (Supplementary Fig. 9). We emphasize that essentially we
are simply performing curve fitting of the smoothly varying function
F4(n, x, t), for which we can directly simulate many ground truth data.

We check that this protocol consistently reproduces fidelities at small
systemsizes, does not seemto overfit the experiment (Supplementary
Fig.12),isinsensitive to hyperparameters such as the neural net topol-
ogy and size, and that predictions are converged as a function of the
bond dimension (Supplementary Fig.13). We further reaffirm that our
method extrapolates correctly by replicating our entire procedure in
asmaller scale wherein the quantum device is replaced by numerical
error model simulations up to n =18 atoms (Supplementary Informa-
tion). For ¢ > 6.6 cycles and n > 15, the training data only consist of low
bond dimensions to emulate the limitations of the large-n experimen-
tal data. Even still, the extrapolated fidelity is in excellent agreement
with the ground truth data (Fig. 3b and Supplementary Fig. 12), and
reproduces the subexponential fidelity decay predicted analytically
(Supplementary Information Theorem1).

Ultimately, we apply Monte Carlo inference to the full experimental
dataset for systemssizes up ton = 60 atoms (Fig. 3c; see Supplementary
Figs.7 and 11 for all data). At high fidelities (roughly greater than 0.2),
we observe nearly exponential decay, with a rate scaling linearly with
system size (Fig. 3d). At low fidelity, however, the Monte Carlo pre-
diction again reproduces the expected subexponential response. We
estimate the fidelity to produce the target state when the entangle-
mentis expected to saturate (Fig. 3e), yielding F;= 0.095(11) at n = 60.

This work showcases benchmarking a quantum device by extrap-
olating from approximate classical simulations, and extends the

Time (cycles) Bond dimension (y)

size of n=30 (left panels), using too small abond dimension setsacapin the
simulation entanglement.d, This causes the classical fidelity to fallatatime,
t.., whentheentanglementof the target state becomestoo large. e, At roughly
t.,, the estimated experimental quantum fidelity also drops. For the largest
systemsize, n =60 (right panels), ¢, is well before when the entanglement
saturates, even for thelargest bond dimension we use. The time-axis is
normalized by the Rabi frequency (Supplementary Information). f, The estimated
fidelity (averaged over all timesin e) increases withbond dimension (open
markers), before saturating (closed markers) at abond dimension capturing
thenecessary entanglement. For the largest system sizes, saturationis not
achieved using the available classical resources.

reach of global fidelity estimation for analogue quantum simula-
tors into the classically inexact regime. We expect this approach
to be scalable; by studying the convergence of predicted fideli-
ties as a function of bond dimension, our approach seems feasi-
ble for up to an order-of-magnitude more atoms than we use here
(Supplementary Fig.14).

Experimental mixed-state entanglement

Having benchmarked the fidelity of our Rydberg quantum simulator,
we now turntoinvestigate the actual half-chain bipartite entanglement
content of the experiment. In the past, several studies have investi-
gated entanglement properties of (nearly) pure states by estimating
the second Rényi entropy in (sub)systems up to ten particles®>*3,
However, the actual output of an experiment can be a highly mixed
state with markedly different entanglement content from the target
purestate. For thisreason, itis desirable to directly quantify mixed-state
entanglement measures. Unfortunately, extensions of most pure
state entanglement measures to the case of mixed states are defined
variationally, and as such are incalculable for even moderately sized
systems®.

An alternative, computable measure of mixed-state entanglement
is the log negativity¢, &, which is an upper bound to the distillable
entanglement of the system*. However, measuring the value of the
negativity naively requires tomography of the full system density
matrix, which is infeasible even for intermediate scale quantum
systems®**’, In the past, experiments have been limited to demonstrat-
ing necessary conditions for a non-vanishing negativity, which can
only reveal the binary presence of mixed-state entanglement*%*,

Here we derive and demonstrate an entanglement proxy, £y, which
canlower-bound the extensive mixed-state entanglement (quantified
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Fig.3|Fidelitybenchmarkinga 60-atomsystem. a, We use aMonte Carlo
inference approachto extrapolate the fidelity at large system sizesand long
evolution times. Specifically, we train 1,500 neural networks, each instantiated
withrandomized (hyper)parameters, to predict Fyas afunction of size, time
and bond dimension, and take the ensemble average as the predicted value.

b, We test this procedure using error model simulations fromn=8to18
withincreasedlaserintensity noise to emulate the fidelity expected for the
experimental n =60 dataset.For¢> 6.6 cyclesand n>15, we only trainonbond
dimensions below the level necessary for exact simulation to mimic constraints
atlarge systemsizes. We observe two behaviours: (1) the ensemble prediction
is consistent with the ground truth, and (2) the fidelity seems to follow a
non-exponential form. See the Supplementary Information for further cross-
checks, aswell asanalytic evidence for the origin of the non-exponential decay
duetonon-Markovian noise. ¢, Experimental fidelities for nup to 60; markers
aregrayscale where the classical fidelity (with x =3,072) is less than 0.99.

d, Early-time fidelity decay rate as a function of system size, consistent with
linear system-size scaling. e, Fidelity at the time (inset) at which the pure state
entanglementsaturates, with F3=0.095(11) atn = 60; the error baris the standard
error over Monte Carlo inferences added in quadrature with the underlying
samplingerror.

by log negativity). For amixed state, g, with fidelity, F, to atarget pure
state, |¢), with known entanglement, &,(|¢)), our mixed-state entan-
glement proxy is

Ep(p) = Ey(19)) +10g,(F). (2)
Here, &y is a proxy evaluating the competition between the growth
of the error-free entanglement, &y (|¢)), versus the error-sensitive fidel-

ity, as F<1reduces the mixed-state entanglement. When p is an iso-
tropic state (an admixture of a maximally entangled state and a
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maximally mixed state), it has been shown®* that &,(9) = max(&x(4), 0)
atlarge systemsizes. Further, we show the same holds foraHaar-random
state admixed with a maximally mixed state—the expected output®? of
deep noisy random unitary circuits (RUCs)—as long as the fidelity is
large compared totheinverse of the half-chain Hilbert space dimension
(Supplementary Information).

More generally, we prove &, is alower bound for &, for any mixed
stateassuming |) is the highest fidelity state to g, and becomes tighter
asthe systemsizeincreases (Supplementary Fig.17). Violations of this
assumption can only lead to small violations of our bound in the worst
case for physically realistic conditions withlocal or quasi-static errors,
asweshow with both analytic (Supplementary Information Theorems
3 and 4) and numeric (Supplementary Figs. 18 and 21) support in the
Supplementary Information.

We demonstrate the efficacy of £, on both noisy RUC evolution and
error model simulation of our Rydberg dynamics (Fig. 4a and Sup-
plementary Information). In both cases, the target pure state log
negativity increases and saturates, while the exactly calculated
mixed-state log negativity reaches amaximum before decaying at late
times, behaviour that the entanglement proxy & replicates as alower
bound.

We then plot the experimental entanglement proxy (Fig. 4b), where
Ev(|y)isextrapolated from small system sizes (Supplementary Fig.16)
and Fis found from Monte Carlo inference. We observe the entangle-
ment proxy peaks before falling at late times; this peak value increases
(Fig. 4c) as a function of effective system size defined as the number
of qubits with the same Hilbert space dimension as our experiment
under the Rydberg blockade constraint (roughly 42 for n = 60).

With equation (2) we can directly compare the results of our pre-
sent study against RUC evolution in state-of-the-art digital quantum
devices?>? (Fig.4c). We find we are within roughly 2 ebits of early tests
of quantum advantage? (an ebit is the entanglement of a two-qubit
Bell state). For literature examples, we assume targeted states are
Haar-random****, whereas for our experiment we conservatively
use the extrapolated log negativity, which is roughly 2 ebits below
the expectation for Haar-random states at the largest system sizes
(Supplementary Fig.16).

The mixed-state entanglement proxy &, can serve as a useful
quality-factor of the ability for different experiments to produce highly
entangled states, including for preparation methods besides quench
evolution such as quasi-adiabatic ground state preparation (Supple-
mentary Figs.2and 23), and could be amore widely applicable alterna-
tive to other measures, such as quantum volume®, for directing efforts
toimprove NISQ-era quantum systems.

The classical cost of quantum simulation

We finally ask: which device, quantum or classical, has a higher fidelity
ofreproducingahigh-entanglement pure target state of interest? Equiv-
alently, in terms of fidelity, what are the minimum classical resources
required for a classical computer to outperform the quantum device?

To answer this, we compare the fidelity of the experiment against
that of the MPS with varying bond dimension. We define the critical
bond dimension for a given system size, x*, as the minimum bond
dimension for which the classical fidelity always exceeds the estimated
experimental fidelity. This controls the costs of classical simulation:
forinstance, MPS simulation time scales as O(ny ®). We find x* continu-
allyincreases asafunction of system size (Fig. 5a), reaching a maximum
value of y*=3,400 for n = 60 (Supplementary Fig. 31), and apparently
continuing to increase beyond that point.

In performing this study, we used our new Lightcone-MPS algorithm,
but considered several alternative approximate classical algorithms,
including path integral, matrix product operator, time-dependent
variational principle, Schrieffer-Wolff transformation and neural net
approaches (Supplementary Information); however, we found the
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Fig.4|Experimental mixed-state entanglement.a, Wedevelop an
experimentally measurable proxy that lower-bounds thelog negativity, which
isameasure of mixed-state entanglement. Here we demonstrate this proxy with
error model simulations of RUC and Rydbergevolution. b, The experimental
mixed-state entanglement proxy; solid lines areguides to theeye. ¢, The
maximum entanglement proxy for our experiment can be compared against
that of literature examples performing global fidelity estimation with digital

equivalent classical cost of these methods quickly became infeasi-
ble, typically well before n = 60. As an example, we show x* for amore
conventional MPS approach using time-evolving block decimation®
(Fig.5a).

All calculations used a single 16-core node of the Caltech central
computing cluster (Supplementary Information). Onthis machine, we
estimate that running the Lightcone-MPS simulation for n= 60 and
Xx*=3,400wouldentaila peak memory usage of roughly 110 GB (scaling
asO(ny2)), and would take roughly 11.3 days or11.3 x 16 ~ 180 core-days;
sampling from the resultant MPS would take roughly 0.3 core-seconds
persample (scaling asO(ny 2)). For comparison, the experimental cycle
timeis roughly 1.7 s, limited by array loading and imaging; the actual
quantumsimulation timeisonly roughly 1 us pershot. Just as the clas-
sical computer can use several cores, so too can the experiment be
parallelized over several atom-array chains simultaneously, which in
fact we do already at small system sizes.

We predict these classical costs are highly sensitive to the effective
per-atom fidelity, 7, defined by 7™ = F(n, t) (Fig. 5b and Supplemen-
tary Information). For instance, the simulation time scales as =(1— F) '°
around the experimental F. Although specialized classical hard-
ware*4 may more readily perform the present approximate classical
simulations, we thus expect smallimprovements in the quantum fidel-
ity may soon make the experiment out of reach of even these more
advanced classical systems.

Outlook

As quantum systems tackle tasks of rising complexity, it isincreasingly
important to understand their ability to produce states in the highly
entangled, beyond-classically-exact regime. Here we have studied
this regime directly by measuring the global fidelity of an analogue
quantum simulator with up to 60 atoms.

A careful analysis (Supplementary Fig. 14) indicates that with rea-
sonable classical resources, our Monte Carlo inference protocol is

Effective system size

quantum processors: Sycamore*®, Zuchongzhi**and H2 (ref. 26) (text indicates
releaseyear). For literature examples, the x axis is the number of qubits, whereas
for our experiment the effective system size is defined as the number of qubits
with the same Hilbert space dimension as our experiment under the Rydberg
blockade constraint (Supplementary Information) and s, for instance, roughly
42atn=60.Thedataare summarizedin Supplementary Tablel.1D, one
dimensional; 2D, two dimensional.

scalable toanorder-of-magnitudelarger systemsizes than were studied
here, potentially enabling fidelity estimation for system sizes with
n=500.lItisalsoapplicablefor digital devices*>* that are affected by
non-Markovian noises such as control errors?, which could then lead
to non-exponential scaling of global fidelities in certain parameter
regimes. Furthermore, it could be applied to analogue quantum simu-
lators for itinerant particles™348, Further, one may imagine applying
thesame basic technique to cross-platform comparisons*~'between
erroneous quantumdevices by varying the decoherence of each: aform
of zero-noise extrapolation®.

Additionally, we have addressed alongstanding problem by introduc-
ingasimple proxy of the experimental mixed-state entanglement. This
entanglement proxy can serve asa universal quality-factor comparable
amongst analogue and digital quantumdevices asaguide forimprov-
ing future systems, and may act as a probe for detecting topological
order****and measurement-induced criticality®.

Finally, we have studied the equivalent classical cost of our experi-
ment on the level of global fidelity, which we note could be greatly
increased through the use of erasure conversion®**". Similar tech-
niques could be applied to quantify the classical cost of measur-
ing physical observables®*®, and to benchmark the performance of
approximate classical algorithms themselves through comparison
to high fidelity quantum data. Although here we have focused on
one-dimensional systems to exploit the power of MPS representa-
tions, using higher-dimensional systems**°, while maintaining high
fidelities, may prove even more difficult for classical algorithms. We
emphasize that in contrast to many previous experiments®™ that
explicitly targeted spatiotemporally complex quantumevolution when
exploring the limits of classical simulation, here the dynamics we have
studied are one-dimensional and both space- and time-independent,
yet still begin to reach a regime of classical intractability. Ultimately,
ourresults showcase the present and potential computational power
of analogue quantum simulators, encouraging an auspicious future
for these platforms'.
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