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Abstract 

The distribution of material phases is crucial to determine the composite’s mechanical property. While the 

full structure-mechanics relationship of highly ordered material distributions can be studied with finite 

number of cases, this relationship is difficult to be revealed for complex irregular distributions, preventing 

design of such material structures to meet certain mechanical requirements. The noticeable developments 

of artificial intelligence (AI) algorithms in material design enables to detect the hidden structure-

mechanics correlations which is essential for designing composite of complex structures. It is intriguing 

how these tools can assist composite design. Here, we focus on the rapid generation of bicontinuous 

composite structures together with the stress distribution in loading. We find that generative AI, enabled 

through fine-tuned Low Rank Adaptation models, can be trained with a few inputs to generate both 

synthetic composite structures and the corresponding von Mises stress distribution. The results show that 

this technique is convenient in generating massive composites designs with useful mechanical 

information that dictate stiffness, fracture and robustness of the material with one model, and such has to 

be done by several different experimental or simulation tests. This research offers valuable insights for the 

improvement of composite design with the goal of expanding the design space and automatic screening of 

composite designs for improved mechanical functions. 
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Composites are multi-phase materials made from two or more materials, which are typically in forms of a 

matrix and a reinforced material of distinct mechanical properties. Composites outperform traditional 

materials in many engineering areas, including aerospace [1], defense industry [2], automotive [3], 

healthcare [4], and construction [5]. The optimization of composite designs has become a key component 

in the development of materials in modern engineering applications since it enables the combination of 

multiple advanced mechanical functions that cannot be achieved by any individual component per se, e.g., 

stiffness [6], toughness [7], elasticity [8], ultimate strength [9], thermal conductivity [10]. Traditional 

manufacturing techniques have restricted the design and production of complex geometric arrangement of 

composite materials because of the challenges in effectively bonding two or more base materials with 

robust adhesion [11]. Thanks to the progress in additive manufacturing, however, it is now feasible to 3D 

print various materials. This enables the design and production of complex architectures in nature with 

diverse properties in all three spatial dimensions and with any geometry and combination of distinct 

materials [12].  Indeed, nature has provided many composite materials as examples for demonstrating the 

advantage of integrating multiple material phases, which have been refined over millions of years of 

evolution [13-14]. Nearly all natural materials exhibit composite structures, typically composed of a 

limited set of polymeric substances, including proteins or polysaccharides, as well as ceramic constituents 

or building blocks like calcium salts or silica, which are composites themselves [15-18]. For example, 

bone is a natural composite material that consists of a matrix primarily made of collagen, reinforced with 

the mineral hydroxyapatite, giving bone both strength and flexibility [19]. Other examples include nacre 

[20], a biomineral composite composed of calcium carbonate crystals embedded in an organic matrix, and 

bamboo [21], a natural composite consisting of cellulose fibers embedded in a lignin matrix, to name but 

a few. Principles derived from exceptional biological composites encompass: (i) the integration of rigid 

and soft materials for strength and toughness [22-24], (ii) the establishment of strong three-dimensional 

interconnections between phases to distribute loads and dissipate energy effectively [24-25], and (iii) the 

alignment of structurally anisotropic elements to enhance performance in specific orientations [26]. A 

bicontinuous composite structure, an interpenetrating phase composite (IPC) [27], can potentially fulfill 

all design criteria at the same time if it is constructed with a submicrometer-scale framework architecture 

[28]. A bicontinuous composite possesses a material structure characterized by the presence of two 

interconnected continuous phases, often with distinct properties. In these composites, both phases form a 

continuous network without being separated into distinct domains. This results in a complex and 

interconnected microstructure, where one phase is dispersed throughout the other in a way that maintains 

continuity [29]. This irregular material distribution can result in greater damage resistance as well as 

much more uniform deformation and gradual failure. The larger surface area at a given volume fraction of 

rigid phase results in increased matrix support on the load bearing. Moreover, the stochastic nature and 



complex shape of these structures not only act as crack barriers and locally inhibit crack propagation, but 

also continue to provide load-bearing capacity even after fractures of some members occurs [30]. 

Bicontinuity arising from natural processes such as spinodal decomposition [31] can serve as a robust 

platform for the assembly of bicontinuous composite materials with tunable domain sizes across the nano 

and micrometer scales [32]. An example of this structure in nature is the dactyl club of mantis shrimps 

containing an impact-resistant coating composed of densely packed bicontinuous nanoparticles 

hydroxyapatite integrated within an organic matrix [33]. Li et al. introduced a 3D fiber-network-

reinforced bicontinuous composite solid electrolyte holding great promise for enhancing the performance 

and safety of all-solid-state lithium metal batteries [34]. Sharifi et al. have proposed class of robust 

bicontinuous elastomer–LMPA foam composites with highly tunable mechanical stiffness [35]. Jiang et 

al. fabricated low-Young modulus, high satrength and biocompatible Ti-Mg composites with bicontinuous 

structure [36].  

For materials use in a variety of engineering disciplines, reliable mechanical properties prediction, such as 

strength, stiffness, elasticity, plasticity, ductility, brittleness, toughness, and hardness, are of utmost 

importance [37]. Tensile, compression, and impact testing, among other time-consuming and expensive 

experimental techniques, have traditionally been used to evaluate the mechanical properties of 

materials[38-40]. Researchers and experts have increasingly resorted to simulation-based ways to predict 

mechanical properties [41]. Lin et al. adopted a physics-based coarse-grained model for silk proteins and 

applied the model to reveal the critical processing conditions and design parameters that control silk fiber 

assembly, demonstrating a de novo composites design [42]. Numerical simulations, as opposed to 

experimental measurements, have benefits like less equipment and material usage. However, the accuracy 

of the data generated by simulations may differ, and the calculations frequently call for high-performance 

computing resources. Recent times have seen a significant increase in the use of data-driven techniques 

thanks to the data generated by simulations and experiments alike [43]. Scientists have had good success 

forecasting material performance and design optimization using AI techniques because of developments 

in artificial intelligence and material informatics [11, 44-46]. Convolutional neural network (CNN) has 

been utilized by Gu et al. to predict the properties of composite materials and to create high-performance 

designs with significantly improved material properties compared to training data [47]. In another study, 

Gu et al employed CNN for the calculation and prediction of mechanical properties in composite 

materials, as well as for the optimization of designs [11]. Abueidda et al. extended the Gu et al.’s [11] 

study and integrated an optimization scheme based on genetic algorithm with a developed CNN model to 

optimize mechanical properties by considering factors like the volume fractions of rigid and flexible 

materials and their spatial distribution within the microstructure [48]. These approaches can study a 

composite system without complete characterization of its microstructure, accelerating the material 



property prediction process. However, they are inherently data-intensive, meaning they require substantial 

amounts of labeled data to learn and make accurate predictions, and their performance is intricately tied to 

the quality and quantity of the training data [49]. However, Generative AI (GenAI) methods are valuable 

in scenarios where data is scarce as they alleviate data-intensiveness concerns. GenAI models can be 

trained and utilized to generate data effectively even with limited training data. 

A type of artificial intelligence known as GenAI can produce a wide range of data, including images [50], 

videos [51], audio [52], text [53], and 3D models [54] in response to simple natural language prompts. It 

accomplishes this by identifying patterns in already collected data and using those patterns to create novel 

and distinctive outputs. GenAI operates by leveraging machine learning techniques, particularly deep 

learning, to create data that is coherent and novel. Its fundamental mechanism involves the use of neural 

networks, more specifically, Generative Adversarial Networks (GANs) [55]. GenAI employs a generator 

network, which is trained to produce data. This network starts with random noise and gradually refines its 

outputs to match the desired data distribution. A discriminator network assesses both the generated and 

real data concurrently, gaining the ability to discriminate between generated and real content. GenAI 

employs adversarial training, where the generator competes with the discriminator [55]. The generator's 

goal is to produce data that closely resembles real data, while the discriminator tries to enhance its ability 

to distinguish between genuine and synthetic content [56]. This competitive interaction results in the 

generator generating more realistic content. GenAI often utilizes a latent space, which is a lower-

dimensional space where it can manipulate data. By exploring this space, the generator can create 

variations of the content it is generating, allowing for the generation of diverse and unique outputs [57].  

Stable Diffusion, introduced in 2022, is a Markov chains trained text-to-image model that leverages latent 

diffusion [58-59], a deep learning technique, to create images from textual descriptions. In the Diffusion 

model, the general process involves introducing noise to the original image by adding Gaussian-

distributed noise repeatedly until a fully noisy version is achieved. Subsequently, this noise is reversed to 

reconstruct the original image [60]. A schematic of Stable Diffusion models is shown in Fig. S1 in 

Supplementary Materials [61]. In contrast to GANs, which necessitate training against a discriminator, or 

Variational Autoencoders (VAEs), which require a variational posterior, estimating the loss of the 

diffusion model is notably straightforward. This simplicity and efficiency in training empower the 

diffusion model to excel in various tasks and disrupt the longstanding dominance of GANs in image 

synthesis [62]. Furthermore, a variety of large model fine-tuning approaches, including DreamBooth [63], 

Low Rank Adaptation (LoRA) [64], and Hypernetworks [65], have made it possible to personalize AI 

designs. LoRA enables the training of specific dense layers in a neural network indirectly. It achieves this 

by optimizing the rank decomposition matrices of these dense layers during adaptation, while retaining 

the pre-trained weights [64] (See the supplementary Materials).  



Here, to efficiently generate composite design of complex material distribution and quick revealing its 

mechanical response in loading, we develop our own workflow by integrating physics-based models with 

GenAI. This workflow, as illustrated in Fig. 1, delineates the steps involved, including data set generation, 

GenAI model training, and model validation. We use a phase-field model to generate bicontinuous 

composites of complex material distribution and elastic network in molecular dynamics (MD) to simulate 

the mechanical response of the composite in loading. We, subsequently, create the stress field and use the 

results to fine-tune a Stable Diffusion model by training LoRA models. This workflow enables to rapidly 

generate bicontinuous composite structures and corresponding stress distribution when subjected to an 

external load. We demonstrate that the generated results are different from the training inputs and the 

stress field can be validated by the MD simulations. Our models are capable of massively generating 

composite designs with stress distribution, enabling the prediction of vulnerable areas, and leading to 

improved material design for enhanced mechanical properties.  

 

Fig. 1. Workflow of the Study: Data Set Generation, Model Training, and Model Validation. 

We use phase field method [29] to simulate the diffusion and separation of binary composite melt 

mixture, allowing the two phases to initiate with a randomly mixed configuration and ultimately reach an 

equilibrium structure split into two phases with bicontinuous structure, each of which has distinct 

characteristics [66-67]. This simulation is enabled through the numerical solution of the Cahn-Hilliard 

equation [68] which is represented as: 
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In Eq. (1), -1<u< 1 represents the difference in concentration of the two phases, with u<0 denoting the 

soft and u≥0 representing the rigid phases. The function 2 21( ) ( -1)
4

f u u= − characterizes the double-well free 

energy profile. The parameter θ  controls the width of the transition region between two phases, akin to a 

diffusion coefficient of 
2[length]

[time]
  . The differential equation, when discretized and coupled with periodic 

boundary conditions in the x-y directions, allows for the simulation of the evolution of the two mixed 

phases within a 2D plane (For additional insights into the phase field model and the parameters employed, 

please consult the Supplementary Materials, and refer to Table S2). 

Following the generation of structural models, we proceed to convert these models into coarse-grained 

molecular dynamics models, which are then utilized as input data for the LAMMPS package [69]. FEM-

based phase field crystal modeling and Monte Carlo method have also been implemented for solid 

deformation and fracture simulation by researchers [70-73]. In our model, we treat each material phase as 

an arbitrary simple isotropic, homogenous solid material and the adopted elastic network is sufficient for 

the purpose with computational efficiency in data generation. It is important to acknowledge that the 

model operates in a non-equilibrium state; however, it exhibits computational efficiency and enables the 

simulation of dynamic interactions between materials and cracks. To represent the bicontinuous 

composite, we employ a simplified model consisting of a regular triangular mesh. In this model, each 

spring is described using a Morse potential, and the energy associated with these springs is calculated as 

follows: 

( ) 2[1 e ]rE D α α− −= − .                                   (2) 

Here, D and α are parameters related to the potential energy, and a represents the initial length of the 

spring, corresponding to the lattice constant of the triangular network. When considering the area of each 

mass bead, which acts as a node of the network, given by √3
2
𝛼𝛼2, and the fact that each bead is connected 

to three neighboring beads, the spring stiffness can be expresses as:  
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where E is the Young’s modulus and t is the material thickness. The spring strength is determined by  
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where cσ is the material ultimate strength. Using Eqs. (3) and (4), we can solve the potential parameters 

as: 
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We summarize the numerical value of the potential parameters of the two material phases (rigid for 

Field’s metal, a eutectic alloy of bismuth, indium, and tin; and soft for thermoelastic elastomer) in Table 

1[74]. (To see more details of the model development see the Supplementary Materials)  

Table 1: The numerical values of the potential parameters used in the computational simulations in 
LAMMPS.  

Parameter Rigid phase Soft phase 
Material thickness t (μm) 1 1 

Young’s modulus E 
(pg.μm-1.ms-2) 107 3400 

Ultimate strength 𝜎𝜎𝑐𝑐   
(pg.μm-1.ms-2) 33400 14000 

Bond stiffness k (pg.μm-2) 4.33 × 106 1.472 × 103 
Bond length a (μm) 0.373 0.373 

Bond parameter 𝛼𝛼 (1. μm-1) 150.5 0.122 
Bond energy 𝐷𝐷  
(pg.μm-2.ms-2) 95.6 49400 

 

We use LAMMPS to perform Molecular Dynamics (MD) simulations using the Morse potential and 

micro units. Each sample is meticulously relaxed to its minimum energy configuration using the 

conjugate gradient method prior to the application of any external loads. After that, using a Nosé-Hoover 

thermostat, the samples are thermally equilibrated at 300 K for 40 µs. We use 2 ns as the time step and 

apply periodic boundary conditions in x-y dimensions. The simulation box is stretched with a constant 

strain rate (0.0001μs-1) in the y-direction to create uniaxial tension as it is shown in Fig. 2. We utilize the 

OVITO software for the purpose of visualizing the structures following exposure to an external load, with 

the specific objective of illustrating the distribution of Von Mises stress. To create the dataset, we subject 

the structures to an external load for a duration of only 10 µs. This brief exposure allows us to observe the 

initial stress distribution under relatively low external loads and to remain in the elastic region.  



We employ the Python library called "Kohya SS" for the purpose of training Low-Rank Adaptation 

(LoRA) models. LoRA is a training technique for fine-tuning Stable Diffusion models, specifically 

designed to be compatible with consumer-grade GPUs and seamlessly integrated with 

AUTOMATIC1111's web-based user interface. LoRA offers a good trade-off between file size and 

training power when compared to other training techniques like Dreambooth and textual inversion. LoRA 

applies small changes to the most critical part of Stable Diffusion models, the cross-attention layers [75]. 

It is the part of the model where the image and the prompt meet. Utilizing a LoRA model on its own is not 

viable; it must be employed in conjunction with a model checkpoint file. LoRA works by making subtle 

modifications to the accompanying model file, thereby influencing its attributes. We use stable-diffusion-

v1-5 as the model checkpoint file and a learning rate of 0.001, coupled with a constant learning rate 

scheduler, is carefully selected to prevent the overlooking of intricate training details. The AdamW8bit 

optimizer is employed for the dynamic adaptation of the neural network throughout the process. 

Moreover, the Network Rank (dimension) is established at 128, specifying the quantity of neurons within 

the hidden layer of the additional small neural net. Network Alpha, which is introduced as a practical 

measure to avoid the rounding of weights to zero when saving the LoRA trained model, is set to be 1. 

LoRA, by design, tends to drive neural network weights towards smaller values, potentially reaching a 

point where they are practically indistinguishable from zero, implying the network is not learning 

effectively. To address this, a technique has been proposed in which the actual weight value stored is kept 

relatively large, but the weight is consistently attenuated at a constant rate during the learning process, 

giving the impression of a smaller weight value. These parameters are determined through a process of 

trial and error, involving a thorough comparison of the model's accuracy at each stage (See Table S1 in 

Supplementary Materials to find all the parameters used to train LoRA models in Kohya SS Python 

library). 

The process of data set generation begins with the creation of 150 random models through the phase field 

method. In Fig. 2, an example of these structures is shown, with blue indicating the presence of rigid 

component and yellow denoting the soft phase. It is worth mentioning that in our 2D representation, the 

term bicontinuous is used to anticipate the inherently 3D and continuous nature of these structures in real-

world applications. In a true 3D environment with ~50/50 phase A/phase B volume ratio, the two phases 

form a continuous and interconnected network. In this research, we build the models with a volume ratio 

of 55% rigid to 45% soft, resulting in the emergence of some soft inclusions (depicted in yellow) 

dispersed within the rigid matrix (depicted in blue). Figure 2a shows the stress strain curve of the 

structure subjected to an external tensile load in y direction for 10000 µs. Figure 2b and 2c display the 

structure configuration and stress distribution, respectively. Panels 1 through 6 are associated with the 

structure and stress distribution corresponding to the red dots on the stress-strain curve. Panel 4, which 

https://stable-diffusion-art.com/dreambooth/
https://stable-diffusion-art.com/embedding/
https://stable-diffusion-art.com/how-stable-diffusion-work/#Feeding_embeddings_to_noise_predictor


illustrates the ultimate tensile strain, reveals the initiation and propagation of cracks within the structure. 

As we expect, the rigid phase can carry larger stresses compared to the soft phase. We use the elastic 

region of the stress-strain curve as the data set to train GenAI models capable of generating stress 

distribution images to predict how stress is distributed after the structure is subjected to a small load.  

 

Figure 2. Mechanical properties of the bicontinuous composite structure from computational modeling 

for Vrigid = 55%, Vsoft = 45% volume ratio (a) Stress-Strain curve from coarse-grained MD simulation. (b) 

Internal structure of the composites with different strain states (i.e., (1) 𝜀𝜀 = 0  (2) 𝜀𝜀 = 0.002 (3) 𝜀𝜀 =

0.021  (4) 𝜀𝜀 = 0.058  (5) 𝜀𝜀 = 0.079 (6) 𝜀𝜀 = 0.1) that correspond to the marks in panel (a) and (c) Von 

Mises stress distribution related to the corresponding strain levels shown by red dots on the curve.  

We obtain 150 stress distribution images for the purpose of training the LoRA models, using subsets of 2, 

5, 10, 25, 50, 100, 125, and 150 training images (i.e., model T2, T5, T10, T25, T50, T100, T125, T150, 

respectively). This approach is designed to assess how the quantity of training images impacts the 

accuracy of the GenAI models. The trained LoRA model is employed to generate synthetic images that 
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replicate the stress distribution in the random bicontinuous composite structures. As illustrated in Fig. 3, 

these GenAI-generated images are then transformed into a binary composite structure using image 

filtering techniques. Subsequently, these composite structures generated by GenAI are subjected to an 

external load within LAMMPS, after they have been converted into coarse-grained models. For 

evaluating the accuracy of the LoRA models, we employ pixel-wise root mean square deviation (RMSE) 

and the structural similarity index (SSIM). Pixel-wise RMSE serves as a metric for quantifying the 

dissimilarity between two images by computing the square root of the average of squared differences in 

pixel values. This calculation involves determining the squared difference in intensity values for 

corresponding pixels, reflecting the disparity in stress levels at those specific locations. The resulting 

single numerical value encapsulates the overall distinction in pixel intensities, offering a measure of how 

effectively one image aligns with the other in terms of stress intensity. Due to the absence of a specific 

RMSE threshold to be considered a good performance of the model, we include RMSE metric to enhance 

our ability to gain a nuanced understanding of the models' performance, aligning with the notion that a 

diverse set of metrics provides a more comprehensive assessment. SSIM is a metric for evaluating the 

perceived quality of two images by analyzing their structural information. Unlike pixel-wise RMSE, 

SSIM considers luminance, contrast, and structure in its assessment. The SSIM index is computed by 

analyzing mean, standard deviation, and cross-covariance for these components, ultimately providing an 

overall index that ranges from -1 to 1, where higher values indicate a greater level of structural similarity 

between the images. Figure 3 shows the comparison between the synthetic image (GenAI) and the real 

image (LAMMPS output) for 4 images. The pixel-wise difference map exhibits variations in stress 

distribution between the two images by contrasting the values of corresponding pixels. The normalized 

RMSE values demonstrate that the model exhibits a sufficient level of accuracy, making it suitable for 

predicting stress distribution within random bicontinuous composite structures However, it is important to 

note that the SSIM values, which quantify structural similarity, do not approach the desired level of 100% 

similarity (1). We assume that an SSIM higher than 0.5, when accompanied by a sufficiently small 

RMSE, indicates satisfactory alignment of stress. 

 

 

 

Figure 3. Comparison between synthetic (GenAI) images and real (computational simulation output) 

images for model accuracy evaluation. The first two rows represent examples from the T100 model, while 

the last two rows are from the T50 model. All other parameters remain consistent for both models. 



To assess the impact of the number of training images on the precision of the LoRA model, we undertake 

the training of LoRA models T2, T5, T10, T25, T50, T100, T125, T150. Subsequently, we generate 10 

images with each model and repeat the model validation process for each individual image. We compute 

the SSIM matrix of the generated images and training images of T5, T50 and T100 as summarized in Fig. 

4. It is shown that the generated image and training image have low SSIM, demonstrating that the new 

structures exhibit a remarkable degree of diversity and uniqueness, effectively mitigating the risk of mode 

collapse. Mode collapse, a known issue in generative models, often results in the limited generation of a 

repetitive set of outputs, thereby restricting exploration of the entire design space [76-77]. However, the 

outcomes presented in Fig. 4 provide compelling evidence that the SSIM values between any pair of 

generated images are consistently low, establishing the robustness of our model against mode collapse. 

This signifies the model's capacity to explore a broad and varied design landscape, fostering the 

generation of diverse and distinct structures, a crucial characteristic in generative modeling.    

 

Figure 4. SSIM analysis of generated images and training images for (a) T5 (index ∈ [1,5] for generated, 

index ∈ [6,10] for training), (b) T50 (index ∈ [1,10] for generated, index ∈ [11,20] for training), and (c) 

T100 Models (index ∈ [1,10] for generated, index ∈ [11,20] for training). 
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In Fig. 5a, we present the RMSE and SSIM values for each model. Notably, the lowest RMSE value is 

observed T100, whereas the T125 model demonstrates the highest SSIM value. To select the most 

accurate model, we undertake a process of normalizing the RMSE and SSIM values and then calculate the 

aggregate error. Higher RMSE values denote heightened error levels, whereas lower SSIM values signify 

increased error. The combined error considers the normalized RMSE and SSIM values, standardizing 

them onto a uniform scale, for the computation of the overall error associated with each model. The 

combined error is calculated by Eq. (6). 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = 𝜔𝜔1 ∗ 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅norm + 𝜔𝜔2 ∗ 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆norm                                                                           (6) 

Where 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅norm = ( 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅−min(𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅)
max(𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅)−min(𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅)) , 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆norm = ( max(𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆)−𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆

max(𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆)−min(𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆)) , 𝜔𝜔1 = 0.5 and 𝜔𝜔2 =

0.5 denotes the weights of RMSE and SSIM respectively, showing the relative impact of RMSE and 

SSIM on the combined error. RMSEnorm is a normalized term that gives the pixel-wise difference between 

true (LAMMPS output) images and synthetic (GenAI) images and has a value from 0 (identical) to 1 

(very pixel-wisely different) for each generated design. SSIMnorm is a normalized term that gives the 

overall difference between true (LAMMPS output) images and synthetic (GenAI) images and varies from 

0 (identical) to 1 (very overall different). This normalization process allows for the fair assessment of the 

combination, ensuring that the lowest RMSE and the highest SSIM were represented by consistent values. 

We seek to determine the most favorable combination of RMSE and SSIM as a measure of accuracy of 

the models. We address this multi-objective decision-making by developing a combined error function 

that combines RMSE and SSIM errors. The objective is to minimize the combined error, which in practice 

means searching for a combination that achieves the lowest RMSE while maximizing SSIM 

simultaneously. Figure 5b shows the combined error for each model, indicating that T100 has the lowest 

combined error. This outcome signifies that T100 exhibits the highest level of accuracy. Achieving this 

level of accuracy with only 100 training images highlights the significant advantages of our approach 

compared to the CNN method. For instance, Yang et al. required a massive dataset of 26,000 training 

composite configurations to achieve acceptable accuracy when using the CNN method to predict the 

structure-mechanics correlation in composites [78]. Gu et al. generated 80,000 random microstructures as 

the training data to optimize the toughness of the hierarchical composite systems employing CNN [47]. 

Mann et. Al used 12,800 training configurations to capture highly non-linear microstructure-property in 

high contrast composite material systems by developing a new CNN architecture [79]. These numbers are 

orders of magnitude larger that the size of data set we use. While our method focuses on predicting stress 

distribution in various bicontinuous composites, as opposed to the studies mentioned that predict 

mechanical properties, we are optimistic that our approach has the potential to pave the way for the 

development of data-efficient methods for predicting the correlation between mechanics and structure.  



We also observe that T2 model, using just 2 training images, can produce stress fields and composite 

structures although they exhibit lower accuracy compared to the T100 model. T2 model struggles to 

predict stress concentration regions within the stress field but is proficient in showing the overall Von 

Mises stress distribution in both rigid and soft phases. This distinction underscores the significance of our 

model, which can achieve its performance with just two training images, highlighting its efficiency and 

non-dependence on extensive data. 

 

Figure 5. Comparison of (a) normalized RMSE and SSIM and (b) Combined scores obtained from 

scoring function for the models with different number of training images, computed with Eq. (6). All 

other hyperparameters such as optimizer type, learning rate, network architecture remains the same for 

different models. 

In this study, using a combination of computational modeling and GenAI, we trained LoRA models to 

generate images that predict stress distribution in the bicontinuous composite structures separated by 

phase field method. The findings demonstrate the capability of this method to train proficient models for 

generating stress distribution predictions in random bicontinuous composites. This work provides 

significant insights to enhance composite design, with a focus on improving mechanical properties, all 

achieved without the necessity for conducting an extensive array of experimental or simulation tests. 

Instead, the outcomes are realized through the exclusive utilization of generative AI models. Our future 

endeavors involve the creation of data-efficient techniques that go beyond predicting stress distribution 

and extend to predicting the mechanics-structure correlation within composite structures, utilizing GenAI. 
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