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Abstract

An essential requirement of spanners in many applications is to be fault-tolerant: a (1 + €)-
spanner of a metric space is called (vertex) f-fault-tolerant (f-FT) if it remains a (1+€)-spanner
(for the non-faulty points) when up to f faulty points are removed from the spanner. Fault-
tolerant (FT) spanners for Euclidean and doubling metrics have been extensively studied since
the 90s.

For low-dimensional Euclidean metrics, Czumaj and Zhao in SoCG’03 [CZ03] showed that
the optimal guarantees O(fn), O(f) and O(f?) on the size, degree and lightness of f-FT
spanners can be achieved via a greedy algorithm, which naively runs in O(n?) - 2°(f) time.!
An earlier construction, by Levcopoulos et al. [LNS98] from STOC’98, has a faster running
time of O(nlogn) +n2°), but has a slack of 2°/) in all the three involved parameters. The
question of whether the optimal bounds of [CZ03] can be achieved via a fast construction has
remained elusive, with the lightness parameter being the bottleneck: Any construction (other
than [CZ03]) has lightness either 2%(f) or Q(logn). Moreover, in the wider family of doubling
metrics, it is not even clear whether there erists an f-FT spanner with lightness that depends
solely on f (even exponentially): all existing constructions have lightness Q(logn) since they are
built on the net-tree spanner, which is induced by a hierarchical net-tree of lightness Q(logn).

In this paper we settle in the affirmative these longstanding open questions. Specifically, we
design a construction of f-FT spanners that is optimal with respect to all the involved
parameters (size, degree, lightness and running time): For any n-point doubling metric, any
€ >0, and any integer 1 < f < n -2, our construction provides, within time O(nlogn + fn), an
f-FT (1 + €)-spanner with size O(fn), degree O(f) and lightness O(f?).

To break the Q(logn) lightness barrier, we introduce a new geometric object — the light
net-forest. Like the net-tree, the light net-forest is induced by a hierarchy of nets. However,
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to ensure small lightness, the light net-forest is inherently less “well-connected” than the net-
tree, which, in turn, makes the task of achieving fault-tolerance significantly more challenging.
Further, to achieve the optimal degree (and size) together with optimal lightness, and to do so
within the optimal running time — we overcome several highly nontrivial technical challenges.
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1 Introduction

1.1 Euclidean Spanners

Let P be a set of n points in R? and let € > 0 be any parameter. A spanning subgraph H = (P, E, |-|)
of the complete Euclidean graph induced by P is called a (Euclidean) (1 + €)-spanner for the point
set P if Vp,q € P, there is a (1+¢€)-spanner path in H between p and ¢, i.e., a path of weight at most
(1+€)-|p—q|, where the weight of a path is the sum of all edge weights in it and ||p—¢| denotes the
Fuclidean distance between p and q. Euclidean spanners find applications in various areas, including
in geometric approximation algorithms, network topology design and distributed systems, and they
have been studied extensively since the 80s [Che86, Cla87, KG92, ADD*93, ADM*95, AWYO05];
see also the book by Narasimhan and Smid [NS07] titled “Geometric Spanner Networks”, which is
devoted to Euclidean spanners and their applications.

A natural requirement from a spanner, which is essential for real-life applications, is to be robust
against failures, so that even when part of the network fails, we still have a good spanner for the
functioning part of the network. Formally, a Euclidean spanner H for point set P is called a (vertez)
f-FT (1+¢€)-spanner, for 1 < f <n-2,if for any F ¢ P with |F| < f, the graph H \ F' (obtained by
removing from H the vertices of F' and their incident edges) is a (1 + ¢)-spanner for P\ F.? (The
basic (non-FT) setting corresponds to the case f =0.) To perform efficiently in these applications,
we would like the underlying spanner to be “sparse”. The size (number of edges) of the spanner is
perhaps the most basic sparsity measure; the spanner sparsity is defined as the ratio of the spanner
size to the minimum size n—1 of a connected spanning subgraph. The weight (sum of edge weights)
of the spanner is a natural generalization of the size, and in many applications (such as for the
metric TSP) we need to have small weight rather than small size; the spanner lightness is defined
as the ratio of the spanner weight to the minimum spanning tree (MST) weight. The spanner size
corresponds to the average degree of a vertex, yet the stronger property of a small (maximum)
degree (over all vertices) is important in various applications in Computational Geometry, as well
as for reducing the space usage in compact routing schemes and in distributed systems.

A construction of Euclidean (1 + €)-spanners with constant degree (and sparsity) and lightness
can be built in time O(nlogn) [AS94, DN94, GLNO02]. In their pioneering work, Levcopoulos,
Narasimhan and Smid [LNS98] introduced the notion of FT spanners and generalized the basic
construction of [AS94, DN94, GLNO02] to obtain an f-FT (1+¢)-spanner with degree (and sparsity)
and lightness bounded by 2°(f) within a running time of O(nlogn) + n20() | Clearly, the degree
of any vertex in any f-FT spanner (for any stretch) must be at least f + 1, and thus any f-FT
spanner must have Q(fn) edges. There are also simple point sets (even in 1 dimension), for which
any f-FT spanner must have lightness Q(f?) [CZ03]. Finally, the time needed to compute a k-FT
spanner is (nlogn + fn): The term Q2(nlogn) is the time lower bound for computing a basic
(non-FT) spanner in the algebraic computation tree model [CDSO01], and the term Q(fn) is the
aforementioned lower bound on the size of any f-FT spanner.

There are also bunch of other constructions of Euclidean FT spanners (see Table 1 for a summary
of FT constructions), and they can be grouped into two categories.

In the first category, which contains almost all known constructions, the lightness parameter is
either ignored or bounded from below by Q(logn); this line of work was culminated with the con-

2We shall restrict the attention to vertex faults, but that does not lose generality: Any FT (1 + €)-spanner that
is resilient to f vertex faults is also resilient to f edge faults (see [LNS98, NS07]), while the lower bounds discussed
below — of Q(f) on sparsity and degree and Q(f?) on lightness of f-FT spanners — apply also to edge faults.



Reference Sparsity Degree Lightness Runtime Metric
[LNS98] 209 2009 20(H) O(nlogn) +n2°) Euclidean
[LNS98] O(f?) unspecified unspecified O(nlogn + f*n) Euclidean
[LNS98] | O(flogn) | unspecified unspecified O(fnlogn) Euclidean
[Luk99] o(f) unspecified unspecified O(nlog?®*n+ fnloglogn) | Euclidean
[CZ03] o(f) o(f) O(f?) Q(n?)-20(9) Euclidean
[CZ03] o(f) o(f) O(f%logn) O(fnlog®n +nf?log f) Euclidean
[CLN12] o(f) unspecified unspecified unspecified doubling
[CLN12] o(f?) O(f?) unspecified unspecified doubling

[CLNS13] O(f?) O(f?) O(f*logn) O(nlogn + fn) doubling
[Sol14] o(f) o(f) O(f? + flogn) O(nlogn + fn) doubling

| New o(f) Oo(f) o(f? O(nlogn+ fn) doubling
Table 1: A comparison between previous and our constructions of FT spanners with small size, degree, lightness

and runtime, for low-dimensional Euclidean and doubling metrics. The O-notation ignores dependencies on € and d.

struction of Solomon [Soll14] from STOC’14, which achieves the optimal degree O(f) and running
time O(nlogn+nf), and it applies to the wider family of doubling metrics (see Section 1.2). In ad-
dition to optimal degree and running time, the construction of [Sol14] also achieves a near-optimal
tradeoff of O(f? + flogn) versus O(logn) between the lightness and another property called the
(hop-)diameter;® importantly, any construction of diameter O(logn) must have lightness Q(logn),
and more precisely this tradeoff between lightness and diameter is optimal up to a factor log f slack
on the diameter and a factor min{log f, lo?"} = O(loglogn) slack on the lightness. (For a detailed
discussion on the lower bound tradeoff between the lightness and diameter, we refer to [Soll4].)

The second category concerns “light” spanners, and there are only two such constructions to
date. The first is the one by [LNS98] mentioned above, and the second is a greedy construction due
to Czumaj and Zhao from SoCG’03 [CZ03], and it achieves the optimal lightness guarantee of O( f?)
together with the optimal degree (and sparsity) of O(f). However, a naive implementation of the
greedy FT spanner construction requires time Q(nB)-2Q(f ) or more precisely Q(n?-Paths(n, f+1,1+
€)), where Paths(n, f + 1,1+ €) is the time needed to check whether an n-vertex Euclidean graph
with O(fn) edges contains f + 1 vertex-disjoint (1 + €)-spanner paths between an arbitrary pair of
vertices. Indeed, in the greedy FT construction, the (g) edges of the underlying Euclidean metric
are traversed by nondecreasing weights, and each edge (x,y) is added to the current spanner iff it
does not contain f + 1 vertex-disjoint (1 + €)-spanner paths between x and y. We note that a more
sophisticated implementation of the basic (non-FT) greedy algorithm takes time O(n?logn) in
Euclidean and doubling metrics [BCF*10], but it is unclear if this implementation can be extended
to the FT greedy algorithm; moreover, even if such an extension is possible and even if we completely
ignore the dependence on f, it would still lead to a super-quadratic in n runtime.

Up to this date no construction of Euclidean f-FT spanners with runtime better than the
Q(n3) - 2% bound of [CZ03], let alone the optimal O(nlogn + fn) runtime bound, could achieve
lightness min{o(logn),2°(/)}, let alone the optimal lightness of O(f2). In particular, the following

3 A spanner for point set P is said to have a (hop-) diameter of k if it provides a (1 + €)-spanner path with at most
k edges, for every p,q € P.



question, stated in the book of Narasimhan and Smid [NS07]|, has remained open even for 2-
dimensional point sets since the STOC’98 work of [LNS98].

Question 1 (Open Problem 28 in [NSO7]). Is there an algorithm that constructs, within O(nlogn+
fn) time, an f-FT (1 + €)-spanner with lightness O(f*)?

Further, is it possible to construct, ideally still in time O(nlogn + fn), a single construction
that combines the optimal lightness O(f?) with the optimal degree (and sparsity) O(f)?

Question 2. Is there an algorithm that constructs, within O(nlogn + fn) time, an f-FT (1+¢€)-
spanner with lightness O(f?) and degree O(f)?

1.2 Doubling Metrics

A metric is called doubling if its doubling dimension is constant, where the latter is the smallest
value d such that every ball B in the metric can be covered by at most 2¢ balls of half the radius of
B. We note that the doubling dimension generalizes the standard Euclidean dimension, since the
doubling dimension of the Euclidean space RY is ©(d). Spanners for doubling metrics have been
intensively studied; see [GGN04, CGMZ05, CG06, HPM06, GR08a, GR08b, Smi09, CLN12, ES15,
CLNS13, Soll4, BLW19, LT22, KLMS22|, and the references therein. Many of these works share a
common theme, namely, to devise spanners for doubling metrics that are just as good as the analog
Euclidean spanner constructions.

Some of the constructions mentioned in Section 1.1 apply to doubling metrics; see Table 1. Much
weaker variants of Questions 1 and 2 from Section 1.1 can be asked for the wider family of doubling
metrics. Indeed, in such metrics, it is not even clear whether there exists an f-FT spanner with
lightness that depends solely on f (even exponentially): All existing constructions have lightness
Q(logn) since they are built on the net-tree spanner, which is induced by a hierarchical net-tree of
lightness Q(logn). The net-tree incurs a lightness of 2(logn) even for line metrics!

Question 3. e Does there exist, for any doubling metric, an f-FT (1+¢€)-spanner with lightness
O(f*)? Does there exist such a spanner that also achieves degree O(f)?

e Further, is there an algorithm that constructs, for any doubling metric, within O(nlogn+ fn)
time, an f-FT (1 + €)-spanner with lightness O(f?) and degree O(f)?

1.3 Our Contribution

The main result of this work is the following theorem.

Theorem 1. Let (X,8) be an n-point doubling metric, with an arbitrary doubling dimension d.
For any 0 <e< % and any integer 1 < f <n -2, an f-FT (1 + €)-spanner with lightness ¢ 0W) . f2
and degree € O . f can be built within e O (nlogn + fn) time.

The construction provided by Theorem 1 is optimal with respect to all the involved
parameters and it settles all the aforementioned questions, Questions 1-3, in the affirmative. We
note that our construction improves the previous state-of-the-art constructions of FT spanners
(with sub-cubic runtime) not only for doubling metrics, but also for Euclidean ones.

A central challenge that we faced on the way to proving Theorem 1 is breaking the Q(logn)
lightness barrier. To this end we introduce a new geometric object — the light net-forest. Like the



net-tree, the light net-forest is induced by a hierarchy of nets. However, to ensure small lightness,
the light net-forest is inherently less “well-connected” than the net-tree, which, in turn, makes
the task of achieving fault-tolerance significantly more challenging. We demonstrate the power of
the light net-forest in achieving the optimal lightness, but our construction does not stop there.
Further, to achieve the optimal degree (and size) together with optimal lightness, and to do so
within the optimal running time — we overcome several highly nontrivial technical challenges. In
the following section we describe the technical and conceptual contributions of this work.

1.4 Technical Overview and Conceptual Highlights

The previous constructions of Euclidean FT spanners [LNS98, Luk99, CZ03, NS07] rely on geomet-
ric properties of low-dimensional Euclidean metrics, such as the gap property [AS94] and the leapfrog
property [DHNO93]. In particular, achieving small lightness crucially relies on the leapfrog property,
which is not known to extend to arbitrary doubling metrics. On the other hand, the previous con-
structions of doubling FT spanners [CLN12, CLNS13, Soll4] use standard packing arguments of
doubling metrics, but they all rely on the standard net-tree spanner of [GGN04, CGMZ05], which
is induced by a hierarchical net-tree T'= T'(X) that corresponds to a hierarchical partition of the
metric (X,0). The lightness of the net-tree alone is Q(logn), even in 1-dimensional Euclidean
spaces; as such, all the constructions of [CLN12, CLNS13, Sol14] incur a lightness of (logn) even
when ignoring the dependencies on f.

As in all previous constructions that apply to arbitrary doubling metrics, the starting point of
our construction is the net-tree spanner 7' = T'(X). To break the lightness barrier of Q(logn), we
will not be able to use the entire net-tree, and consequently we will not be able to use the entire
net-tree spanner that is derived from it. We start with a brief overview of the net-tree spanner and
the previous constructions of [CLN12, CLNS13, Soll4].

Any tree node x is associated with a single point rep(x) that belongs to the point set L(x) of
its descendant leaves. For any pair x,y of level-i tree nodes that are close together with respect to
the distance scale (or radius) 2 at that level, a cross edge (z,y) is added (edge (z,y) translates
to edge (rep(z),rep(y)); for brevity we sometimes write (z,y) as a shortcut for (rep(z),rep(y)));
specifically, the weight of any level-i cross edge (x,y) is at most A2°, where \ = @(%) and rad(x) =
rad(y) = 2. The net-tree spanner is the union of the tree edges (i.e., the edges of T') and the cross
edges. For every pair u,v of points, a (1+¢€)-spanner path, denoted by Il (u,v), goes up in the tree
T from a leaf = corresponding to u (i.e., rep(z) = u) to some ancestor =’ of u, then takes a cross
edge (rep(z'),rep(y’)) from 2’ to an ancestor y’ of y in the net-tree, and finally goes down in T
from y’ to y, where rep(y) = v. The reason II7(u,v) is a (1+¢)-spanner path is due to the following
key observation of the net-tree, which implies that the weight of the cross edge constitutes almost
the entire weight of Iy (u,v):

Observation 1. Both §(rep(z),rep(z’)) and §(rep(y),rep(y’)) are at most €d(u,v). Thus (1 -
€)0(u,v) < (rep(a’),rep(y’)) < (1+€)d(u,v).

To achieve fault-tolerance, the general idea in [CLNS13] was to associate each tree node x with
a surrogate set S(x) of (up to) f+1 points from L(x) rather than a single point; the FT spanner is
obtained by replacing each edge (x,y) of the basic net-tree spanner by a bipartite clique between
the corresponding sets S(x) and S(y). To achieve a degree of O(f?), [CLNS13] used a “rerouting”
technique from [GRO8b] that assigns representative points for the tree nodes so as to minimize the
maximum degree, but achieving degree o( f2) using this approaches is doomed for two reasons.



“Global” reason: If each edge (z,y) of the basic net-tree spanner is replaced by a bipartite clique
between S(z) and S(y), then since S(x) and S(y) may contain Q(f) points each, the size of this
bipartite clique may be Q(f?). As the basic net-tree spanner has Q(n) edges, the FT spanner
obtained in this way will contain Q(f%n) edges (and will have degree Q(f?)).

“Local” reason: As a node z is associated with a set S(z) of (up to) f+ 1 points from L(x), the
same leaf point p may belong to Q(f) different sets S(x) of internal nodes z. For each edge (z,y)
of the basic net-tree spanner that is incident on any of these Q(f) nodes, p € S(z) is connected via
edges to all Q(f) points of S(y), and so the degree of p will be Q(f?).

The key idea of [Sol14]. The idea of associating nodes of net-trees and other hierarchical tree
structures, such as split trees and dumbbell trees, with points from their descendant leaves has been
widely used in the geometric spanner literature; see [ADM*95, GGN04, CGMZ05, CG06, NS07,
GRO8b, CLN12], and the references therein. Indeed, by Observation 1, any point in L(x) is close
to the original net-point rep(z) of x, with respect to the distance scale rad(x) of z. Instead of
associating nodes x with points chosen exclusively from L(x), the key idea of [Sol14] is to consider a
wider set B(xz) of all points in the ball of radius O(rad(z)) centered at rep(z). By associating nodes
x with points from B(x), one obtains a hierarchical cover of the metric (rather than a hierarchical
partition). As the doubling dimension is constant, this cover has a constant degree, i.e., every point
belongs to O 4(1) sets B(-) at each level of the tree T'.

Similarly to [CLNS13], [Sol14] associates each tree node = with a set S(z) of (up to) f+1 points
called surrogates, but as mentioned the surrogates in [Soll4]| are chosen from the superset B(z)
of L(z). Moreover, [Soll4] doesn’t naively replace each edge (x,y) of the basic net-tree spanner
by a bipartite clique between S(z) and S(y) as in [CLNS13], since (due to the “Global” reason
above) that would lead to Q(f?n) edges. Instead, whenever the number of surrogates in S(z)
and S(y) is f + 1, a bipartite matching suffices for achieving fault-tolerance. [Soll4] assigns the
surrogates bottom-up (first for level-0 nodes (leaves) in the net-tree T', then for level-1 nodes, etc.)
via a complex procedure that guarantees that, for any level ¢ and any level-i node x in T, there
are enough points of small degree in B(x) to choose surrogates from, which ultimately leads to the
desired degree bound of O(f). However, as mentioned, the lightness of the construction of [Sol14],
as well as any other construction that applies to doubling metrics, is lower bounded by the lightness
Q(logn) of the underlying net-tree; more precisely, the state-of-the-art lightness of any construction
of FT spanners in doubling metrics prior to this work, due to [Sol14], is ©(f? + flogn).

1.4.1 Our approach

To breach the Q(logn) lightness barrier incurred by the net-tree, our first insight is that a “light”
(1 + €)-spanner G of X, which is given as input, can be used for computing a light subtree of the
net-tree — which we name the light net-forest and abbreviate as LNF. Equipped with the LNF,
a natural approach would be to (i) apply the standard net-tree spanner construction on top of
the LNF (instead of the net-tree) in order to get a light net-tree spanner, and (ii) transform the
light net-tree spanner into a light FT spanner by replacing each edge (z,y) of the spanner with a
bipartite clique / matching between S(z) and S(y) similarly to [Sol14]. However, since the LNF is
not a tree but rather a forest, it is inherently less “well-connected” than the net-tree, which renders
step (ii) of achieving fault-tolerance highly challenging, as we next describe.

In the standard net-tree spanner, as mentioned, for every pair u,v of points, there is a path
I (u, v) that uses a single cross edge, which we denote here by (u,v"), where v’ and v" are ancestors



of u and v in the net-tree T, respectively. A non-faulty (1 + €)-spanner path in the FT spanner
constructions of [CLNS13, Soll4], for a non-faulty pair u,v of points, consists of going up in 7'
from u and from v to some non-faulty surrogates of S(u') and S(v"), respectively, and it includes
a single cross edge between those surrogates. There are non-faulty surrogates in S(u') and S(v")
due to two reasons: (1) u and v are non-faulty descendant leaves of u' and v’, respectively, and
(2) there is only one cross edge in the path. Indeed, if |S(u")| < f + 1 then, since u is a descendant
leaf of v/, one can guarantee that u € S(u'); otherwise v may not belong to S(u'), but in that
case too S(u') contains a non-faulty surrogate; the same goes for S(v’). However, when using the
LNS, we no longer have such a path IIy(u,v) for any pair u,v of points. Instead, we can afford
to use such a path IIp(u,v) only for edges (u,v) that belong to the light (1 + €)-spanner G (with
constant lightness) that we receive as input; it can be shown that the union of all those paths over
the edges of G has constant lightness. Consider now a pair w,v of points that are not incident in
G, and let Il (u,v) = (ug = u,ug,...,ur = v) be a shortest path (which is a (1 + €)-spanner path)
between v and v in G. Naturally, we would like to translate this path Il = IIg(u,v) into a union
of non-faulty subpaths of the net-tree plus cross edges, as that union should provide a non-faulty
(1 +¢€)-spanner path between v and v. However, we cannot argue that ancestors u) of intermediate
nodes u;,u; # u,v on the path contain non-faulty surrogates, since v and v are not necessarily
descendant leaves of u;! This is the crux in achieving a light FT-spanner from the LNS,
and it entails multiple challenges.

When translating Il into a non-faulty path, the basic idea is to replace every cross edge by a
bipartite matching. First note that the cross edges corresponding to the edges of I may be located
at different levels. Indeed, for an edge e; = (u;,u;4+1) in G, the respective cross edge, denoted by
cross(e;) = (4, 4,,), lies at level roughly log (5(uz,uz+1) and edge weights in the path IIg may be
very different one from another; thus 4., and @] 1 which are the “second” endpoint of cross(e;)
and the “first” endpoint of cross(e;;1), respectively, may lie at very different levels of the net-tree.
Next, we stress that replacing a cross edge by a bipartite matching is possible only in the case
that, for each cross edge cross(e;) = (i, il,,) along the path, there are f + 1 “nearby” points
around the two endpoints ﬂz and 112 +1 of the edge. By nearby we mean within distance that is an
O(e)-fraction of the distance between ﬂ' and ﬂl +1, and thus these nearby points can serve as part
of the surrogate sets of S(a!) and S(il,;) of 4} and @, rebpectlvely Let us consider this simpler
case first. Then the distance between a pair of surrogates of @; and 4;,, is the same, up to a factor
of 1+0(e), as the distance between @} and @.,,. It thus suffices to take a perfect matching between
S(at) and S(il,,) for every i, and then at least one of the matching edges must function for every
i (following at most f vertex faults). One technicality is that when going from 4.1 to @ through
a matchlng edge we end up at a surrogate of @ -, say s‘_ ) and then when continuing from u; to

U, through a matchmg edge we start at a surrogate of @} (rather than ai™1), say st, and these
two surrogates s;~ L and s; might be different, so in general the union of the matched edges along
the path does not form a valid path; however, as the distance between sﬁ_l and s”;: is negligible with
respect to the weight of e;, our construction will provide a non-faulty path between si_l and S;: by
induction. The challenging case is when for some cross edges along the path, there are less than
f+1 “nearby” points around the two endpoints; we refer to such edges as irreplaceable. Dealing
with irreplaceable edges requires special care; we will get back to this issue towards the end of this
section, when we discuss how to construct a non-faulty spanner path. For now we focus on the
following fundamental issue.

A major issue is that there could be nodes with less than f + 1 nearby points. For an edge



ei, there might be no functioning vertex near the endpoints of cross(e;), which means that there
might be no functioning edge which is a good approximation of e; in H — F' (in terms of its weight).
We resolve this issue by adding more cross edges to guarantee fault tolerance. Specifically, for every
node z for which we cannot find f + 1 surrogates, we add the bipartite clique between S(z) and
S(y) for all y within distance O(rad(x)/e) from x. There are two possible cases when we cannot
find f + 1 surrogates for a node x. The first (and obvious) case is when z is at a low level and
there are not enough (less than f + 1) points near rep(z). The second (and more challenging) case
is that the choices of surrogates must be subjected to other constraints such as bounded degree; if
we choose the surrogates carelessly, there might be fewer usable vertices in the vicinity of rep(x)
since all vertices close to rep(z) were overused as surrogates by nodes at levels lower than z. In
both cases, we add the bipartite clique between S(x) to the surrogate set of every nearby node.
However, each case contributes differently to the lightness. While adding many edges at low levels
does not affect the lightness significantly, adding those in higher levels could blow up the lightness
by a factor of logn; recall that we want to avoid using all the cross edges since they add a logn
factor to the lightness. Thus, we must choose the surrogates carefully to ensure that the second
case essentially does not happen. This is where our aforementioned LNF (light net forest) comes to
the rescue. Our key insight is that all nodes in the net-tree with less than f + 1 nearby surrogates
form an LNF, which consists of node-disjoint subtrees of T' that span all those nodes, such that
the total radii associated with those nodes exceeds the weight of MST(X') by at most a constant
factor, implying that the LNF is light. The structure of the LNF depends heavily on the input
spanner GG and on our strategy to select surrogates.

The strategy of selecting surrogates directly affects all important parameters of our spanner:
stretch, lightness and degree. First, the surrogates of a node z must be close to rep(z) to guarantee
the stretch. Second, to guarantee the bounded degree property, we must avoid overusing any point
as a surrogate (i.e., using it as a surrogate for too many nodes in the tree). One idea is to use the
leaves of a node as surrogates since the distance between (the representative of) a node z to its
leaves is small compared to any cross edge incident to x. However, using only leaves for surrogates
might increase the degree of a single vertex to 2(n); for example, there might be a long branch of T'
with only one leaf, say z, where we have to add edges to all the nodes in the branch to guarantee a
good stretch, leaving z with many incident edges. To overcome this issue, we choose the surrogates
of z in a ball centered at rep(z) with radius ¢-rad(z), for an appropriate constant ¢. Once the
degree (in the spanner) of a vertex reaches a certain threshold, it is forbidden for that vertex to
serve as a surrogate ever again.

A new problem arises: choosing surrogates from a ball as suggested above does not guarantee
the bounded lightness property. Balls centered at net points at different levels might interact in a
complex manner, and as a result, we might not be able to find enough (at least f + 1) surrogates
for some nodes at high levels, since overused vertices are forbidden to be used again. If we follow
the suggestion outlined in the previous paragraph, we will have to add bipartite cliques from the
surrogates of these nodes to other nodes’s surrogates. Unfortunately, this will break the property
of the LNF and, in particular, it will be harder to control the lightness. To resolve this problem,
we will guarantee the following property: if a node has at least f+ 1 surrogates, any of its ancestors
will also have f + 1 surrogates. To this end, our key idea is to prioritize the choice of high-degree
vertices in a large ball B(xz,16rad(z)) over vertices of lower degree in B(x,4rad(z)). This is
somewhat counter-intuitive as one might expect to prioritize low degree vertices (to have a better
chance of bounding the degree of the spanner) over high degree vertices. However, the intuition



is that by prioritizing high degree vertices, we actually “save” the low degree ones to be used as
“fresh” surrogates of other nodes at higher levels. Furthermore, when a high degree vertex becomes
overused, many of its neighbors of low degree are closer to its ancestors, relative to the radii of the
ancestors, leaving the ancestors more room to choose surrogates.

We stress that even if we only try to control the lightness bound (regardless of the degree and
even the size of the spanner), and even if we are aiming for a suboptimal dependence on f in
the lightness bound, it is still highly challenging to get an FT-spanner with lightness o(logn). As
discussed above, using cross edges restricted to the input light spanner is not enough to guarantee
fault-tolerance. The challenge is to identify (or even just prove the existence of) a set of cross
edges that has small lightness on the one hand and that can guarantee fault-tolerance on the other;
achieving these two contradictory requirements simultaneously is highly non-trivial.

— Pathin H- F
------ Path in G
------ Cross edge

Uy

U=U Uy U Us  Ug

T

Figure 1: A path from u to v in H ~ F. Every purple node has f + 1 surrogates. We replace
some edges and some subpaths of the shortest path from w to v in G by the cross edges between
nodes having f+1 surrogates. It might be misleading that ¢ (@2, %g) is much smaller than §(us,ug).
Indeed, §(u2,s) is a good approximation of the length of (ug,us,uq,us, ue).

Finally, we return to the issue of finding a non-faulty spanner path between any two points.
Recall that our idea is to carefully choose some (but not all) cross edges of T" and add the edges
between the respective surrogates of each chosen cross edge to the VFT spanner. For any two
points u and v in X, if the lowest good approximation (in terms of its weight) cross edge (i, ) of
(u,v) is at a “low” level, meaning that there are not enough (less than f + 1) surrogates for either
i or ¥, our construction guarantees that (i,?) is chosen, and there is an non-faulty edge between
S(i) and S(9). If & and ¥ are at a high enough level, then (i,?) might not be chosen. In that case,
we follow the shortest path P = {u = uj,ug,us,...u; = v} between u and v in the light spanner G
(if there are multiple shortest paths, we fix one arbitrarily). If (uj,u2) is replaceable, meaning that
there is at least one non-faulty edge in the bipartite matching between S(41) and S(us9), where iy
and 1y are ancestors of u; and wg, respectively, at an appropriate level, we replace (uj,ug2) by a
non-faulty edge in the matching. Otherwise, the edge (u1,u2) is irreplaceable, and we find a good
approximation cross edge of (uj,u;) for some i > 2. Our construction guarantees that we choose
a good approximation cross edge (11, %;) of distp(uq,u;) for some i > 2; proving this is highly



challenging and is the key in our argument for finding a non-faulty spanner path. Then,
we replace the prefix (uq,us,...u;) of P by a non-faulty edge in the bipartite matching between
S(u1) and S(@;) and continue the process recursively with the remaining suffix of P. Finally, the
replaced edges can be “glued together” by induction via subpaths of total length negligible with
respect to the weight of P; in this way, we have provided a spanner path from u = uy to u; = v. See
Figure 1 for an illustration.

2 Preliminaries

Given a graph G, we denote by V(G) and E(G) the vertex and edge set of G, respectively. Given
a metric (X,0), a graph G = (V, E,w) is a geometric graph in (X,0) if V ¢ X and w(u,v) = §(u,v)
for every edge (u,v) € E. In this paper, we only consider geometric graphs, so we will refer to points
and vertices interchangeably. The weight of a graph G, denoted by w(G), is the total weight of all
edges in G. For any set of edges E', W(E") = ¥, 1)epr 6(u,v). For any two vertices u and v in G,
the distance between u and v in G is denoted by distg(u,v). The minimum spanning tree of X,
denoted by MST(X), is the minimum spanning tree of (X, (g),w) with ()2() is the set containing
all pairs of points in X.

We say that G is a t-spanner of (X,0) if G is a geometric graph in (X,0) with X being its
vertex set and for any two points u,v € X, distg(u,v) < td(u,v). A path between u and v in a
geometric graph G in (X, d), which might not be a spanner of (X, ¢), is a t-spanner path if the total
weight of edges of the path is at most t6(u,v). A t-spanner G of X is an f-vertex-fault-tolerant
(f-VFET) if for any set of points F' ¢ X such that |F| < f, the graph G — F obtained by removing F’
from G is still a t-spanner of X \ F.

Let (X,d) be a metric of doubling dimension d. We denote by B(p,r) the set of points in X
with distance at most r from p. The spread of P is the ratio between the maximum distance and
minimum distance between points in P. We say that P is r-separated if the distance between every
two distinct points in P is at least r. The following lemma is well known:

Lemma 1 (Packing bound). Let R>r >0 and Y be an r-separated set contained in a ball of radius
R. Then, |Y]| < (%)d.

Net. An r-net of a subset of points P € X is an r-separated subset N of P such that for each
point v in P, there exists u € N such that 0(u,v) <7.

3 VFT Spanner Construction Algorithm

In this section, we present a construction of an (f+1)-VFT (1+¢)-spanner with degree O 4(f) and
lightness O, q4( f 2) as described in Theorem 1. We focus on presenting the ideas of the construction;
a fast implementation will be delayed to Section 7.

3.1 Net tree, surrogate sets, and bipartite connections

By scaling, we assume that the minimum and maximum distance in X is 64 and A, respectively.
We set the minimum distance to 64 to handle some corner cases more gratefully. Throughout this
paper, for every positive integer a, we use the notation loga = logs a to avoid the subscript.



Definition 1 (Greedy Net Tree). Let 7o =1,Ng = X, ¢ = [log A], and r; = 5'rg for every i € [1,(].
Let No 2 N1 2 ... 2 N¢ be a hierachy of nets where N; is an r;-net of N;_1. The hierarchy of nets
induces a hierarchical tree T where:

1. For every level i € [0,(], there is one-to-one correspondence between nodes in at level i in T
and points in Nj.

2. The parent in T of a point in N;_1 s the closest point in N; for 1 < i < (, breaking tie
arbitrarily.

We refer to points in the nets and nodes in the tree T interchangeably. As a point u can belong
to multiple nets, to avoid confusion, we sometimes write (u,7) € N; to indicate the copy of u in ;.
For each node (u,1), the value r; is called the radius of (u,7). In our net-tree, we use the radius
r; = 5" instead of 2! as other works, e.g., [CGMZ16], because of a specific property that we need:
the sum of radii associated with any set of nodes such that no two of them are ancestors of each
other is bounded by a constant time the weight of the minimum spanning tree; see Lemma 8.

For a node = = (u,i), we sometimes write z in place of u in, e.g., the distance function. For
example §(x,y) for two nodes x = (u,i) and y = (v, ) refers to §(u,v). A point w is a leaf of x if
(u,0) is a leaf of the subtree with root z. We use the notation Ivl(x) for the level of z. (If z = (u,1)
then lvl(z) =1.)

For each node = = (u,1), let L(z) or L(u,i) be the set of leaves of x. The distance between any
node to any of its descendants is at most a constant times the node’s radius.

Claim 1. Let (u,i) be a node in T and (v,j) be a descendant of (u,i) (j < j), then 6(u,v) < 5r;/4,
implying that 6(u,v) < 2r;.

The second bound 6(u,v) < 2r; is usually used when we want to work with integers and the
distance between a node to one of its leaves does not contribute significantly to the total distance.

Proof of Claim 1. By Definition 1, the distance between a node at level ¢ to its child is at most r;.
Hence, §(u,v) < ¥}_;q 7k Using geometric sum,

S(u,0) < > <Y e =ri(1+1/5+1/5% +...) < bri/4, (1)
k=j+1 k=0

as claimed. O

A net tree is an important tool in almost all spanner constructions in doubling metric, e.g., see
[CGMZ16]. In the construction of f-VT (1 + ¢)-spanner, Solomon [Sol14] introduced the notion of
surrogate sets, which was used on top of the net-tree spanners.

Definition 2 (Surrogate Sets). Each node x € T at level i € [0,(] is associated with a set of points
S(z)e X cB(x,16-1;) of size at most f +1 called a surrogate set.

An useful operation that we will use on top of the surrogate sets is forming a bipartite connection.

Definition 3 (Bipartite Connection). Let S(x) and S(y) be the surrogate sets of two differ-
rent nodes x and y in T, a bipartite connection between them is a set of edges, denoted by
M(S(x),S(y)), that is defined as folllows. If min{|S(z)|,|S(y)||} < f+ 1 then M(S(z),S(y))
includes all edges between S(x) and S(y), i.e, M(S(z),S(y)) = S(x) x S(y). Otherwise, by Defi-
nition 2, |S(x)| = S(y) = f +1 and in this case, M(S(x),S(y)) is an (arbitrary) perfect matching
between S(z) and S(y).
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3.2 The construction algorithm

Our construction is fairly simple compared to existing fault-tolerant spanner constructions. Let
A =5%(1+1/e). Let x,y be two nodes of T' at the same level i,. We say that (z,y) is a cross edge
if 0(x,y) < Ary,,. The notion of cross edges is central in all spanner constructions based on the net
tree. If (x,y) is a cross edge, we say that = and y are cross neighbors of each other. Let NC(z) be
the set of cross neighbors of z, and NC[z] = NC(x) u{z}.

Let A be a set of nodes at some level i of T'; we denote by Cross(A) be the set of cross edges
between nodes in A.

For every node x € T, let T'(x) be the subtree rooted at = of T'. Let i, be the level of x and
J €[0,¢], we define Aug;(z) as follows: if j < i, then Aug;(z) is the union of Cross(NC[y])
for all descendant nodes y at level j of x; otherwise, Aug;(x) = Cross(NC[y]) where y is the
ancestor at level j of x. We view Augj(:n) as a set of augmented cross edges at level j of x. Let

Aug(x,l,h) = U;Z:H Aug; ().

Let (u,0) and (v,0) be two nodes at level 0 of T'. We say that (@, ) is an original cross edge of
(u,0) and (v,0) if & and ¥ are two ancestors at lowest level, say iy, of (u,0) and (v,0) respectively
such that §(@,0) < Ary,. It could be that @ = (u,0) and © = (v,0).

Algorithm 1 describes the construction: it can be divided into two phases: Phase 1 is from
lines 1 to 9 and Phase 2 from lines 10 to 22.

In the first phase, we start with a (1+ €)-spanner G of (X,0) with lightness O(¢-9(?) that can
be constructed in O(nlogn) time [FS16]. The edges of G will serve as guidance for our construction,
as we will later bound the lightness of the output VFT spanner H by charging to edges of G. The
goal of this phase is to construct a set of cross edges E*. Unlike other (both fault-tolerant and
non-fault-tolerant) spanner constructions [Sol14, CGMZ16], where one would add a cross edge for
every pair of points in X, we only add cross edges corresponding to edges of GG. Specifically for each
edge (u,v) € E(G), we first add to E* the original cross edge, say (u,?) of (u,0) and (v,0) (line 5).
It is not hard to see that §(,?) is approximately 0(u,v). Next, we add to E* the augmented cross
edges from the ancestors that are within O(log\) levels from @ and 0. Note that: (i) we only add
edges that are long enough (line 8) and (ii) by definition of Aug(-,-,-), E* includes not only cross
edges incident to the ancestors of & and v, but also those that are between the cross neighbors of
the ancestors. As agumented cross edges are not much longer than (a,?), we can later show that
w(E*) = e 9@w(@G), which is a part of the proof of Lemma 5.

In the second phase, we use edges in E* found in the first phase to add edges to the spanner H
to guarantee the fault-tolerant property. Specifically, we visit the levels of T" from lower to higher,
and for each edge (z,y) in E* at level i (set E; in line 18), we would add a bipartite connection
(Definition 3) between two surrogate sets S(x) and S(y) as in line 22. (Suppose for now that S(z)
and S(y) are chosen arbitrarily following Definition 2). However, this is not enough. In particular,
the nodes x that are marked as small in line 13 are problematic. That is if there exists a small
descendant within O(log ) levels of x that is small and has at most f leaves in its subtree (line 14
and line 15), then we may not able to find f + 1 vertices for S(z). (We later prove that the set of
small nodes, each of which has at most f leaves, can be partitioned into LNF.) To fix this issue,
we add (long enough) cross edges between nodes in NC[z] in line 16 to E*. Using the argument
outlined in Section 1.4, which is the key technical contribution of our work, we are able to show
that adding the bipartite connection between two surrogate sets S(x) and S(y) for every edge
(z,y) € E* at level i suffices to guarantee f-VFT, and furthermore, the spanner will have lightness
O(f?). However, the degree could be Q(n) if S(x) and S(y) are chosen arbitrarily.

11



Algorithm 1: Spanner Construction

Input : Doubling metric (X, d) of dimension d

Output: An (f +1)-FT (1 + 5¢)-spanner H with degree O, 4(f) and lightness O 4(f?)
1 Construct a light (1 + ¢)-spanner G of X and a net-tree 7" ;
2 B* « @, H+ (X,2),\=5%(1+1/e);
3 for e = (u,v) € E(G) do

4 Let (@,0) be the original cross edge of (u,0) and (v,0);
5 E* <« E*u{(u,0)} ;
6 for (z,y) € Aug(u,0,5log\) U Aug(v,0,5logA) do
7 Let iz, be the level of  (and y) in T}
8 if 0(x,y) 264-r;,, then
0 | BB U {(ny)):
10 £=¢ 9@ ¢ =50log A €, o =51logA- &, 3 =55log A - € ;
11 for ie[0...¢(-1] do
12 for each node x at level i of T do
13 Mark x as small if every leaf of x has degree at most ¢y - f in H ;
14 D, < set of all descendants of x at levels from i — 5log A to i;
15 if there exists w e Dy s.t w is small and T(w) has at most f leaves then
16 L E* <~ E*u{(y,2) | y,z€ NC[z] and 64r; < §(y,2z) < Ar;} ;
17 Mark all vertices with degree in H larger than c3f as saturated;

18 E; < set of edges (x,y) € E* s.t both z and y are at level i;
19 for each edge (x,y) € Ef do

20 S(x) < SelectSurrogate(z) ;
21 S(y) < SelectSurrogate(y) ;
22 E(H) < E(H) v M(5(x),5(y)) ;

23 return H;

Algorithm 2 shows how to choose S(x) carefully to reduce the degree all the way down to
Oc,q(f) while keeping the fault tolerant property in check. If the degree in H of a node is at least
c3- f, the algorithm will mark it as saturated in line 17, and it will not be used in any surrogate set of
the nodes considered in future iterations. (Only edges incident to points in surrogate sets are added
to H.) If z is small (line 1), then one can show that every leaf of T'(x) is not saturated by definition
and hence can safely be added to S (line 2). Otherwise, we consider two sets S’ ¢ B(x, 16r;) (line 4)
and S” ¢ B(z,4r;) (line 5) containing unsaturated vertices . We prefer adding vertices of S’ to
S(x) over vertices of S” as those in S’ are closer to being saturated. While it is not hard to see
that our final spanner has degree O, 4(f) due to the choice of the surrogate sets, showing that it
remains f-VFT is extremely challenging. Indeed, this is another major technical contribution of
our paper.

The main result in our paper is that Algorithm 1 returns a light and bounded degree VFT
spanner in optimal time.

Theorem 2. The output graph H of Algorithm 1 is a f-VFT (1 + €)-spanner of X with maxi-
mum degree 2c3f and lightness Oe,d(fz). Furthermore, Algorithm 1 can be implemented to run in
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Algorithm 2: SelectSurrogate
Input : A node z € V(T)
Output: A surrogate set S(z)
1 if x is small then
2 S(x) < arbitrary f+ 1 leaves of T'(x) if T'(x) has at least f + 1 leaves; otherwise
S(x) « all leaves of T'(x);

else
S" «{ue X nB(x,16r;) : degy(u) > c2 - f and u is not saturated};
S" —{ue XnB(x,4r;) :degy(u) <ca- f};
if |S’|> f +1 then
‘ S(x) <« arbitrary f + 1 vertices in S;
else
L S(x) « S"u{arbitrary f+1-|S’| vertices in S”};

© W g & oA W

10 return S(z);

O(n(logn + f)) times.

We show that H has maximum degree 2c3f in Section 4, O(f2) lightness in Section 5 and prove
that H is f-vertex fault tolerant in Section 6. All together prove Theorem 2. We construct a fast
implementation of our algorithm in Section 7.

4 Degree Analysis

Observe from Algorithm 1’s for loop (line 11) that before iteration 7, each non saturated point has
a degree less than c3f. After being saturated, the degree of a point does not increase. To show that
H has a bounded maximum degree, it remains to prove that at the last iteration before any point «
become saturated, the degree of u increases by at most O 4(f). Indeed, we prove a stronger result:
the degree of each point increases by at most O, 4( f) after each iteration of the for loop in line 11.

Since after adding a complete bipartite connection to H, the degree of each point increases
by at most f, we need to show that any point u is in a constant number of surrogate sets (with
multiplicity) at level i. Note that u can belong to the surrogate set of a node x multiple times.
An edge in H is a level-i edge for a non-negative integer ¢ < ¢ if it is in M (S(x),S(y)) for some
x,y € V(T). If an edge is added to H at multiple levels, we choose the lowest one.

Lemma 2. Every point v € X belongs to O¢q(1) surrogate sets (with multiplicity) at level i for
every i € [0...¢]. Furthermore, v is incident to at most &f level-i edges in H with &€ = O(1/¢)?
chosen in line 10.

To prove Lemma 2, we first show that any node in V(T') is only incident to O, 4(1) edges in
E*.

Observation 2. Every node (u,i) is incident to O(1/€)? cross edges in E*.

Proof. Let N(u,i) = {v1,v2,...} be the set of cross neighbors of (u,i). By Algorithm 1, for every
vj € N(u,i), 6(vj,u) < Ar;, implying that v; € B(u, Ar;). Additionally, N(u,%) is an r;-separated
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d
set since it is a subset of an r;-net. Hence, by packing bound (Lemma 1), |N(u,7)| < (4;\—”) =

O(1/€)4. O
We now prove Lemma 2.

Proof of Lemma 2. For any node (u,%) such that v is in the surrogate set of (u,), d(u,v) < 167;,
implying that u € B(v,167;). By Observation 2, for each u, v is chosen to be a surrogate of (u,)
for O(1/€)? times. Let S, = {u1,us,...} be the set of points in X satisfying for each uy € S,, v is
a surrogate of (ug,7). By Algorithm 2, 6(v, ux) < 167; for every uy € S,. Since S, is a subset of an

d
ri-net, |S,| < (%) =264 by Lemma 1.

Because each node (uy,i) (uy, € S,) is incident to O(1/€)? cross edges and adding the bipartite
connection of each cross edge increases the degree of a point in S(ug,i) by at most f in line 22,
there are 25¢- O(1/€)? - f level-i edges incident to v. O

We are now ready to bound the degree of H.
Lemma 3. H has a mazimimum degree bounded by 2csf.

Proof. Observe that when a point is saturated, it will never be used later in the algorithm. Thus,
it is sufficient to bound the degree of any point after the last iteration when it is not marked as
saturated in line 17 of Algorithm 1. For each point u, let 4, be the highest level such that u is not
saturated. By Lemma 2, the degree of u in H increases by at most & f after iteration i,. Since u is
not marked as saturated in line 17, the degree of u before we add the bipartite connection of cross
edges at level 7, is at most c3f. Hence, the degree of u after we add level-i,, edges to H is at most
(cs+&)f <2c3f by the choice of c3. O

5 Lightness

In this section, we analyze the lightness of H. Recall that for each edge (u,v) in G, we add the
original cross edge (u,?) of (u,v) and the cross edges in Aug(,0,5logA\)UuAug(v,0,5log\) to E*;
let Ef be the set contains all these cross edges for every (u,v) € E(G). Let Ep be the set of edges
added to H from every bipartite connection of all cross edges in E¢,. Formally,

Eo ={M(S5(x),5(y)): (z,y) e Eo} . (2)

In Lemma 5 , we show that w(Ep) = O(f?)w(MST(X)). In Lemma 6, we show that w(E(H)~
Eo) = O(f*)w(MST(X)). Given the two lemmas, we now prove:

Lemma 4. H has lightness ¢ (4 f2,

Proof. Observe that w(E(H)) < w(Ep) + w(E(H) ~ Ep). Since w(Ep) = € 2@w(MST(X)) by
Lemma 5 and w(E(H) \ Eg) = e ©@w(MST(X)) by Lemma 6, w(E(H)) < e ?Dw(MST(X)),
which implies the lemma. O

First, we list some properties that we need for the proofs of Lemma 5 and Lemma 6.

Property 1. We have the following properties:
1. Let (x,y) be a cross edge in E*. For every (u,v) € M(S(z),S(y)), 6(u,v) <25(z,y).
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2. Let x be an arbitrary level-i node in T'. For every non-negative integer v, w(Aug(z,0,v)) =
e OD57r;. Recall that Aug(x,0,7) = U;J:Z Aug;(x) with Aug;(x) (j 2 0) is the set of cross
edges between cross neighbors of the ancestor of x at level j.

3. For every original cross edge (u,?) at level i, 0(a,0) > Ar;/6.

4. Let e = (u,v) be a pair of points in X and (4,0) be the original cross edge of e. Then,
d(t,0) < (1 +€)d(u,v).

Proof. Item 1: Let i be the level of x and y. Note that 6(z,u),d(y,v) < 16r; by Definition 2. By
triangle inequality, d(u,v) < d(x,y) +d(z,u) + 6(y,v) < d(x,y) + 32r; < 20(x,y) since §(x,y) > 64r;
by the choice of cross edges in E*.

Item 2: Let k be a level such that k > i. The weight of a cross edge at level k is at most
Arj = Arg - 5F7 by the definition of cross edges. Let x; be the ancestor of x at level k. Recall
that Aug(z) is the set of cross edges with both ends in NC[xzy]. Since NC[z] is a subset of
a rp-net with diameter 2X\rg, [NC[zi]| < (4X)? = € 9D by packing bound (Lemma 1). Then,
|Aug,. (2)] < |INC[z]? = € 9D, Hence,

ity i+y )
w(Aug(z,0,7)) = 3, w(Augg(z)) = e ODrr; - 3557 < 570Dy
k=i k=1

as claimed.

Item 3: Let (u,v) be the pair of points in X of which (@, ) is the original cross edge. Let
(u',i-1) and (v',i-1) be the ancestors at level i —1 of (u,0) and (v,0), respectively. Since @ and ¥
are parents of (u/,i—1) and (v',i—1), 6(a,u"),§(0,v") < r;. By the minimality of i, 6(u',v") > Ar;_q.
Using the triangle inequality, we have:

§(@,0) 2 6(u',v") = (6(G,u") +8(D,0")) > Ariey = 2r; > (A5 = 2)r; > Ar; /6 ,

as A=52(1+¢1).
Item 4: Let i be the level of (u,?). By triangle inequality, §(@,0) < d(u,v) + 0(@,u) + 6(0,v).
Recall from Claim 1 that 6(a,u),d(d,v) < 5r;/4. Therefore,

d(u,v) . d(a,v) - br;/4—-5r;[4 o1 5r; o 15
d(a,v) ~ d(a,v) T 26(a,0) A ’
since 6(w,0) > Ar;/6 by Item 4. Hence, 0(u,?) < 15_(?572\ <(1+€)d(u,v). O

5.1 Weight of edges due to light spanner
Lemma 5. w(Ep) = ¢ 9D f2w(MST(X)).

Proof. For each cross edge (z,y) € Ef, the bipartite connection M (S(z),S(y)) contains at most
(f +1)? edges, each of those has weight at most 26(x,y) by Item 1 of Property 1. Hence, by the
definition of Egp in Equation (2), w(Eo) < 2(f +1)*w(E}). It remains to bound w(E}).

Let O be the set of original cross edges of edges in E(G). By Item 4 of Property 1, w(O) <
(1+€)w(G). Observe that:

EHc U [{(@,0)}uAug(a,0,5log\) uAug(d,0,5log\)]
(0,0)eO
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Recall that for each node z, lvl(x) is the level of x. We have:

w(EH) < > (6(a, ) + w(Aug(i,0,5log A) + w(Aug(,0,5log\))))

(11,)€O

< > (6(a,0)+2- 551°g’\e_o(d)rlvl(@)) (by Item 2 of Property 1)
(0,0)eO

< > (6(&,@) +2- )\SEO(d)M) (by Item 3 of Property 1)
(1,9)€O )‘/4

< Y e 9D(a,0) = e 9 Dw(0)
(1,0)eO

<e%@Dw(@) <O Dw(MST(X)) (since G is a light spanner of X),

as desired. ]

5.2 Weight of remaining edges

Throughout this section, we show that:
Lemma 6. w(E(H)\ Ep) = ¢ 9@ f2w(MST(X)).

We partition E(H) \ Ep into two sets E;,. and FE.op, whose formal definition will be given
later. We then bound the total weight of each set in Lemma 9 and Lemma 10. Recall that each
edge in E(H) \ Ep is added to H by some bipartite connection of cross edges in E* \ Ef,. Those
cross edges are added to E* by line 15-16.

To formally define F;,. and E.,, we need more notation. A node is large if it is not small, i.e.,
there exists a leaf in its subtree with degree at least ¢1 f. A node is incomplete if it is small and has at
most f leaves, otherwise it is complete. That is a node is complete if it is either large or has at least
f+1 leaves. By line 15-16, if a node z is incomplete or has an incomplete descendant within 5log A
levels, we add all long enough cross edges from Cross(NC[z]) to E*. Recall that Cross(NC[z])
is the set of cross edges with both ends in NC[z]. Hence, for each cross edge (y,2) in E* \ Ej,
both y and z are cross neighbors of some node x such that x is either incomplete or is an ancestor
within 5log A level of an incomplete node. Let E7, . be the set of cross edges in £ \ Ef, having
both complete end nodes. More formally, £, = {(z,y) | (x,y) € E* \ E}, and z,y are complete}.
Let B = E*~ (E5 U E?,,), meaning that E; = contains every cross edge in E* \ Ef, that has at

least one incomplete end node. We denote by E.,, and E;,. the sets of edges added to H by the
bipartite connection of edges in E,,, and E; .. Formally,

Eeom = {M(S(x),S(y)) : (x,y) € ELp ) and  Eipe = {M(S(2),5()) : (z,y) € Ejp.}. (3)
The key to our proof is the following lemma:
Lemma 7. If a node = in T is complete, S(x) always has size f + 1.

While the statement of Lemma 7 is simple and easy to understand, the proof of Lemma 7 is
intricate. Here, we sketch the ideas of our proof. The full proof is deferred to Section 5.2.1. If x is
small, we know that the subtree at root x has at least f + 1 leaves with a low degree. Therefore,
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there are always f + 1 points with a low degree to be added to S(z). If x is large, then one of its
leaves, say v, is incident to many edges. We keep track of the degree change of points close to v.
By Lemma 2, the degree of v in level i —2log A is still significantly large (at least 48log A-£f), then
for any edge (v,w) incident to a point close to v, all the low degree points close to w will be in
B(x,4r;). We prove after the iterations from i — 2log A to ¢ — 1, there are still 4f + 4 points with
degree less than co f in B(z,4r;). For this to hold, we have to choose the surogates carefully, which
explains the choice of points with high and low degrees in Algorithm 2. Hence, there are always
enough candidates for S(z), which will prove Lemma 7.

Observe that the set of incomplete nodes in T can be viewed as a set of disjoint subtrees of T'.
We call those subtrees a light net-forest (LNF).

Definition 4. A light net-forest of T with respect to G, denoted by LNFq(T), is a subgraph of T
whose vertex set containing all incomplete nodes in T and edge set is the set of edges in T between
any two incomplete nodes. If the net-tree T and the light spanner G are clear in the context, we
use the notation LNF.

By the definition of E; ., every cross edge in E;  is incident to at least one node in LNF.

Then, we will bound w(E},.) by w(LNF). To do that, we first claim that LNF is a set of (rooted)
subtrees of T'.

Observation 3. Fvery leaf node of T' is in LNF.

Proof. By definition of a small node, every leaf node (u,0) is small since the degree of every u
before the first iteration is 0 < ¢;f. Since (u,0) has only one leaf in its subtree (which is itself),
(u,0) is incomplete. O

The following claim implies that the ancestor of every almost complete node is complete.
Claim 2. The parent of a complete node is complete.

Proof. For each point v € X and each level i € [0,¢], let deg_;(v) be the degree of v before it"
iteration. Let x be a complete node and p be the parent of x. If x is large, then by definition of
a large node, there exists a leaf v of T'(x) such that deg_;(v) > ¢1f. Therefore, since deg_;(v) is
non-decreasing as level i gets larger, p also has a leaf v of degree at least c; f, implying that p is
large and thus complete.

If x is small, then T'(x) has at least f+1 leaves. If p is small, T'(p) also has at least f +1 leaves
since p is the parent of z, implying that p is complete by definition. If p is large then p is also
complete. ]

From Claim 2, we obtain that the LNF contains a set of node-disjoint subtrees of T". Hence,
we will bound the weight of cross edges incident to nodes in LNF by the total radius of the roots,
which are called almost complete nodes. Formally, an almost complete node is an incomplete node
whose parent is complete. From Claim 2, any two almost complete nodes do not have the ancestor-
descendant relationship. Thus, there is no almost complete node that is an ancestor/descendant of
another almost complete node, meaning that the subtrees in LNF are node-disjoint.

By a relatively simple argument, one can show that the total radius of the root nodes of the LNF
is a good approximation of the weight of MST(X). Note that Lemma 8 is not true for arbitrary
construction of the net-tree T'. We need the property that our net-tree is constructed by a greedy
method, meaning the parent of a net-point at level ¢ is its closest net-point at level i + 1.
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Lemma 8. Let A be a subset of V(T') such that there is no pair of nodes in A having the ancestor-
descendant relationship. Then, ¥ s Tivi(z) = O(W(MST(X))).

Proof. The crucial property to prove Lemma 8 is the greedy property of the net-tree. Recall that
in our net-tree construction (Definition 1), the parent of a node (u,) is the one corresponding to
the closest point to u in Ny 1. Let B = {B(z,71(;)/5) : 7 € A}.

We claim that every point v € X is in at most one ball in B. Since no node in A is an ancestor
of another, it is sufficient to show that if a ball B(x,7y1(,)/5) in B contains v for some , v has to
be a leaf of . Then, all nodes z such that B(x, Tvi(x) /5) containing v must lie on the path from
(v,0) to the root of T', and only one node in that path can belong to A.

Assume that there exists a node = = (u,) such that B(u,r;/5) contains v and v is not a leaf of
(the subtree rooted) x. Let y = (w’,i—1) and z = (w, %) be the ancestor of (v,0) at level i—1 and 1,
respectively. By our choice of children for each node in the net, §(u,w’) > 6(w,w"), implying that:

S(u,w") > (6(u,w") +5(w',w))/2 > 5 (u,w)/2 > r;/2 . (4)
On the otherhand, by Claim 1, 6(w’,v) < 5r;_1/4. Using the triangle inequality, we obtain:
§(u,w") <0(u,v) +6(v,w') <rif5+5ri_1/4=9r;/20 < r;/2 ,

contradicting to Equation (4).
Therefore, each point in X belongs to at most one ball in B. Thus, for any two nodes x,y € A,

5('1;’ y) 2 maX{rlvl(x)a Tlvl(y)}/5'

Let X 4 be the set of points in A (we translate each node in A by its representative in X). By a
folkore result, w(MST(X4)) <2-w(MST(X)). For each node z € A, let e(z) be an arbitrary edge
incident to z in MST(X4). Hence, w(e(z)) > riyi(4)/5, implying that:

> w(e(z)) 2 2;47“1v1(x>/5 : ()

reA

On the other hand, since each edge in MST (X 4) is incident to at most 2 nodes in A, we have:

Ywle(z))<2 > w(e) <2w(MST(X4)) . (6)

zeA eEE(XA)

By Equation (5) and Equation (6), X,ca Tivi(z)/5 < 2Ww(MST(X4)) < 4w(MST(X)). Therefore,

Yzed Mvi(z) = O(W(MST(X))).
]

We are now ready to bound w(FEjy,.) (in Lemma 9) and w(E¢o,) (in Lemma 10).
Lemma 9. w(Ej,.) = € 9D f2w(MST(X)).

Proof. Let A be the set of roots of subtrees in LNF (or the set of almost complete nodes of T').
There is no node in A being the ancestor of another. Hence, by Lemma 8§,

Z;quvux) = O(wW(MST(X))). (7)

By Definition 4 and Claim 2, each incomplete node has exactly one almost complete ancestor in
A. For each point u € X, let i,, be the level of the root of the subtree in LNF containing (u,0). Let
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Einc(u) be the set of all edges with level from 0 to i, incident to u in Ejpe, then Fiye = Uyex Fine(w).
Note that there might be other edges in FE;,. that are incident to u; however, each of those edges
must be incident to some vertex v with i, larger than the level of that edge.

By Lemma 2, u is incident to at most £f level-i edges for every 0 < i < (. Hence, the total
weight of level-i edges incident to u is at most £ f - Ar;. This gives:

W(Einc(u)) < 35 &f - Ari <2XEf -1,

0<i<iy

by geometric sum.
As FEine = Uuex Finc(w), W(Eine) < Yyex 2AEf - 14,. By Observation 3, we partition the set X
into the representatives of leaves within the same subtree in LNF. Thus,

W(Einc) <2Xf - 3 1y, <e 0D 5 S0y < PO S L@ ra
ueX zeAuel(z) ~—~— zeA (8)
=Tlvi(a)

Since each node in LNF is incomplete, each of its subtrees has at most f leaves by the definition
of incomplete. Hence, from Equation (8), we have:

W(Elnc) < G_O(d)f ' Z |L($)| “Tlvi(x) < 6_O(d)f2 ’ Z Tvl(z)
reA reA

<O 2 w(MST(X)) (by Equation (7)),
as claimed. O
Lemma 10. w(E.op) = € 9D 2w (MST(X)).

Proof. We bound the weight of E,,, by the weight of E . Since the bipartite connection of each
cross edge (y,z) in E . has exactly f+1 edges. Each edge in M(S(y),S(z)) has both ends in
B(y, 1671,1¢)) and B(z, 16711(z)) (Ivl(y) = Ivl(2)), and hence has weight at most (A + 32)7y,,) by

the triangle inequality. We obtain that:

W(Ecom) < Z (f + 1)()‘ + 32)T1V1(y)
(¥:2)eE o

< ( Z (f+1)(A+32)d(y, 2)/64 (since 0(y, 2) > 6471y)(y)) 9)
Y,2)€E%m

<Y (DA 2) = (F + DAW(EL,,)

(yvz)GEéom

By line 15-16, every cross edge(y, z) in E* \ Ef is in Cross(NC[z]) for some node z such that x
is either in the LNF or z is an ancestor within 5log A levels of the root of some subtree in LNF.
Let A ={a1,as,...ax} be the set contains all roots of subtrees in LNF. By Lemma 8,

k
;ﬁvuan = O(w(MST(X))). (10)
We have:
E*NE5c | Aug(z,0,5logN)|J |J Cross(NCy]).

zeA yeLNF
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Since £}, = E* N (E5U E} ) ¢ E* N\ Ef, we have the following bound on w(E/,,,):

mc

w(E},,) <w(E*NEH) < Y w(Aug(z,0,5logA)) + > w(Cross(NC[y])). (11)
reA yeLNF
The reason behind the exclusion of £} is to make sure that each bipartite connection of cross
edges in E ., contains exactly f+ 1 edges in H.

By Item 2 of Property 1, we get:
W(AUg('T 0,5log )‘) 2nc) < W(Aug(x’ 0,5log )‘)) = €_O(d)rlvl(a:) : (12)

We then bound ¥, c;,np W(Cross(NC[y])). By the packing bound (Lemma 1), NC[y] contains
at most € (@ nodes. Thus, Cross(NC[y]) contains at most e (9 cross edges, each of them has
weight Aryyy(,). Thus,

Y, w(Cross(NC[y])) < Y. Mgy (13)

yeLNF yeLNF

We partition the nodes in LNF into the set of nodes in subtrees of 7. Let {T%,T%,...T}}
is the set of subtrees in T with root {ai,as,...ax} respectively (T1,T5,...T; are node-disjoint).
Then LNF = Ty uTo u...Tj. For each i € [1,k], let T; ; be the set of nodes of T; at level j. Let
A ={ai1,a9,...a;} be roots of Ty, Ty, ... T.

Since each subtree has at most f leaves, |T; ;| < f for every i € [1,k] and j <1vl(a;). We have:

k Wl(a;) k Wl(a;)

>, Aiy) —AZ DM@ =AY D X T =AY D X T

yeLNF i=1yeT; i=1 j=0 yeT; ; i=1 j=0 yeT;;
k Wvl(a;) k Wvl(as)
=AY Z Tiglry <A > fry (since |T; 4] < f)
=1 = (14)
=1 j= =1 j=0

<Af Z 2711(ay) (by geometric sum)
i=1

<Af-w(MST(X)) (by Equation (10)).

By Equation (9) and Equation (11), we have:

W(Eeom) <Af+1)-w(EL,) <A(f+1) |:Z w(Aug(z,0,5log\)) + Z w(Cross(NC[y]))
reA yeLNF

<Af+1) Z e_O(d)rM(m) + Z W(Cross(NC[y]))] (by Equation (12))
| zeA yeLNF

<Af+1) Z e_o(d)rlvl(x) + Z )\rlvl(y)] (by Equation (13))
| zeA yeLNF

<A(f + 1) [ ODw(MST(X)) + Af - w(MST(X))]  (by Eq. 10 and Eq. 14)
= 0@ 2 w(MST(X)),
as desired. ]
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We now ready to prove Lemma 6.

Proof of Lemma 6. Observe that E(H)\ Eg = Ecom U Eine, we obtain w(E(H) N Eg) < W(Eeom) +
W(Eine) = € 9@ f2.w(MST(X)) by Lemma 9 and Lemma 10. O

5.2.1 Proof of Lemma 7

In this section, we provide a detailed proof of Lemma, 7. First, we introduce some notation. A point
v is clean if it has a degree of at most cof and is semi-saturated if it is not marked as saturated
and has a degree larger than cof. Point v is saturated if it is marked as saturated in line 17 of
Algorithm 1. Note that “clean” and “semi-saturated” are time-sensitive properties, meaning that
they change over time. Specifically, a vertex may change from clean to semi-saturated after the
execution of line 22 of Algorithm 1. In this section, we say a point is “clean” or “semi-saturated”
with respect to some specific moment while running Algorithm 1; this usually happens when we
select surrogates in Algorithm 2 or before/after the execution of line 22 in some iteration.
For every node (u,1), recall that we choose the surrogate set of (u,i) by:

e If (u,7) is small and incomplete, S(u,i) = L(u,i) where L(u,i) is the set of leaves of the
subtree of T with root (u,1).

e If (u,7) is small and complete, S(u,i) contains f+1 arbitrary non-saturated points in L(u,%).

o If (u,17) is large, we find all semi-saturated points in B(u, 16r;) and select arbitrary f + 1 of
them to S(u,i). If there are not enough f + 1 such points, we add clean points in B(u,4r;)
to S(u,i) until |S(u,7)| reaches f + 1.

To prove Lemma 7, we show that there are always more than f + 1 points in B(u,4r;) if (u,7)
is large. Hence, the surrogate set of (u,i) always contains f + 1 points.

For each point v, let deg,;(v) and deg.; be the degree of v before and after the ith iteration,
respectively. A point v is i-clean if deg_;(v) < cof and is i-saturated if deg ;(v) > c3f. Recall that
a small node is complete if it has at least f + 1 leaves and a large node is always complete.

Lemma 11. For every large node (u,i), the number of i-clean points in B(u,4r;) is at least (4f+4).
We will show that Lemma 7 follows from Lemma 11.

Proof of Lemma 7. Let x = (u,7) be a large node. We consider two cases:

Case 1. If z is small, then x has at least f + 1 leaves by the definition of a complete node. We
claim that there are f+ 1 non-saturated points in L(u,i). For every leaf v of x, i.e., v € L(u,1), the
degree of v before iteration ¢ is at most c¢1 f since x is small. Hence, v is not marked as saturated
before iteration i since ¢ f < c3f. (Note that v is not marked as saturated during the execution of
level i.) Therefore, v is either clean or semi-saturated when we update S(u,i). (In Algorithm 1,
S(u,i) might be updated multiple times.) Since all leaves of x are either clean or semi-saturated,
there must be at least f + 1 non-saturated points in L(u,i) as x has at least f+ 1 leaves. By line 2
in Algorithm 2, |S(u,?)| = f + 1.

Case 2. If z is large, by Lemma 11, the number of i-clean points in B(u,4r;) is at least 4f + 4.
Let C be the set of clean points in B(u,4r;). During the execution of level i, the points in C
are not marked as saturated. Therefore, they either remain clean or become semi-saturated while
updating S(u,7). From line 4-9, S(u,%) is formed by choosing semi-saturated points in B(u, 16r;)
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and clean points in B(u,4r;). As C € B(u,4r;) € B(u,16r;), all points in C' are eligible to be
selected to S(u,i). Thus, there are enough f + 1 ”"candidates” for surrogates in S(u,i), implying

15 (u, i) = f + 1. 0

We now focus on proving Lemma 11. First, we list some properties of the net-tree T'. Recall
that for a given node (u,7), D(u,1) is the set of descendants of (u,1).

Property 2. We have the following properties:

1. Let (u,i) be an arbitrary complete node in T. For any (v,j) € D(u,i) and any o > 2,
B(v,ar;) € B(u, ar;).

2. Let (u,i) be an arbitrary node in T, v be a point in B(u,3r;) and (v,w) be a level-k edge
with k <i—-2logA. Then, w € B(u,4r;).

3. For every level-i edge (u,v), 6(u,v) > 32r;.

Proof. Item 1: Since i > j, we have rj < r;/5. By Claim 1, 6(u,v) < 5r;/4. Thus, for each point
w e B(v,ar;), we get:

d(u,w) <0(u,v) +0(v,w) <b5ri/d+ar; < (5/4+a/5)r; <ar; , (15)

since o > 2.

Item 2: By triangle inequality, d(v,w) < (A + 32)ry < )‘;23273 < r;/2. Then, by the triangle
inequality, d(u,w) < §(u,v) + d(v,w) < 3r; +1;/2 < 4r;.

Item 3: Let (@, ) be the level-i cross edge such that (u,v) € M(S(a),S(?)). By construction,
d(u,v) > 64r;. Since u € B(u, 16r;) and v € B(v,167;), we have d(u,v) > §(u,v) — §(u,u) - 6(v,v) >
32741‘- ]

We show that for any set A of small diameter, any large node using a clean point in A as a
surrogate must also use all semi-saturated points in A. This property is due to the fact that we
prioritize the use of semi-saturated points over clean ones.

Claim 3. Let i and i’ be two levels such that i’ > i, x be a node at level i' and S(x) be the result
of SelectSurrogate(x) (Algorithm 2). For any set A of diameter at most 8r;, if S(x) contains any
clean point in A, then S(x) also contains all semi-saturated points in A.

Proof. Since |S(z)| < f+1, |[AnS(z)|< f+1. Let z = (u,7') and v be a clean point in An S(x).
Recall that in the construction of S(z), first, we find all semi-saturated points in B(u,167r;). If
there are not enough f + 1 points in B(u, 167;), we pick some clean points in B(u,4r;). Thus,
v € B(u,4r;). Since diam(A) < 8r;, for every w € A,

d(w,u) <6(w,v) +d(u,v) < diam(A) +4ry < 8r; +4ry < 127y , (16)

implying that A ¢ B(u,16r;). Let A, be the set of semi-saturated points in A. Observe that
A, c S(x) since otherwise, there is no clean point in S(z). O

Note that in the proof of Claim 3, we only need that for every node z with i = Ivl(x), all
the semi-saturated vertices in B(x,127;) must be in S(x) before any clean vertex is added to
S(z). Hence, we prioritize selecting semi-saturated vertices in B(x, 16r;) over the clean vertices in
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B(z,4r;) in line 4. Throughout Algorithm 1’s analysis, the proof of Claim 3 is the first (and also
the only) proof that requires some geometric property other than the radius of the set where we
choose the semi-saturated vertices from in Algorithm 2 (which is B(z,167;)). Indeed, for all the
other proofs in Section 4, Section 5 and Section 6, we only need: (i) all semi-saturated vertices
in S(z) have distance at most 16r; from z and (ii) the set where we choose the semi-saturated
vertices in line 5 contains the set where we choose clean vertices in line 4.

Remark 1. Claim 3 still holds if we replace the B(xz,16r;) (i is the level of x) in line 4 of Algo-
rithm 2 by any subset of B(x,16r;) containing B(x,12r;). Furthermore, the correctness of Algo-
rithm 1 still holds if we choose the semi-saturated vertices in S’ (in line 4 of Algorithm 2) from
any subset of B(xz,16r;) containing B(x,12r;).

By Claim 3, if a surrogate set S(x) contains a clean point in a low-diameter set A, then the
total number of semi-saturated points in A is less than f + 1. More importantly, assuming that we
are considering a cross edge (z,y) in line 19, then after adding M (S(x), S(y)) to H, there are still
f + 1 semi-saturated points in A, since we only change the degree of at most f + 1 points in A and
prioritize using semi-saturated points over clean ones. Then, we have the following direct corollary
of Claim 3:

Corollary 1. Let i and i’ be two levels such that i’ > i, A be a set of points with a diameter
at most 8r; and (x,y) be a level-i’ cross edge in E*. If S(x) contains a clean point in A before
M(S(z),S(y)) is added to H, then the total number of semi-saturated points in A after the adding
of M(S(x),S(y)) is at most f + 1.

For each point u € X, let deg;(u) be the number of level-i edges incident to u in H. We have
deg ;(u) = Xt _odeg,(u) and deg.;(u) = Y4t degy(u). For two integers 4 and iy that 0 < iy <
iz < (, let degp;, ;,1(u) be the total number of edges at a level within the range [i1,i2]. Formally,
deg[il,iQ](U) = Z;f:il degy,(u).

We now prove that if the maximum degree increase of a set is less than the gap between saturated
and clean, there are at most f+ 1 points in that set becoming semi-saturated. For every A ¢ X, let
maxdeg;(A4) = maxyea deg;(w) and maxdegy; ;1(A) = maxyea degy; j7(w)

Lemma 12. Let i be a level and A be a set of i-clean points with a diameter at most 8r;. For
every k such that maxdegy; ;,1(A) < (e3 —c2) f, the number of (i + k)-clean points in A is at least

[A[=(f+1).

Proof. Let A ={a1,as,...a4}. If |[A[ < f+1, Lemma 12 trivially holds. Assume that [A|> f + 1.
We prove that at most f + 1 points in A are semi-saturated before the execution of level i + k
in line 11 of Algorithm 1. For any j € [1...|A]], since a; is i-clean, deg . (a;) < cof. Then,
deg;,r(aj) < cof + maxyea degy; ;.41(w) < c3f by the assumption of the lemma. Thus, no point in
A is saturated before level i + k.

We prove by contradiction that A contains at least |A| — (f + 1) clean points before iteration
i+k. Let (z,y) be the first cross edge such that after adding M (S(x),S(y)) to E(H), A contains
less than |A| - (f + 1) clean points. Let iy, be the level of (x,y); we have ¢ < iy, < i+ k. Thus,
no point in A is saturated during the execution of level i,,, implying that A contains only clean
and semi-saturated points before and after adding M (S(z), S(y)). Since some points in A become
semi-saturated after adding M (S(x),S(y)), either S(x) or S(y) contains some clean points in A.
Without loss of generality, assume that S(x) does. We claim that S(y) does not contain any point
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in A. Let u be a point in S(z) n A. By the construction of S(z) in Algorithm 2, §(z,u) < 16r;,,.
For every point v € A, we have:

o(v,y) 2 60(x,y) - d(x,u) - d(u,v) > 64r;,, - 16r;,, —diam(A) > 40r;,, ,

since diam(A) < 8r; < 8r;,,. Hence, S(y) does not contain any point in A because by Algorithm 2,

points in S(y) are selected from B(y, 167;,,). By Corollary 1, there are at most f+1 semi-saturated
points in A after adding M (S(z),S(y)), a contradiction. O

By Lemma 2, each point’s degree can only increase by £f after each iteration, which means
that after a small number of iterations, a set of clean points has at most f + 1 points turning into
non-clean.

Corollary 2. Let z = (u,i) be a node in T and 2’ = (u',i") be a descendant of x with i’ >i—4log \.
If B(u/,4ry) contains a set A of i'-clean points, then the number of i-clean points in B(u,4r;) is
at least |A] - (f +1).

Proof. By Lemma 2, maxdegy; ;(w) < (i—i")-{f <4log \-{f < (e3—c2) f. By Lemma 12, the number
of i-clean points in A is at least [A|- (f+1). From Item 1 of Property 2, A ¢ B(u/,4ry) € B(u, 4r;).
Therefore, the number of i-clean points in B(u,4r;) is at least |A| - (f +1). O

The next lemma shows that for each node (u,4), B(u, 4r;) contains some clean points of the balls
in lower levels close to some descendant (u',i") of (u,7). To find such balls, we monitor the changes
in the degree of points near «' and prove that for every degree gained, there are a corresponding
number of clean points “contributed” to B(u,4r;). If there is an edge from a point near u’ to a leaf
of a small node, the leaves of that node are clean and we can reuse them after a constant number
of levels. If the edge is between a point near u’ to a leaf of a large node, we assume that there
are some clean points close to the representative of each large node. This assumption will be our
induction hypothesis in the proof of Lemma 11.

Lemma 13. Let (u,i) be a node at level i > [2log A\]|+1 and (u',i") be a descendant of (u,i) at level
i =i—([2log\] +1). Assume that for every large node (u",i") at level i’, the number of i’-clean
points in B(u",4r;1) is at least 4f +4. Then, there exists a subset A of B(u,4r;) containing only

i-clean points such that |A| > [maXdegi'?(u”M“)] and AnB(u/,4r;) = @.

Proof. Let z be a point in B(u',4r;) such that deg; (z) = maxdeg; (B(u',r;)). Let W be the set
of points connected to z by level-i’ edges. Thus, |W| = deg;(z). We consider two cases:

Case 1: If deg ; (w) < ¢y f for every w € W, then by Lemma 2, deg_; (w) < c1 f+([2log A]+1)-£f <
caf. Hence, for all w e W, w is (i’ +[2log A]+1)-clean (or i-clean). By setting A = W, we claim that
A satisfies all properties in Lemma 13. First, W is a set of i-clean points contained in B(u;, 47;) and
|W| = deg;/(z) = maxdeg; (B(u,ry)) > [maXdegi'?(u”M“)]. Furthermore, for every w e W, §(w,z) >
32r; by Item 3 in Property 2. By triangle inequality, 6 (w,u") > 6(w, 2)-d(z,u’) > 32r; —4ry = 287y,
implying that w ¢ B(u',4r;). Thus, W nB(u/,4r;) = @.

Case 2: There exists a point wy € W such that deg_;/(wp) > ¢1f. Hence, the ancestor of (wq,0)
at level ', denoted by (w’,4"), is a large node. By the lemma’s assumption, the number of i’-clean
points in B(w’, 4r;/) is at least 4f+4. Let C be the set of i’-clean points in B(w’, 4r;/). By Lemma 2,
for every level k, maxdeg;, (C) < £f; hence, Y% _., maxdeg,(C) < ([2logA\] + 1) -&f < (c3—c2)f by
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the choice of ¢ and c¢3 in Algorithm 1. Thus, by Lemma 12, the number of i-clean points in C' is
at least |C| - (f+1)>3(f+1) > [maXdegi'?(u ’4”')] since maxdeg; B(u’,4ry) < f by Lemma 2.

Let A be the set of i-clean points in C satisfies conditions in Lemma 13. We show that A
satisfies the conditions in Lemma 13. Since A ¢ C' ¢ B(v/,4r;), diam(A) < diam(C) < 8r;y. For
every point v € C', by the triangle inequality,

§(u,v) <6(u,u’) +5(u',v) < 2r; + 5(u,v) (by Claim 1)

<2ri+0(u, 2) +6 (2, wo) + d(wo, w") +5(w',v) < 2r; + 107y + §(2, wp)
—— —_——— — —

£4Ti/ SZ?“Z-I 47”il

<2r; + 10ry + (A +32) 1y (since (z,wp) is a level-i edge) (17)
~——
<ri /A2

<2r; + r; < 4r;.

+
2
Therefore, C ¢ B(u,4r;), implying that A € B(u,4r;). Furthermore, for each v € C, we have:

§(v,u") > 8(wo, 2) = §(v,wp) = 6(u', 2) (by the triangle inequality)

> 32ry — 6(v,wp) - d(u, 2) (since 0(z,wp) > 32ry)
——
347‘7;/ (18)
> 327y — §(v,w") = 6(w',wo) —4ry > 32ry — dry — 2ry — dry > 22y > 4y
—_— —
347‘1-/ §2Til

This implies that v ¢ B(u',4r;/) for every v € C. Since A ¢ C, it follows that AnB(u/,4r;) =@. O

We now return to the proof of Lemma 11. The idea is to track the degree change of points in
some path P of T from (u,7) to one of its leaves. If there is a point whose degree changed, then
there is at least one cross edge between (a node in) P to another node, say (v,i"). The clean points
in B(v,4r;) become “closer” to the P at higher levels relative to the level radius and eventually
can be used as surrogates by nodes in P.

Proof of Lemma 11. We induct on the level ¢. When i =0, Lemma 11 holds trivially since there is
no large node at level 0. Assume that Lemma 11 holds for all large nodes at levels lower than .
Since z is large, there exists a leaf v of z whose deg_;(v) > ¢1f. Let i’ =i —2logA and 2’ be the
ancestor of (v,0) at level i'. By Lemma 2, deg_;/(v) > c1f —2log A - £f. We show that the number
of i'-clean points in B(u’,4r;/) is at least 6f + 6.

For k€ [0...i'], let (v, k) be the ancestor of (v,0) at level k. Let I = [2logA] and i’ be the
highest level such that ¥0_, maxdegy, (B(vg,47)) > (I+1) - 26 - (6f +6). The level i" exists since
v € B(vg,4ry) for every k by Claim 1 and

deg s (v) 2 c1f—2logA-£f >48log\-&-f>(1+1)-2¢-(6f+6) (by the choice of ¢1).

We partition the set I = {i"”,¢” +1,...7"} into congruent classes Iy, I1,I,...I; of modulo [ + 1.
Formally, I, ={kel:k-a=0 modl+1} for each a €[0...l]. By the pigeonhole principle, there
exists an integer (3 € [0...l] such that:

> maxdegy, (B(vg,4r1)) > 26 - (6f +6) (19)
kelg
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For simplicity, assume that ' = i" = 8 mod [ +1. Let Ig = {i" = ig,i1,12,...15s = ¢'} with ¢; =
i"+7-(l+1) and s = Z;;Zl”
By Lemma 13, for each k € [0, 1,...s — 1], there exists a set A;, of ix,1-clean points in B(v;,,,,7i,.,,)
maxdeg; (B(vi, ,4ri, ) .

such that [A;, | > [ k i+, For each h < k, A;, is a subset of B(v;,,,,,4ri,,,) and hence
is a subset of B(vj,,,,47,,,). Since A;, , nB(vi,,,,47,,,) = F, Ai, N A;, ., = @ for every h <k,
implying that A;,, A;,, ... A;, , are pairwise-disjoint. See Figure 2 for an illustration of the inclusion
relation between A;,, A;, and A;, with B(v;,,47i,), B(vis,4ri,) and B(v;,,47;,). One can see from
Figure 2 that, if we keep going up the path, we gain more clean points.

level '1:4 Q _________

B(vu JAr,)
level i,
QO QA%
B(U“,4r“)
o O A,
evel 1,
\&/ e A,

B(v,_l Ar,)

Figure 2: An example of A4;,, A;, and A;,. Here, 4;,, A;, and A;, are disjoint. For each k' € {1,2,3},
Aik’ c B(Uik,4’l"ik) for all k> k'.

We then bound the total number of points in A;, for all ke [1,s-1]:

s-1 521 s=1 maxdeg; B(v;,,4r;, ). $=1 maxdeg; B(v;,,4r;,)
JORAEDNENEDY] S S E—
k=1 =1 k=1 3 k=1 3

) (i maxdegikB(vik,élrik)) ~ maxdeg; B(v;,,4r;,) N 26(6f +6) —Ef

=1 3 § §

In the next part of the proof, we show that only f + 1 of those clean points gained from lower
levels turned into semi-saturated.

Let A = Uzj A;,. We prove by contradiction that at most f + 1 points in A are not is-clean,
which will give us the lemma. We have two observations. First, if a point is k-clean for some k,
it is also k'-clean for every k' < k. Similarly, if a point is k’-saturated, it is also k-saturated for
every k > k’. Hence, every point in A is ig-clean. Second, every point in A is not saturated before
iteration ;.

(20)

>6f+6.

Claim 4. There is no point in A becoming saturated before iteration is.

Proof. Let w be an arbitrary point in A and k € [0,s — 1] be the index that w € A;,. Since w
is igy1-clean, deg;  (w) < caf. On the other hand, w € B(v;,,,,47;,,,). Recall that for every
iop < h' < h <ig, (vp,h) is the ancestor of (vp,h') and hence B(vp,4rp) € B(vp,4ry). Thus,
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for every h € [ig41,is], w is also in B(vp,4r,), implying that deg,(w) < maxdeg, (B(vp,4rp)).
Therefore,

is—1 is—1
deg,; (w) = degq-lm(w) + Z deg), (w) <cof + Z maxdeg;, (B (vp, 411,))
h=tig41 h=tg41 (21)
1//
<cof + Z maxdegy, (B (vp, 411)) (since i" =i <ipy1 <is=1)

h=i"

Recall that ¢" is the highest index such that Zgzi" maxdeg, (B (vg,47)) > (1+1)-2¢-(6f +6). By
the maximality of i, ¥4_,,,, maxdeg, (B(vg, 4r)) < (1 +1)-2¢ - (6f +6), implying that:

i’ i’

> maxdegy (B(vg,4r1)) < > maxdegy (B(vg,4ry)) + maxdeg;.(B(vir, 4rin))
k=i k=i""+1 (22)

<(U+1)-26-(6f+6)+&f <(c3—ca)f.

The last equation holds by the choice of ¢ and c3. By Equation (21) and Equation (22), we get
deg_; (w) < c3f and hence, w is non-saturated before iteration i,. O

Assume that A contains more than f + 1 non-clean points before iteration is. Let (x,y) be
the first cross edge in E* such that after M (S(x),S(y)) is added to H, A has more than f + 1
non-clean points. Let j be the level of (z,y) and ¢ be index such that i; < j < i1 (0 <t < 5).
Let 7(x,y) be the time when M (S(x),S(y)) is added to H. Since all points in A are not is-
saturated by Claim 4, A contains only clean and semi-saturated points before 7(x,y). Furthermore,
the number of semi-saturated points in A is at most f + 1 before 7(z,y). Let Aq, = Up<t 4i,
and Ay;, = AN Ay, = Upst Ai,. Since all points in Ay;, are i441-clean, they are also clean after
7(x,y). Then, all semi-saturated points in A before and after 7(x,y) are in A;,. Recall that
A, € B(u;,,4r;,); hence, diam(A;,) < 8r;, < 8r; as i < j. Since the number of clean points in
A, before 7(x,y) is smaller than that after 7(x,y), there must be a clean point in A.;, becoming
semi-saturated. Thus, S(z) or S(y) must contain a clean point in A.;,. However, by Corollary 1,
there are at most f + 1 semi-saturated points in A;, after 7(z,y), contradicted to the assumption
that A contains more than f + 1 non-clean points after 7(z,y).

Therefore, the number of is-clean points in A is at least (6f +6) — (f+1) = 5f + 5. Since
A € B(uy,,4r;,) = B(uy,4ry) (recall ig = '), B(uy,4ry) contains at least 5f + 5 clean points at
level i’. Using Corollary 2, we obtain that the number of i-clean points in B(u,4r;) is at least
(5f+5)=(f+1)=4f +4.

O

6 Fault-tolerance

In this section, we prove the fault tolerance property, meaning that after removing any f points

from H, the remaining graph is still a spanner. Throughout this section, we assume that € < %.

Lemma 14. Algorithm 1 produces a f-VFT (1 + be)-spanner H of X, i.e., for any set F of at
most f points in X, H[X - F'] is a (1 + 5¢)-spanner of (X - F,0).
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Equivalently, we need to show that for every pair of points (u,v) and every set F' ¢ X \ {u,v}
of at most f points, there is a path from u to v in H — F' whose length is at most (1 + €)d(u,v).
We prove by induction on the length §(u,v). To find a short path from u to v in H — F, we follow
the shortest path P from u to v in G. Intuitively, we find a cross edge, denoted by (x,y), in E*
from an ancestor z of (the leaf corresponding to) u to the ancestor y of some point u’ between u
and v in P. Hence, we create a path in H — F' from u to a surrogate of x to a surrogate of y, and
recursively do the same for the path from ' to v. For this method to work, we need (z,y) to have
two properties:

e 5(z,y) is a good approximation of (u,u’). This is the case when (z,y) is a low ancestor of
the original cross edge of (u,u') (the formal definition of an ancestor of a cross edge will be
given later).

e Each surrogate set of z and y has f + 1 points; otherwise, if one surrogate set, say S(z),
has less than f + 1 points, then there is no non-faulty edges in the bipartite connection
M(S(z),S(y)) in case F' = S(z) (a faulty edge is an edge with at least one end in F'). By
Lemma 7, a complete node always has f + 1 points in its surrogate. Hence, we find z among
the complete ancestors of (u,0).

For each incomplete node x in T, the lowest complete ancestor (LCA) of z, denoted by LCA(x),
is the parent of the almost complete ancestor of x. Recall that an almost complete node is an
incomplete node whose parent is complete. For each point v € X, let LCA(u) = LCA(u,0). For
each cross edge (z,y), a cross edge (Z,7) is an ancestor (parent) of (z,y) if  and § are ancestors
(parents) of x and v, respectively. For each pair (u,v) € X2, assume that (@, ) is the original cross
edge of (u,v). The k-cross edge of (u,v) is the ancestor of (u,?) at level Ivl(a) + k. If k < 10, we
call (z,y) a good cross edge of (u,v).

Recall that an original cross edge of (u,v) is the lowest-level cross edge (x,y) such that 2 and
y are ancestor of (u,0) and (v,0). For each level-i node x and a level j, consider two cases:

o If j >4, Aug;(x) is Cross(NC[2']), with 2 is the ancestor of x at level j.

e If j <i, Aug;(x) is the union among all descendants " of x at level j of Cross(NC[z"]).
Recall that Cross(A) is the set of cross edges between nodes in A for every X c V(7).
Property 3. We have the following properties:

1. Let (u,v) be any pair of points in X, i be the level of the original cross edge of (u,v) and k be
any integer in [0, —1]. For every k-cross edge (u,0) at level j =i+ K, 6(,0) >1;- (ﬁ - 4).
Furthermore, if k <10, 6(@,0) > 64r;.

2. Let (u,v) be any pair of points in X, (@,0) be any good cross edge of (u,v) and j be the level
of (@,?). For every two points u’ € B(@, 16r;) and v’ € B(9,167;), 1-573¢ < % <1+573€.

3. Let x be any node in T, i be a level in T such that Ivl(x) <i < ¢ and (y,z) be any level-i cross
edge in Aug;(x). Then, 6(z,y) < (A +2)r;.

4. For any original cross edge (1,?), log(s(ﬁ—)\’@) <Ivl(a) <log @ +2.
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5. Let (z,y) be a cross edge at level i (§(x,y) < Ari). For any ancestor (z',y") of (x,y) at
level i!, (2',y") is also a cross edge, i.e., 6(x',y") < Ary, which implies that ' € NC[y'] and
y e NC[2'].

Proof. Item 1: Let (u,?) be the original cross edge of (u,v). By Item 3 of Property 1, §(u,v) >
Ar;[6. By Claim 1, 6(@,@),5(0,0) < 2rj. By the triangle inequality,

6 -5~

as claimed. When £ < 10, 6(@,7) > ;- (g2 —4) =7 - (55(1+ €)= 4) > 64r; as A =520(1+¢€1).
Item 2: Let (4, ) be the original cross edge of (u,v) and i = lvl(%). By Claim 1, (@, @), 5(0,0) <
2rj. Using the triangle inequality, we have:

5(71,13)26(&,@)—5(&,&)—5(@,@)2/\ri/6—4rj=rj( A —4) , (23)

S(u',v") <8(a,0) +0(u', @) + (v, D)
<8(a,0) +6(u' 1) +6(v',0) + 8(a, @) + 6(0,9)

—_— — (24)
Slﬁrj Slﬁrj

<6, 0) + 167 + 1675 + 21 + 21 < 6(i, 0) + 3675 < 5(11, D) + 557

Similarly, §(u’,v") > §(@, 0) - 513r;.

o(u',v') _ (1) + 5 1. 587 + 4r; 1. 513+ 4
S(u,v) = 0(a,0)—4r; 6w, d) -4  6(0,0)/ri—4
cp4 204 (by Item 3 of Property 1) (25)
S em O roper
N6-1 y perty
13
4
I i <1453
519(1+1/e) -6
Using similar argument, 65(211;21)) >1-573%.

Item 3: Let x; be the ancestor of z at level i. Since (y,z) € Aug;(x), y and z are both in
NCz;]. Hence, 6(z;,y) < Ar;. By the triangle inequality, we have §(z,y) < §(z,z;) + 6(z;,y) <
2r; + Ar; < (A +2)r; since 6(x, ;) < 2r; by Claim 1.

Item 4: Let i =1vl(@). By the definition of cross edges, 6(,?) < Ar;. By Item 3 of Property 1,
d(w,0) > Ar;/6. Taking the logarithm of both sides, we obtain the desired inequality.

Item 5: We only need to show that Item 5 is true when (z’,y") is the parent of (z,y) (i’ = i+1),
the result for any ancestor of (z,y) follows by induction. By Claim 1, 6(z’,z),(y’,y) < 2r;. Using
the triangle inequality,

5(a',y") <o(a",x) + 6(x,y) +6(y,y') < 2ri + Ay + 2y

26
<(A\/B+4)ry < Ary (since ry = 5r; and A > 5), (26)
as claimed. O

By Item 1, a good cross edge (z,y) at level i is always longer than 64r;. Hence, when Algorithm 1
discovers a good cross edge (x,y) either in line 6 or line 16, (x,y) is always added to E*.
Given a path P = (uy,us,...u;) in G, a cross edge (x,y) is a P-detour if:
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e (z,y) is a good cross edge of (uy,u;) or

e (z,y) is a good cross edge of (u1,uy) for some integer k € (1,1) and both x and y are complete.

We consider some properties of a P-detour:

Property 4. Let u and v be two points in X and P be the shortest path from u to v in G. Let
(x,y) be a P-detour in E* and i=1Wl(x) (=1Wvl(y)). We have the following properties:

1. There exists a non-faulty edge (w,z) in H such that w € B(x,16r;) and z € B(y, 161;).
2. r; <5 % min{0(u,v),d(z,y)}.

Proof. Ttem 1: Consider the time we add M (S(z),S(y)) to H in line 22. We show that there is at
least one remaining edge in M (S(z),S(y)) after f points (not including u or v) is deleted.

If x and y are complete, S(z) and S(y) contains f + 1 points each, and by Definition 3,
M(S(x),S(y)) is a matching of size f + 1. Hence, when we delete f points, there is still at least
one remaining edge in M (S(z),S(y)). By Algorithm 2, S(z) ¢ B(z,16r;) and S(y) < B(y, 167;),
which completes our proof.

If either S(x) or S(y) is incomplete, then = and y are ancestors of (u,0) and (v,0) by the
definition of a P-detour. By Definition 3, M (S(x),S(y)) is the complete bipartite graph between
S(z) and S(y). Hence, we only need to show that S(z) \ F and S(y) \ F' are non-empty. This
is true if |S(z)| = f+1 or |S(y)| = f+1. If |S(x)| < f, since the surrogate set of an incomplete
node must contain all of its leaves, S(x) must contain u. Then, S(z)~ F' is non-empty since u ¢ F.
Similarly, S(y) \ F' is non-empty.

Item 2: Since (z,y) is a good cross edge of (u,u’) for some u' € P, (z,y) is a k-cross edge of

(u,u") with k <10. From Item 1, we have §(z,y) >r; (% —4). Hence,

A L s(u,u) A !
D O N A G 4 by It. 2 of Prop.
ri 6(z,9) (6-5” ) 1+53¢ (6-5” ) (by of Prop. 3)

< distg(u,u’) ( A —4)_1 < distc (v, v) ( A —4)_1
1+573¢ \6-5° 1+57% 6.5
-1 -1
< (L+€)d(u,v) ( A _4) < (1 +€)o(u,v) ( A —4) (since x < 10)
1+53c  \6.5% L+579%¢  16-510
_ 1l+e 65
- 1+ 5_36 520(1 + 6_1) -24 - 510

(since P contains u’)
(27)

5(u,v) <5 %€ (u,v)

The first equation of Equation (27) also gives us:

A

-1
G50~ 4) (since k < 10)

r; <o(x,y) (% —4)_1 <o(z,y) (

6'510
T B0(L+el)-24-510

0(z,y) < 5_865(90, v),

as claimed. O

We have the following lemma:
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Lemma 15. For every pair of points (u,v) in X, let P be any shortest path from u to v in G.
Then, there exists a P-detour in E*.

We now show that Lemma 14 follows from Lemma 15.

Proof of Lemma 1/. Let u and v be two points of X \ F and P = (u = uj,ug,...u; = v) be a
shortest path from u to v in G. We induct on the length 0(u,v). If 6(u,v) < A (the minimum
distance between two points is 64), we claim that the cross edge between (u,0) and (v,0) is in E*.
Observe that both (u,0) and (v,0) are incomplete since each of them has one leaf with degree 0
before iteration 0. Hence, by line 12-16, the cross edge between (u,0) and (v,0) is in E* since
d(u,v) > 64 > 64rg. By line 22, M(S(u,0),S(v,0)) is added to H. By line 2 of Algorithm 2
S(u,0) ={u} and S(v,0) = {v}. Thus, (u,v) e E(H).

Assume that for any two points in X \ F' with distance less than §(u,v), there is an (1 + 5¢)-
spanner path between them in H-F. By Lemma 15, there exist a P-detour (z1,y1). Let iy = Ivl(xy).
We consider two cases:

Case 1: (x1,y1) is a good cross edge of (u,v). We claim that there is a path from u to v with
total weight less than (1+5€)d(u,v). Let u',v" be two points in B(z1,167;,) and B(y;, 1674, ) such
that (u/,v") € E(H - F). v and v’ exist by Item 1 of Property 4.

Since (u,0) is a leaf of z1, 0(u,x1) < 2r;, by Claim 1. By the triangle inequality,

S(u',u) <6(u, 1) +6(x1,u’) <2y, + 167, = 181, (29)

By Item 2, 7;, <5 8¢5(u,v). Plugging in Equation (29), we obtain §(u’,u) < 18-5 8¢5 (u,v) < §(u,v).
By our induction hypothesis, disty_p(u’,u) < (1 + 5€)d(u,u’). Using the same argument, we get
d(v,v") <18r;, and disty_p(v,v") < (1 +5€)d(v,v"). By the triangle inequality,

disty_r(u,v) <disty_p(u,u’) +5(u',0") + disty_p(v',v)

< (1+5€)8(u,u") +6(u',v") + (1 +5¢) 6(v', v)
N~—— N~——
§187’i1 SISTil

< (1+5€)36r, +0(u',v") < (1+5€)36r;, + (1+53€)d(u,v) (by It. 2 of Prop. 3)
< (1+5€)36-5 %5 (u,v) + (1 +572€)d(u,v) (by It. 2 of Prop. 4)
< (1+2€)0(u,v) < (1+5€)d(u,v) (since € < 1/20),

(30)

as claimed.

Case 2: (x1,y1) is a good cross edge of (u1,u,,) for some a; € (1,1). For each j € [1,1], let
P; be the subpath (uj,ujs1,...1;). By Lemma 15, there exists a P,,-detour, denoted by (z2,%2),
such that (x2,y2) is a good cross edge of (ug,,uq,) for some as > a;. Recursively, for each k > 0,
we find the P, -detour, denoted by (Zki1,Yk+1), such that (zgi1,Yk+1) is a good cross edge of
(uqy,, Uay,,) until agy; = . Assume that we have s + 1 of such detours with s > 0. Let D =
{(xhyl)a ($27y2)7 s (3757 ys)a (xs+17 ys+1)}‘

Observation 4. We have the following properties:
1. For every ke [1,s+1], (zk,yx) is a good cross edge of (uq,,Uq,,,)-

2. For every k € [1,s], x and yx are complete.
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3. For every k € [1,s], xp+1 and yi are ancestors of (uq,,0). Hence, either xy,1 or yi is the
ancestor of the other.

4. a1<a2<a3<...<as+1:l.

For every k € [1,s+1], let 4 =1vl(z). For k € [1, s], let wy, and z be two points in B(zy, 167, )
and B(yg, 167, ), respectively, such that (wg, z;) € E(H). wy and zj, exist by Item 1 of Property 4.
See Figure 3 for an illustration.

o0

B(z, 167, )

B(ykv 167’.7%)
! T R —— Cross edge in E*
Edge in H
P Q/\/\_/‘/\/\/\/\/‘ ——— Path Pin G

U ual u‘h uazz

Figure 3: An illustration of (zx,yx), (wg, z) for i € [1,3]. Here, it might be misleading that w,, is
far from x,; and yg. In fact, u,, is in both B(xgs1,16r.1) (the blue ball) and B(yg, 167%) (the
yellow ball). Furthermore, the higher ball in {B(x.1, 167%41), B(yk, 167)} contains the other.

Let ag = 1. Using the triangle inequality, we have:

S s—1
diStH,F(u, Zs) < distH,F(u,wl) + Z diStH,F(wk, Zk) + Z diStH,F(Zk,w]Hl)
k=1 k=1 (31)
s s—1
=disty_p(u,wy) + Z S(wg, z) + Z disty_p(zk, Wri1)
k=1 k=1

By Item 2 of Property 3, d(wy, 2x) < (1 +573€)8(ua,_,,Ua, ) for every k € [1,s]. Hence,

> 6wk, 2x) < (1+ 573) > 6(tay y,Uay) < (1+ 573) > dist (e, ,Uay)
k=1 k=1 k=1

<(1+ 5_3e)dist(;(u>uas)

(32)

The last equation holds since u,, = u; = u and the shortest path from u to u,, in G, which is P,
contains ug,, Ugy - - - Ug,_; -

We claim that 0 (u,w; ) and 6(zg, w41 ) for k € [1,s-1] are less than 0(u,v). Hence, dist - p(u,w1)
and disty_p(zx, wr+1) are approximate their distances in (X,0). Since 6(u,x1) < 2r;; by Claim 1
and w; € B(x, 16r;,), using the triangle inequality, we have:
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O(u,wr) <0(u, 1) +0(x1,wy) < 18r5, < 321, (33)

For every k € [1,s — 1], 2z € B(yg, 1675, ) and wgy1 € B(2g41,1675,,,). By Item 3 of Observation 4,
either yj, or zj.1 is the ancestor of the other. If y; is an ancestor of .1, then B(zgyq, 167, ) C
B(yg, 167, ) by Item 1 of Property 2, implying that w1 € B(yx, 167;, ). Hence, §(2x, wii1) < 167, +
16r;, = 32r;, . Otherwise, xx41 is an ancestor of yj. Using similar argument, we get 0(zg, Wg+1) <
32r;,,,. Therefore, we obtain:

d(2k, We1) < 32max{r;,,ri,,, }- (34)

We then prove that 0(u,v) > 32r; for every k € [1,s]. Since G is a (1 + €)-spanner of X, for
every k € [1,s+ 1], we have:

distg(u,v) N 0(Uay,» Uay, )

d(u,v) > i 2 e (since P contains (uq, , Uq,,,))
2k, Yr)
by It. 2 of Prop. 3
= (1+53¢)(1+e) (by It. 2 of Prop. 3) (35)
5%¢1r;
> "k, by It. 2 of Prop. 4

implying that 6(u,v) > 32r;,. By Equation (33), Equation (34), Equation (35), we get 0(u,w1)
and 0(zg,wk,1) are less than §(u,v). Hence, by the induction hypothesis, disty_p(u,wy) < (1 +
5€)d(u,wy) and disty_p(zk, wie1) < (1 +5€)d(2k, wry1). Then, Equation (33) implies that:

disty_p(u,w1) < (1+5€)d(u,wi) < (1+5€)32r;, < (1+5€)32 > 7y, (36)
k=1

Similarly, Equation (34) implies that:

s—1 s—1 s—1 k
Z diStH_F(Zk, wk+1) < (1 + 56) Z 5(Zk, wk+1) < (1 + 56)32 2 max{rik,mkﬂ} < (1 + 56)64 ka.
k=1 k=1 k=1 i=1
(37)
We then bound ¥5_, 7, . For every index k € [1,s], by Item 2 of Property 4, r;, < 5 %e5(xr, Yk )-
Since (zy,yx) is a good cross edge of (ua, ,,ur), Ti, < 5 oed(xk,yr) < 5 8€(1 + €)6(ua,_,,ur) by
Item 1 of Property 3. Hence,

S S
Y1, < 581 +e€) > 0(uay s Uay) < 58¢(1 + €)distq(u, ug, ) , (38)
k=1 k=1
since the shortest path between u to ug, in G contains ug,,Uq,, - . - Uq, ,. Plugging Equation (32),
Equation (36) and Equation (37) in Equation (31), we get:

disty_p(u,z5) < (1+5%€)diste(u,uq,) + (1 +5€) - 96 Y. 7y,
k=1

< (1+57%€)distg(u,uq,) + (1 +5€)96 - 55 €(1 + €)dista(u, us,) (by Eq. 38)

<1/2 as e<1/20
< (1+3e/4)distg(u,uq,) < (1+3€/4)(1+€)d(u,uq,) (since G is a (1 + ¢)-spanner of X)
< (1+2€)0(u,uq,)
(39)
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The proof of Equation (39) contains all the key ideas of this lemma. The remaining part of the
proof focuses on how to deal with a tricky corner case when x4, is incomplete.

We consider (s:1,Ys+1)- If 2541 is complete, let wgy1 and zs41 be two points in B(xsi1,47,,,)
and B(ys+1,7i,,,) such that (wss1,2541) € E(H — F). wsy1 and zg41 exist by Item 1 of Property 4.
Using the same argument in Equation (39), we have disty_p(u, zs+1) < (1+2€)d(u,v). By Claim 1,
d(v,ys+1) < 2r;,,,. Using the triangle inequality, we get:

6(, 2541) < O(V, Ysa1) + 0(Ysr1s 2s41) < 2mi,, + 1675,
=187, <18(1 +€)*57 s (u,v) (by Eq. 35) (40)
<ed(u,v)/2 ,

implying that §(v, zs4+1) < (u,v). By our induction hypothesis, dist 7_r (v, z511) < (1+5€)d(v, 2511) <
(1+5€)ed(u,v)/2. Thus,

disty_p(u,v) <disty_p(u,zs:1) + distg_p(zs:1,0)

< (1+2€)0(u,v) + (1+5€)ed(u,v)/2 < (1+3€)d(u,v) (41)

)

as € < 1/20.
The last case is when x4,1 is incomplete. Let ¢ = LCA(u,,) and ¢ = Ivl(z) and ¥ be the ancestor

of (v,0) at level i. Since (¢,7) is an ancestor of a cross edge, 0(¢,0) < A\r; by Item 5 of Property 3.
Consider two cases:

¢

Q

Z

Figure 4: An illustration of two cases. The blue, orange edges and the cyan and yellow balls have
the same meaning as those in Figure 3. The purple node is the LCA of u,, and the white node v is
the ancestor of v = u,,,, at the same level. The cross edge between ¢t and v is not in E* for the first
case (a). In figure (b), (t,v) € E* and hence there is an edge of H — F' in the bipartite connection
between S(t) and S(v).
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Case 1: 6(t,0) < 64r;. Let w be a point in B(#,16r;) N\ F. w exists since by Lemma 11,
B(t,4r;) contains at least 4f + 4 points. See Figure 4 (a) for an illustration. Since i < i5, we get
ys is an ancestor of z, implying that B(¢,16r;) ¢ B(ys, 1617;,) by Item 1 of Property 2. Hence,
w € B(ys,167;,). Both zs and w are in B(ys, 167;,), 0(zs,w) < 32r;, < §(u,v) by Equation (35),
which implies:

disty_p(zs,w) < (1+5€)d(zs,w) < (1 + 5€)32r;, (42)

by the induction hypothesis. On the other hand,

d(w,v) <o(w,t)+0(t,0) +0(v,v)
<O(w,t) +64r; +6(0,v) (by our assumption)
< 167; + 6471 + 6(0,v) < 80r; + 6(0, v) (since w € B(t, 167;))
< 96r; < 967, (since 0(v,v) < 2r; by Claim 1).

(43)

Since 7;, < 278¢(1 + €)25(u,v) (Equation (35)), we get §(w,v) < 96-27%(1 + )26 (u,v) < §(u,v) as
€ < 1/20. By the induction hypothesis,

disty_p(w,v) < (1+5€)d(w,v) < (1 + 5¢)96r;, (44)
Hence,

diStH,F(u, U) < diStH,F(u, Zs) + diStH,F(ZS7 w) + diStH,F(w, 1))

<(1+2¢)  (u,ug,) +distg_p(zs,w)+disty_p(w,v) (by Eq. 39)
—_———
<w(P)<(1+€)d(u,v)

<(1+26)(1+€)d(u,v) + (1+5€)32r;, + (1 + 5€)967;, (by Eq. 42 and Eq. 44)
< (1+4€)d(u,v) +128(1 + 5e)ry,
< (1+4€)0(u,v) +128(1 + 5¢) -5 %(1 + €)?6(u,v)  (by Eq. 35)
< (1+4€)d(u,v) +ed(u,v) = (1+5€)0(u,v) (since € < 1/20),
(45)

as claimed.

Case 2: 6(t,0) > 64r;. Then, (t,0) € E* since §(¢,0) < Ar;, and Aug;(t) € E* as z has at
least one incomplete child (line 16). Let w and v” be two points in S(¢) and S(?) such that
(w,v") e E(H-F). w and v" exist since S(t) contains f + 1 points and S(?) contains either f +1
points or v. See Figure 4 (b) for an illustration.

Since both w and u,, are in B(¢,16r;) (6(uq,,t) < 2r; by Claim 1), we have §(w,uq,) < 32r; <
32r;_. Similarly, 6(zs,w),d0(v"”,v) < 32r;,. Since 32r;, < §(u,v) by Equation (35), using the induc-
tion hypothesis, we obtain:

disty_p(zs,w) < (1 +5€)0(zs,w) < (1 + 5€)32r;,

Similarly, dist_p(v"”,v) < (1 + 5€)32r;,. Using the triangle inequality, we have:
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disty_p(zs,v) <disty_p(zs,w) +disty_p(w,v") +disty_p(v",v)
< (1+5€)32r;, +6(w,v") + (1 +5¢€)32r;, (since (w,v") is in H - F)
< (1+5€)64r;, +6(w,uq,) + 8(tqa,,v) + 5(v,0")
< (1+5€)64r;, + 3215, + 0(uq,,v) + 3215, (since w,uq, € B(ys, 167;,) and v,v" € B(©,167;))
< (1+5€)1287;, + 0(uq,,v).
(46)

Consider a path from u to v passing through z,, we have the following bound based on the triangle
inequality:

disty_p(u,v) <disty_p(u,zs) + distg_p(zs,v)
< (1+2€)0(u,uq,) + (1+5€)128r;_ + 0(uq,,v) (by Eq. 31 and Eq. 46)
< (1+2€)(6(u,uq, )+ 0(ua,,v)) + (1 +5e)1287r;, (47)
< (1+2€)(1+€)d(u,v) + (1 +5€)128-5%(1+€)*5(u,v)  (by Eq. 35)
< (1+5€)d(u,v) (since € < 1/20),

as desired. O

In the rest of this section, we focus on proving Lemma 15. We first define some notation. Given
a path P = (uj,ug,...u;) in G. A cross edge (z,y) is a P-jump if:

1. z is a complete ancestor of (u1,0) and y is an ancestor of (u;,0) for some j € (1,1].

2. (x,y) is a k-cross edge of (ur,u;) with 0 <k <2.

A P-jump is different from a P-detour. In general, a P-detour has two complete end nodes
while the definition of P-jump only guarantees one end to be complete. A P-jump (x,y) with
incomplete y is a P-detour if and only if y is an ancestor of (u;,0).

For every set of cross edges A, let Pa(A) be the set of all cross edges (z',y") such that there
exists a child (z,y) of (z/,y") in A. We call Pa(A) the parent set of A. Given a positive integer i,
let Pal(A) = Pa(A) and Pa’(A) = Pa(Pa’ !(A)). For each node = and a nonnegative integer i, we
also use the notation Pa’(z) for the ancestor of z at level lvl(z) +i. We prove the following lemma:

Lemma 16. Let u and v be two points in X, P = (u = uy,us,...u; =v) be the shortest path between u

and v in G, i1 be the level of LCA(u1) and vy be the ancestor v at level iy. If S(LCA(u1),v1) > Ary,,

then there exists a P-jump (x0,y0) in E*. Furthermore, Pa?(Aug(xo,0,log \)) and Pa?(Aug(yo,0,log \))
are subsets of E*.

To prove Lemma 16, we first show that if a cross edge (y,z) is an augmented cross edge of a
node x, then some particular augmmented cross edges of y and z are also augmented cross edges
of x.

Claim 5. Let x be a node in T, v1 and 2 be two non-negative integers such that v1 < vo —2 and
(y,2) is a cross edge in Aug(z,0,71). Then, Pa?(Aug(y,0,v2-71-2)) and Pa?(Aug(z,0,v2-71-2))
are subsets of Aug(x,0,72).
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Proof. By symmetric property, we only need to show Pa?(Aug(y,0,v2-v1-2)) € Aug(z,0,72). Let
iz and i, be the levels of z and y, i, <4y <i,+71. For each cross edge (z,w) € Aug(y,0,v2 -1 -2),
let 4, be the level of z and w (iy < iy, < iy +72 — 71 —2), 2’ = Pa?(2) and w’ = Pa?(w). We prove
that (2',w") € Aug(z,0,72).

Since (z,w) is a cross edge, its ancestor (2’,w’) is also a cross edge by Item 5 of Property 3.
Observe that 1vl(2") = 9., +2 < iy+7y2—71 < ig+72. Then, to finish the proof of (', w") € Aug(z,0,72),
we only need to show that both 2’ and w’ are in the cross neighborhood of the ancestor of z at
level 1vl(2").

Let ' and 3" be the ancestors of z and y at level Ivl(2") =i,y + 2. By Item 3 of Property 3,

5(z,y) < (A +2)ry, and 0y,z) < (N+2)ri., (48)
We show that 6(z',2") < Ar;_,+2 and hence 2z’ € NC[z']. By the triangle inequality, we have:

52", ") <6(a!,x) +0(x,2) +(2,2") <dri 10+ 0(x,2) (since W1(z") = V1(2") = i,y + 2)

N————r S———
S27"lvl(z’) £27’1vl(z')
<Ari 2 +0(x,y) +0(y, 2) (by triangle inequality) (49)
AT eo+ (A +2)r, + (A +2)75,, (by Eq. Equation (48))
A+2  A+2
< (4 et 7) Tiowt2 S AT 042 (since iy < iy and A =52 (1+¢™1)),

as claimed. Similarly, w’ € NC[x']. Therefore, (2',w") € Aug(z,0,72).
O

Proof of Lemma 16. We find a P-jump from the set of cross edges of E(G) if there is a long edge
in some prefix of P. Otherwise, we claim that there exist P-jump from the set of argumented cross
edges of nodes in LNF.

Let 1 = LCA(uy) and xg,x3,...x; be the ancestors of ug,us,...u; at level i1, respectively.
Let j be the largest integer in [1,l] such that §(z1,z;) < Ary. Since 6(LCA(uy1),v1) > Aryy,
j < 1. Let (@1,05,1) be the original cross edge of (u1,uj+1). Because of the maximality of j,
Wl(@) = vl(@j41) > 1. Then, (@1, 4j41) is a P-jump.

If lvl(@1) <41 +3log A then (@1,4j4+1) € E* by line 3 — 9 in Algorithm 1. Using Claim 5 with
71 = 3log X and 75 = 5log A, we obtain Pa?(Aug(t,0,7v2 -1 —2)) is a subset of Aug(zy,0,5log \).
Since v5 — 1 —2 = 5log A — 3log A — 2 > log A, Pa?(Aug(@1,0,log \)) is a subset of Aug(z1,0,5log\)
and hence is in E*. Similarly, PaQ(Aug(aﬁl,O,log A)) is also in E*.

The last case is when lvl(@;) > i1 +3log A. Let (@, @j+1) be the original cross edge of (uj,u;41).
By line 3 - 9, (@;,%;+1) € E*. Let i and i be the levels of Uj41 and w41, respectively. We claim
that 7 — 2 <7 < i+ 2, and therefore, there exists a good cross edge of (u1,uj+1) in E*. To do that,
we show the following claim:

< d(01,j41) <9

. 1
Claim 6. 2 < 3@ a0 S

Proof. We first prove that §(t1,%;1) < 20(ty, Uje1). Since WvI(w1) > i1 +3log A, 6 (@1, Uje1) > N7y,
By triangle inequality, 6(ui,u;) < (A+32)r;, < ()‘+32)6/\(;1’uj”) < 2081) pocause N2> 20 > A+ 32.

)
%. Using the triangle inequality,

By Item 2 of Property 3, 6(@1, ;1) <
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d(t,tjs1) < O(ut,uji1) < 6 (ur,uj) +0(uj, wjvn)

A A (1-53¢) A (1-573€) ’
L CIRTSY)
A(1-53¢)-1
d(uj, uje1) +0(ur,uj) < (1+€)d(uj,ujpr). Then, we have:

d(ur,uj) < (A+32)r;, < (50)

implying that 6(ui,uj) < < €ed(uj,uj+1). By triangle inequality, 0(u1,uji1) <

61, 0j1) < (1+572€)8(ur, ujs1) (by It. 2 of Prop. 3)
<(1+573)(1+€)d(uj,ujs1) < (1+€)?5(uj, ujir)

- 61
. i _;265(@]',71]'“) (by It. 2 of Prop. 3)

<26(aj,uje)

as claimed. Similarly, 6(@1,@j1) > 1/2-6(t;, Uje1). O
Hence, from Item 4 of Property 3, we have i < log Ml—;\w +2 and ¢ > log M Therefore,
o O O NGO
i ctog X i) o g O Ba) o 0 Tn) g (52)
A 5(uj, uj+1)

implying that 7 <1+ 2 since both ¢ and 7 are integers. Similarly, ¢ > — 2.

Let (w1, wjs1) be the 2-cross edge of (u1,u;4+1), i.e., the ancestor at level i+2 of (G, Ujs1)-
(w1, wjs1) is a P-jump by definition. We complete our proof by showing that (wi,w;1) € E*. By
line 3 - 9, Aug(@;+1,0,5log A) € E*. Observe that Ivl(w;.1) = i+2€[i,1+4], implying that Wiy 18
an ancester of ;41 at a level lower than or equal to i +4. Hence, (w1, wjs1) € Aug(e;+1,0,51log A).
Furthermore, by Claim 5, we also obtain Pa?(Aug(wi,0,log))) and Pa®(Aug(w;j1,0,log))) are
in £, O

To construct a P-detour, we keep finding a jump recursively on subpaths of P until we reach a
complete end. We later prove that the set of those jumps has a structure called P-stair-jump.

An oriented cross edge (z — y) is a cross edge with direction from z to y. We formally define
a P-stair-jump.

Definition 5. Given a path P = {uj,us,...w} of G, an ordered set of oriented cross edges D =
{(z1 = 11), (22 > y2),...(xh = yn)} is a P-stair-jump if:

e For any k, (xk,yr) is a good cross edge of (Ua,,Us, ), ar < bg, a1 =1 and agy1 = by for any
—
k <|D].

o (zk,yk) is a Py, -jump with Pj = {(uj,ujs1), (Wjs1,u42), - . (w—1,u)} for every j € [1,1].

o Wvl(zy) <Wvl(xg) <...<vl(zp).

—
See Figure 5 for an illustration. The set D containing undirected versions of cross edges in D

—

is an undirected P-stair-jump. The node vy, is the tail of D and D.
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Q

P

Uy, Up,= U, Up,— Ua, Up,— Ua,

Figure 5: An example of a P-stair-jump with three cross edges. Note that u,, = u. Each pink node
Yk is a descendant of a purple node zp,1. When we construct a P-stair-jump later in the proof of
Lemma 15, every pink node is incomplete and every purple node is complete.

We prove that the total weight of D is approximate the weight of the highest cross edge.

Claim 7. Let u and v be two points in X and P = (u = uy,us,...u; =v) be the shortest path from
—
u to v in G. For any P-stair-jump D = {(x1 = y1), (x2 = y2),...(xp = yp)} with the last point u’,
A 2\
250(1+6)2 Tlvl(zh) < 6(”17“’,) < 1__6T1V1(1‘h)'

Proof. By Definition 5, we have lvl(z1) < lvl(z) < ...1vl(zp). By Definition 5, there exists
{ai, bi}ie[1,n) such that a1 = 1,ay41 = by, for every k € [1,h 1] and (zy,yx) is a good cross edge of
(tay,, up, ) for every k € [1,h]. Note that u' = wp,. For every k € [1,h], since (zy,yx) is a cross edge,
0(Tk, Yr) < AMi(z,)- Hence,

h h
0@y Yk) S A Y Thi(ag) < 2N Thi(a) (53)
k=1 k=1
by a geometric sum. By Item 2 of Property 3, 1 -53¢ < % <1+573€ for any k. Then, using
ak7 k
the triangle inequality, we obtain:
h h
1 2AT(en) | 2ATN(ay)
5(uq, < 6(uq,, < S(zr,y) < ho< e 54
(U1 ubh) kZ::l (uak ubk) 1-— 5_36 kz::l (l’k yk) 1- 5_36 1—¢ ( )
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For the lower bound, since G is an (1 + €)-spanner of X, we have:

distg(u1,up, ) 1

h
Z distc (uq,, us, )

0(ur, up,) 2 1+e C1l+e
k=1 (55)
> LS ) ! S 5(oeye)  (by Tt. 2 of Prop. 3)
> Ug, , Up, ) > Tk, . rop. 3).
l+e/o ko b (L+e)(1+573%) /o oo Yk Y P

Since (xk, yi) is a k-cross edge of (uq,,up, ) with 0 <k <2, §(zk, yk) > (ﬁ - 4) Thvi(ay) 2 2;‘—0-7%1(%)
by Item 1 of Property 3. Thus, we have:

"o+ 5736) £ 950 l(zy) < (1+ 6)2 250 vl(zy) )

5(11,1, Up,, (56)

as claimed. n

—
In the next lemma, we show that the highest cross edge of a P-stair-jump D is approximately
—
equal to the total distance from u to the last point of D, meaning that there is a P-detour whose
—
level close to the highest cross edge in D.

Lemma 17. Let u and v be two points in X and P = (u = ui,ug,...u; = v) be the shortest path
from w to v in G. For any P-stair-jump D = {(x1 = 1), (x2 > y2),...(xp > yn)} with the last
point u', if y is complete, there exists a good cross edge (x,y) of (uy,u’) in Pa?(Aug(zp,0,)\))
such that x and y are complete.

Proof. Let {(ak,bk)}re[1,5] be the notation as in Definition 5. We claim that the original cross edge
of (u,up, ) locates at a level not too far from lvl(zp).

Claim 8. For every integer k € [1,h], let iy, be the level of the original cross edge of (u,up, ). Then,
Wl(xg) - 3 < i < Wl(zg) + 3.

Proof. Let e = (u,up, ) and (@, %, ) be the original cross edge of e. From Claim 7, ;;JF%S)Q <
A
d(ur,up,) < % Combining with Item 2 of Property 3, we obtain:
27 (1+573€
5(i, i, ) < (1+57%€)0(uy, up,) < ”““1) ( ) (57)
—€
Hence, by Item 4 of Property 3, we have
O (@, 221y (1+573
Ivl(w) < log o, ty, ) +2<log i)~ ( ) +2<vl(z,) +3, (58)
A (1-e)A
implying that 5 < Ivl(zy) since i = 1vl(@). On the other hand:
S iy, ) > (1-5736)0(ur, up, ) > (1 - 5*36)M- (by Claim 7). (59)
* . 250(1 +€)?
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Thus, by Item 4 of Property 3, we have:

o(u,u 1-57 vl(z
vl(w) > log —(u’/\ubk) > log(( &) k))

250(1 2
R (60)
-57%¢
> 1lvl 1 —— | 2 1vl -3
o) 1o ) > M) -3
as € < 1/20. Therefore, we get vl(@) > 1vl(xg) — 3, or i > 1vl(x) — 3 as claimed. O

Let (1, 1y, ) be the original cross edge of (u,up, ). By Claim 8, Ivl(zp) -3 < Ivl(a) < Ivl(xp) + 3.
Let (zs5,t5) be the 5-cross edge of (u,uy, ), we prove that (zs,%5) is in Aug(xp,0, ), implying that
the 7-cross edge of (u,up, ) is in Pa?(Aug(wy,0,log\)). Let o) be the ancestor of xy, at level vl(z5).
x), exists since

Wi(zy,) = Wl(z5) = Wl(@) + 5 > Wi(zp) + 2 > vl(zp). (61)

The set of cross edges between nodes in NC[x} ] is a subset of Aug(zy,0,log\) because lvl(x}) =
Wvl(a) +5 < Wl(xp) + 8 < lvl(zp) + log A. Since (xp,yn) is a k-cross edge of (uq,,up, ) with 0 <k <2
and (z},,t5) is an ancestor of (xp,yp), t5 € NC[x}] by Item 5 of Property 3. We claim that z5
is also in NC[xz}]. Let (%,as, ,) be the originial cross edge of (u,us, ,). By Claim 8, lvl(a) <
Wl(zp-1) +3 < lvl(zy) +2, which is at most 1vl(z}) by Equation (61). Hence, (25, ) is an ancestor
of (@, 1, ,) and therefore, z5 € NC[x} ] by Item 5 of Property 3.

We finish our proof by showing that both ends of the 7-cross edge of (u,us, ) are complete. Since
the 7-cross edge of (u,up,) is an ancestor of (zs,t5), it is enough to show that both z5 and t5 are
ancestors of some complete ancestors of u and u, by Claim 2. Since lvl(zs) > Ivl(xp) > lvl(x1) by
Equation (61) and z is a complete ancestor of (u,0), z5 is an complete ancestor of (u,0). Similarly,
vl(ts) = Ivl(2zs) > Ivl(yp). Hence, t5 is an ancestor of a complete ancestor y;, of (up,, ). O

We now prove for any shortest path from u to v in G, there is a P-detour set in E*. For the
case that two points u and v are close, the next claim shows that if the level of the original cross
edge of (u,v) is less than the level of the lowest complete ancestor of any point in the shortest path
between u and v, there exists a good cross edge of (u,v) in E* (which is also a P-detour).

Claim 9. Let u and v be two points in X, i be the level of the original cross edge of (u,v) and
P = (u=wui,us,...u =v) be a shortest path from u to v in G. For any point uj e V(P) (1<j<1),
if i <IWWI(LCA(uy)), there is a good cross edge of e in E*.

Proof. Let i;,i, be the level of the original cross edges of (u,u;) and (u;,v), respectively. We claim
that i;,4, <i+2. Let (@,0) and (@,@;) be (u,v)’s and (u,u;)’s original cross edges, respectively.
By Item 2 of Property 3, we have:
5, @j) < (1+57%€)8 (u,uy) < (1+57%€)diste(u,u;))
< (1+57%)distg(u, v) (since P contains u; and distg(u,v) = w(P))
<(1+573€)(1+€)d(u,v) (since G is a (1 + €)-spanner of X) (62)

1+5‘3 A A
<(1+ e) 5( ,0) <20(,) (by It. 2 of Prop. 3).

By Item 4 of Property 3, i; < log =——2= o, J) +2 < log ==~ 25(“ 9 1 2<i+ 3, implying that 4; <4+ 2 since both

i; and ¢ are integers. Similarly, i, < z +2. Let 4,1, and 0 be the ancestor of (u,0), (u;,0) and (v,0)
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at level ¢ + 3. Since 4;,%, <1+ 3, (4,%;) and (u;,?) are ancestors of (u,u;)’s and (u;,v)’s orginal
cross edges, respectively. Hence, @,0 € NC[u;] by Item 5 of Property 3. Furthermore, (,?) is a
good cross edge of (u,v) by definition. If @; is incomplete, then all cross edges between nodes in
NCluj] is in E* by line 16 of Algorithm 1, implying that (@,?) € E*. If @; is complete, then ;
has an incomplete ancestor at level IvI(LCA(u;)) -1 by the definition of lowest complete ancestor.
Since II(LCA(u;)) -1>i-12>1vl(%;) - 5log A, by line 16, all (long enough) cross edges in NC[;]
are also in E*, implying that (u,0) € E*.

[

We now ready to prove there is always a P-detour for every shortest path P in G.

Proof of Lemma 15. The idea is to find a P-stair-jump D. If the tail y of D is complete, there
exists a P-detour in £* by Lemma 17. Otherwise, if y is incomplete, we keep adding another jump
to D. If we cannot find any jump, then the subtree containing y, denoted by 7}, in the LNF is
close to both u and v, implying that we can find a detour directly from an ancestor of (u,0) to an
ancestor of (v,0) in the set of augmented cross edges of nodes in Tj,.

Let P = (u=wuj,usg,...u; =v), i1 be the level of LCA(uy) and vy be the ancestor of v at level 4.
We denote by i the level of the original cross edge of (u,v). We claim that there is either a good
cross edge of (u,v) or a P-stair-jump in E*.

Let D be a list of oriented cross edges. At the beginning, D = @ and we consider P;. If
d(LCA(u1),v1) < Ariy, then the original cross edge of (u,v) has level at most i;. By Claim 9,
there exists a good cross edge of (u,v) in E*. Otherwise, §(LCA(u1),v1) > Ary,, by Lemma 16,
E* contains a good cross edge (z1,y1) of (ui,up, ) for some by > 1. Let a3 = 1. Furthermore, we
have Pa?(Aug(z1,0,log\)) and Pa?(Aug(yi,0,log\)) are also in E*. If y; is complete, then we
found a P-stair-jump with one element. Otherwise, we keep doing this process with the path P, .

Assuming that at current step, D= {(z1,y1), (x2,92), ... (xn,yn)} with h >0 such that:

e For every k € [1,h], (x5, yx) is a good cross edge of (uq, , up, ) with ay < by, a1 = 1 and ag.1 = by,
if k<h.

e y; is incomplete for every k € [1,h].
o Pa?(Aug(zy,0,log)\)) and Pa?(Aug(ys,0,log\)) are in E* for every k € [1,h].

See Figure 5 for an illustration. For every k € [1,h], let i = Wvl(zg) (= vl(yg)). Let j = by,
g; = WI(LCA(u;)) and v; be the ancestor of (v,0) at level g;. If 6(LCA(u;),v;) < Ary,, we claim
that there is an good cross edge between u and v in E*.

Claim 10. If 6(LCA(u;),vj) < Ary,, then there exists a good cross edge (z,y) of (u,v) in E*.

2
Proof. By Claim 7, mnﬂ(mh) < O(ur,uy ) < % Let (@,?) be the original cross edge of

(u,v) and i is the level of 4. We have 6(@,0) < Ar;. We show that i < g; + 2. Observe that:

§(a,0) < (1+573€)8(u,v) < (1+573€) (5(u,uj) + 6 (uj,v)) (by Eq. 2 of Prop. 3)
2)\Tih
1-e€

(63)

< (1+573) ( + 5(uj,v)) (by Claim 7)
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Since 0(LCA(u;),v5) < Ary;, (LCA(uy),v;) is an ancestor of the original cross edge of (uj,v),
denoted by (@;,7). Let i = Ivl(?), then 6(, ) < Ar; < Arg; by the minimality of the level of the
original cross edge. Using Item 2 of Property 3, we get:

o(;,0) Arg. Arg.
§(uj,v) € —L= < <= 64
(43 0) € 4 g5 S Top5¢ “Toe (64
Plugging in Equation (63), we have:
A1 +573
d(a,v) < %(27“% +7g;) (65)

Since yj, is incomplete, we have 4, = Ivl(xy,) = Ivl(yp) < g; — 1, implying that 2r;, <r,.. Then, by

=3\ A
Equation (65), 6(1, ) < W

NN -3
5(1;,1}) v2<log 2(1+57€)ry,

— €

. From Item 4 of Property 3,

i <log +2<g;+3 (as € <1/20) (66)

If i < g;, by Claim 9, there is a good cross edge of (u,v) in E*. Otherwise, i > g;. Let (i3, 03) be the
ancestor of (u,?) at level i+3. Let @; be the ancestor of u; at level i+3. Since i+3 < gj+6 < gj +5A,
Aug,;,3(LCA(u;)) € Aug(LCA(u;),0,5log ) € E* by line 14 — 16 of Algorithm 1. In other words,
all cross edges between nodes in NC[#;] are in E*. From Claim 8, the level of the original cross
edge of (u,u;) is at most Ivl(xp) +3 =45 +3 < g; +2 < i+ 2, then (u3,1u;) is an ancestor of the
original cross edge of (u,u;). By Item 5 of Property 3, @13 € NC[u;]. Since 0(LCA(u;),v;j) < Arg,
and (u;,03) is an ancestor of (LCA(u;),v;), 03 € NC[4;]. Since (u3,03) is a good cross edge of
(u,v) and a3, 03 € NC[u;], (us3,03) € E*.

O

By Claim 10, if §(LCA(u;),v;) < Ary,, there exists a good cross edge of (u,v) in E*, which gives
us the lemma. Otherwise, by Lemma 16, there exists a Pj-jump (Zp+1,yn+1) With zj is a complete
ancestor of (uj,0) and yj is an ancestor of (u;r,0) for some j' > j. Set aps1 = j and bpeq = j'.
We append (11 = Yps1) tO 3 If yn41 is incomplete, we continue the process recursively with
Pj:. Otherwise 5) is a P-detour-path with complete tail. From Lemma 17, there exists a good

cross edge (x,y) of (u,u; ) such that both x and y are complete. Hence, (z,y) is a P-detour by
definition. ]

7 Fast Implementation

In this section, we describe an implementation of Algorithm 1 in time O(nf + nlogn), which is
asymptotically optimal. We consider the running time of each step in Algorithm 1:

e Line 1: Constructing a light spanner can be done in O(nlogn) time [FS16]. A net tree T is
constructed in O(nlogn) [HPMOG6].

e Line 3-9: The total number of cross edges in T" is O 4(n). Hence, finding all the original
cross edges and adding them to E* cost O, q(n) time. For each original cross edge (@, v), we
add (long enough) cross edges in Aug(w,0,5log\) and Aug(0,0,log ) to E*. Since each of
these sets has a constant size and can be found in constant time, the for loop in line 3-9 can
be implemented in O(n) time.
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e Line 11-22: In this (nested) for loop, we have two for loops. We indeed do not perform ¢
loops since there are many levels with no cross edge. Since the number of cross edges is at
most O(n), we actually only need to consider the running time for O(n) loops.

— Line 12-16: For each node z, finding whether = has a small descendant w such that
w has at most f leaves (recall that such w is called incomplete) needs constant time.
Adding cross edges between nodes in NC[z] to E* also requires only constant time since
the size of NC[xz] is constant due to the packing bound (Lemma 1).

— Line 19-22: Since H has at most O(nf) edges, adding egdes to H in line 22 only need
O(nf) time in total (O(f) on average). Let U be the upper bound time complexity for
Algorithm 2, the amount of time needed to run this for loop is 2U + O(f).

In total, the time complexity of Algorithm 1 is O(nf + nlogn + nU). The running time of
Algorithm 2 is therefore crucial if we want to achieve optimal time. We then focus on how to
implement Algorithm 2 such that its amortized cost is O(f +logn), meaning the total running time
of all calls to Algorithm 2 is O(n(logn + f)).

We generalize the set B(u,4r;) as the pool set of (u,i), denoted by P(u,i), and B(u,16r;) as
the extended pool set of (u,i), denoted by P*(u,i). We re-write Algorithm 2 as Algorithm 3.

Algorithm 3: Implement-SelectSurrogate
Input : A node z e V(T)
Output: A surrogate set S(z)
1 if x is small then
2 S(x) < arbitrary f + 1 leaves of T'(x) if T'(x) has at least f + 1 leaves; otherwise
S(x) < all leaves of T'(z);

else
S"—{ue X nP*(z):degy(u) >cy- f and w is not saturated};
S" «{ueXnP(x):degy(u)<ca-f};
if |S’|> f+1 then
‘ S(x) < arbitrary f + 1 vertices in S;
else
L S(x) < S’ u{arbitrary f+1-1S’| vertices in S"};

© 0 N O ok W

10 return S(x);

Given a node z = (u, ), we choose the set P(z) and P*(x) such that Algorithm 1 with the call
to Algorithm 3 in line 20 and line 21 still returns a bounded degree, bounded lightness (1+¢)-VFT
spanner. We keep the same setting for the pool set as in Algorithm 2, i.e., P(u,i) = B(u,4r;). To
maintain a set of clean and semi-saturated points, we use two lists attached to each node in the
tree. For each node (u,i), we store a list Clean(u,7) of at most 4f + 4 clean points in P(z). We
maintain this set by following exactly the proof of Lemma 11: when a point in Clean(u,) becomes
semi-saturated, we look down to the path of T from (u,i) to one of its leaf with a high current
degree, call v. We denote this path by P = {x;,x;-1,... 29} with z} is the ancestor of (v,0) at level
k (z; = (u,4)). Then, we find the clean points near that branch to add to B(u,4r;).

A problem with this approach is that we may have to search at some level much lower than i
to find enough clean points. This problem is due to the fact that for many level j, there might be
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no level-j edge incident to some point in P(z;). However, we do not have to search over all the
levels until getting enough 4f + 4 clean points. For each node x, we store a pointer pointing to its
descendant 2’ such that the subtree rooted 2’ also contains x’s highest-degree leaf and there exists
a level-j edge incident to some point in P(xz). Hence, at the time a point in P(x) turns from clean
to semi-saturated, we only need to look down at most 4f + 4 nodes to find a substitution in P(z).
Since each point only turns from clean to semi-saturated once, we only need O, ¢(nf) time in total
for updating from clean to semi-saturated.

The harder task is to maintain the list of semi-saturated points in P*(x). We do not have any
information about how many semi-saturated points are in P*(z). Since semi-saturated points in
P*(x) are prioritized over the clean points in P(x), we need to make sure that all up to f+1 semi-
saturated points in P*(z) can be found in an efficient way. However, there is no information about
where should we look for semi-saturated points in P*(z) if we keep setting P*(z) = B(u, 167;).
Observe that it is easier if we can compute the set P*(x) recursively from the extended pool of
some below nodes. Then, we want to modify P* () such that it still preserves the crucial properties
needed to prove the maximum degree, bounded lightness, and fault-tolerant property but can be
computed recursively.

From Remark 1, to ensure the correctness of Algorithm 1, it is sufficient that B(z,12r;) ¢
P*(z) ¢ B(x,167;). Then, we define P*(x) recursively as follow:

e Ifi<3, P*(z)=B(z,16r;)

e If i >3, let D;_o(z) be the set of node y at level i — 2 such that B(y, 12r;_2) n B(x, 127;) # @.
Then, PJr(x) = UyEDi,g(x) P+(y)

We prove P*(x) possesses the required property in Remark 1.
Claim 11. For every node z at level i, B(z,12r;) € P*(x) ¢ B(z, 167;).

Proof. 1f i1 <3, P*(z) = B(x,16r;). Claim 11 holds trivially. Assume that Claim 11 holds for every
node at any level lower than i. Let C*(x) be the set of nodes at level i — 2 such that for every
y € C*(x), B(y,12r;_2) intersects B(z,12r;). By Claim 1, for every point w in X, the distance
between w and its ancestor at level i -2 is at most 5r;_2/4. Hence, the union of B(y, 12r;_2) over all
node y at level i — 2 covers the whole space X, implying that the union of B(y, 12r;_2) n B(z, 12r;)
over all y e C*(x) covers B(x,12r;). Thus, P*(x) contains B(x, 12r;).

We complete our proof by showing (x,w) < 167; for every w € Uyec+(z) P*(y). For every w €
P*(z), let y be the node in C* () that w € P*(y). By our induction hypothesis, w € B(y, 16r;_2).
Since B(y,12r;_2) N B(z,12r;) #+ @, 6(z,y) < 12r;_2 + 12r;. By the triangle inequality,

0(z,w) <d(x,y) +0(y,w) <1219 + 12r; + 167;_2 < (12 + 12/25 + 16/25) < 167 ,
implying that w € B(x,16r;). Hence, P*(x) ¢ B(z, 167;). O

Now, we describe how to maintain P*(x). For each node x, we store a list C*(xz) of nodes
at level i — 2 such that for every y € C*(x), B(z,12r;) nB(y,12r;—2) # @. Each node in C*(z) is
called an extended child of x and x is an extended parent of every node in C*(z) (a node might
have multiple extended parents). Similarly, a node = is called an extended ancestor of y if z is
the extended parent of either y or of some extended ancestor of y. The node y is then called an
extended descendant of x. Observe that x does not have any extended descendant at a level j if
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1—j is odd. Similarly, there is no extended ancestor of x at level k if k —i is odd. We construct an
extended graph T whose nodes are V(T') plus O(n) additional nodes that we will define later.

For any two nodes x and y in V(T), (z,y) € E(T") if and only if x is an extended parent of
y. The idea to compute P*(x) is to merge the lists of semi-saturated points from some extended
descendants of = plus the new semi-saturated points. However, storing all the semi-saturated points
in P*(y) for all y € V(T') will increase the time needed to find semi-saturated points since the ex-
tended pool of all extended children might share many points in common. Moreover, merging two
lists with multiplicity in sublinear time is impossible. Thus, we only store the list of semi-saturated
points in the extended pool of leaf nodes of T, meaning nodes with no extended child.

Information stored on each node: For each node x, we store a list of ¢f semi-saturated
points in P*(z), denoted by SSList(xz). Here, ¢ = ¢ 99 is the constant in Claim 12. If 2 is a leaf,
we store all semi-saturated points in x. The lists of semi-saturated points of each node must be
computed upward. We set SSList(z) to be the union (up-to c¢f points) of all SSList(y) such that
y € C*(x). During some iterations, there might be some points in P*(z) turning to semi-saturated
and some turning to saturated. While the former ones only require a local modification on some
nodes, the latter ones are more challenging to update.

Update when a point becomes semi-saturated: = When some point w turns into semi-
saturated, u might belong to some extended pools of nodes at a much lower level. However, it
is unnecessarily costly to update every P*(y) such that v € P*(y). In fact, a new semi-saturated
point at level ¢ only affects the extended pool sets of nodes at level ¢ and 7 + 1 since for nodes at
higher levels, we update their extended pools recursively. Hence, for each node z at level ¢ in V(T'),
we create an extended child 2’ of z and add (z,2") to T*. P*(2') contains points in P*(x) which
turn into semi-saturated during iteration i or i — 1. Observe that 2’ is a leaf of T*. We show that
the total points in P*(z') is at most e (@ f.

Claim 12. Let = be a node at level i in V(T). Then, the number of points in P*(x) becoming
semi-saturated during iteration i or i — 1 is at most cf where ¢ = ¢ O,

Proof. We only consider the number of points in P*(x) turning into semi-saturated in iteration i,
those in iteration ¢ — 1 will be counted similarly. A point u € P*(x) becomes semi-saturated during
iteration ¢ only if it is a surrogate of some node y at level 7. Using the triangle inequality, we have:

d(z,y) <6(x,u) +6(u,y) < 16r; + 167; = 32r;. (67)

Hence, y € B(x,32r;). By packing bound (Lemma 1), there are at most 20(4) such y. Furthermore,
from Lemma 2, for every node y at level 4, there are at most e ©(® f points which are used as
surrogates of y. Hence, the total number of surrogates of y becoming semi-saturated is O,
Therefore, the total number of points in P*(x) turning into semi-saturated during iteration i is
at most the number of nodes in B(x,32r;) times the maximum number of surrogates of a node
turning into semi-saturated, which is O, O

Update when a point becomes saturated: A node y is marked as DELETED if all semi-
saturated points in all leaves of y have become saturated. For each node z at level ¢, we add a
pointer pointing to a leaf of z, denoted by p(x), such that p(x) is not deleted. Initially, p(x) = p(2)
for some z € C*(x) such that p(z) # NULL. When a point u becomes saturated after iteration 4,
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we update SSList(x) for every z at level ¢ and ¢ — 1 such that SSList(z) contains u. By packing
bound (Lemma 1), there are a constant number of such nodes 2. We then focus on updating only
one node z at level ¢ such that SSList(x) contains w.

We use p(x) to find an extended leaf of x that still has more semi-saturated points. Let
z = p(z). If there exists a semi-saturated point in SSList(z), we update SSList(z) by adding that
point. However, if there is no semi-saturated point in SSList(z), a recursive procedure named
NodeDeletion(z) is invoked to delete z. The procedure is as follows:

For every node 2’ at level i or i — 1 such that p(z') = z, we update p(z'). First, we find an
extended parent 2’ of z such that x’ is the ancestor of z’. Second, we update p(z’) by finding an
extended child of 2z’ which is not deleted and set p(z") to be that child. If all extended children
of 2" are deleted, we mark 2’ as deleted and recursively run NodeDeletion(z"). Otherwise, we set
p(z") = p(2"). We later argue that each call to procedure NodeDeletion(+) runs in O(logn).

Running time analysis of all updates: First, we prove that the total number of nodes
in T is |[V(T)| + Oq(n).

Claim 13. The total number of nodes in T* is |V (T)|+ Oq(n).

Proof. We prove that the size of the set containing extended leaves added to T, call A, is O(n).
Recall that for each node z at level ¢, we add an extended leaf to x at level i—1 containing all points
in P*(x) that become semi-saturated during iteration i—1 or . The leaf corresponding to x, call x’,
is an artificial node that contains all points in P*(z) turning into semi-saturated during iteration
iori—1. We call 2’ an artificial leaf. Since each point u € X only turns into semi-saturated once,
it is easy to verify that there are 20(9) artificial leaves y such that u € P*(y). Let A, be the set of
those artificial leaves, we have:

A< Y [Au] < 3 2790 = 2000, (68)
ueX ueX
Therefore, |[V(T*)| = [V(T)|+|A| < |V(T)|+ O(n). O

In our construction, we only focus on relevant nodes. A relevant node is either a leaf or a node
with at least 2 extended children in T*. Observe that a non-leaf node x at level i is relevant if there
is a node y at level i —2 such that 6(z,y) < 12r;_2 + 12r; = O(r;—2). The number of such pairs (z,y)
is bounded by O(n) by using the similar technique as in bounding the number of cross edges (See
Theorem 5.3 [CGMZ16]). Thus, the total number of nodes in 7% is O(n). The update procedure
when a point becomes semi-saturated therefore needs O(n) time in total. It remains to prove that
NodeDeletion(+) can be done in O(nf +nlogn) time in total.

Observe that for each node z, NodeDeletion(z) only updates z’s extended parents and z’s
extended ancestors at level ¢ and ¢ —1 with ¢ is the current iteration in Line 11 of Algorithm 1. The
following observation of the packing bound implies that NodeDeletion(z) only updates a constant
number of nodes.

Observation 5. For every node x at level i of T, we have:
1. The number of x’s extended children is O(1).

2. For every level k > i, the number of extended ancestors of x at level k is O(1).
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We complete our implementation by showing that for each node, all of its extended ancestors
can be found in O(logn) time.

For each node z at level 7, we store the extended ancestors of z in T* at level i+1,i+2,i+4, ...i+2"
for h € [0,logn]. Since x has a constant number of ancestors at a certain level, we only need time
(and space) O(logn) for each node x. Therefore, the total time complexity for this step is O(nlogn).
For each node z, computing the ancestor of x at level k > i is done in O(logn) time.

In total, for each node in T, we will delete it once, and each deletion procedure takes time
O(logn). The construction of T* requires time O(|V(T*)|f) since each node x in T* has at most
cf points in its surrogates list SSList(x). Therefore, the total running time of computing all P*(-)
is then O(nlogn +nf).
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