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We present general guidelines for finding solid-state systems that could serve as coherent electron-
spin-photon interfaces even at relatively high temperatures, where phonons are abundant but cooling is
easier, and show that transition-metal ions in various crystals could comply with these guidelines. As an
illustrative example, we focus on divalent nickel ions in magnesium oxide. We perfonn electron-spin-
resonance spectroscopy and polarization-sensitive magneto-optical fluorescence spectroscopy of a dense
ensemble of these ions and find that (i) the ground-state electron spin stays coherent at liquid-helium
temperatures for several microseconds and (ii) there exist energetically well-isolated excited states that
can couple to two ground-state spinsublevels via optical transitions of orthogonal polarizations. The latter
implies that fast coherent optical control over the electron spin is possible. We then propose schemes
for optical initialization and control of the ground-state electron spin using polarized optical pulses, as
well as two schemes for implementing a noise-free broadband quantum optical memory at near-telecom

wavelengths in this material system.

DOTI: 10.1103/PRXQuantum.4.030329

[. INTRODUCTION

Quantum communication and networks require coherent
coupling between traveling qubits, carrying the quantum
information, andstationaryqubits, which canact as memo-
riesand processors, storing and manipulating the quantum
information [I). Photons at wavelengths in the telecom-
munication bands are arguably the best traveling qubits,
as they have very low loss probability and can maintain
their coherence over long distances in standard telecom
fibers. Solid-state defect spins [2,3] are promising sta-
tionary qubits, as they are embedded in a miniaturizable
platform. At room temperature, they can have coherence
times as long as milliseconds [4] for electron-spins and
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tens of minutes [5] for nuclear spins. This only improves at
low temperatures, where coherence times of up to seconds
[6] and hours [7] have been achieved. One of the outstand-
ing challenges toward the reali7.ation of optical quantum
networks is the coherent coupling of telecom photons and
solid-state qubits. For defect spins, this would mean the
coherent coupling of light andspin.

As light (atoptical wavelengths, in the far field) directly
affects only the orbit of the electron but not its spin [§] and
even less so the nuclear spin, anyspin-photon coupling bas
to be mediated by additional internal interactions within
the quantum system. For electron spins, this would be the
relativistic effect of spin-orbit (SO) coupling. For nuclear
spins, one also bas to consider the hyperfine coupling. lo
this work, we discuss the case of electron-spins, where this
leads to the two following requirements.

First, to coherently couple light at a certain frequency
to an electron spin at a given temperature, i.e., to coher-
ently transfer quantum information between them, there
should exist an excited state at that frequency (with respect
to the ground state) in which the SO-coupling rate is much
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faster than the total (homogeneous and inhomogeneous)
decoherence rate of the ensemble at that temperature. This
also includes cases where only a part of the ensemble is
addressed by, e.g., spectrally selective optical pumping to
a dark state [9) or by using light with a narrower spec-
trum than thatof the full ensemble [JO), where the relevant
decoherence rate would be that of the addressed subensem-
ble and not of the entire ensemble. Further, the duration
of the optical field in the material should be long enough
to allow for the SO interaction to act but still shorter
than the optical coherence time of the relevant ensemble.
While some coherent effects have been previously seen in
both ensembles [11,12) and single spin centers [13) when
using pulses shorter than the SO-eoupling time, these were
due to coherent orbit-photon coupling and not to coherent
spin-photon coupling.

For ensembles of spin defects, the typical total broad-
enings of the optical transitions are between 100 MHz
and JOO GHz, at low temperatures [2,14). Thus, coherent
spin-photon coupling using the entire ensemble requires
SO coupling at the gigahertz-to-terahertz scale. At higher
temperatures, this may increase further.

Second, at operating temperatures of a few kelvin and
above, where the cooling power of existing cryostats
increases dramatically and their complexity and cost
decrease dramatically [15), phonon modes of the defect
and the host crystal are usually no longer frozen, as at
millikelvio temperatures [2). Thus, the ground-state spin
should couple to the electron orbit as little as possible, as
such coupling would expose it to decoherence due to the
interactions of the orbital degree of freedom with phonons.
One known way of achieving this exists when the quan-
tum information is encoded on nuclear spins. In that case,
one can apply a strong magnetic field and shift the energy
of neighboring electron-spin states enough to quench two-
phonon scattering processes even at few-kelvin tempera-
tures [16-18).

An alternative solution, which does not require high
magnetic fields or subkelvin temperatures and applies to
electron-spin qubits, is to use an electronic system with
a ground-state orbital singlet, and therefore zero effec-
tive orbital angular momentum and zero first-order SO
coupling in the ground state.

The tension between these two requirements can be
illustrated with a few example cases.

The first case is that of ensembles of nitrogen-vacancy
(NV-) centers in diamond [ 19). While these ensembles
comply with the second requirement (a A, ground-state
manifold), theydo notcomply with the first (about 30-GHz
inhomogeneous broadening and only about 3-GHz SO
coupling within the 3E excited-state manifold). Therefore,
they have excellent spin properties [4,6) but only incoher-
ent spin-photon coupling (coherent spin-photon coupling
was achieved only at low temperatures, for single NV-
centers [13,20-24) or for very small subensembles [10)).

The second case includes both negatively charged
group-IV-vacancy centers in diamond [25) and commonly
used rare-earth-ion ensembles [2,16-18,26), such as Pf3+,
Eul+, Yb3+, or Er3+. These systems feature orthogonal
challenges to the NV- center, as they have strong SO in
the excited state but an orbital multiplet ground-state man-
ifold. Therefore, while they may support high-temperature
coherent spin-photon coupling, in the absence of very
high magnetic fields their ground-state spin quickly deco-
heres above liquid-helium temperatures. For example, the
electron-spin coherence time of Yb’+ in Y»SiOs at 9
K is 2 p,s, limited by fast two-phonon spin relaxation
[27).

The third example case is that of the three known rare-
earth ions with zero orbital angular momentum (i.e., in an
S state), Gd*+ [28,29), Eu2+ [30,31), and To*+ [30,32),
and the S-state actinide ion Cm3+ [33). These ions com-
ply with both requirements and indeed exhibit very narrow
spin distributions and optical line widths, some of them
even up to room temperature. Unfortunately, the first three
have optical transitions only in the ultraviolet, and the last
one, while having transitions in the visible, is radioactive.
This makes them less suitable for optical-communications
purposes.

In contrast to theabove examples, transition-metal ions,
even in high-symmetry lattice sites of cubic crystals [34),
can comply ,vith both requirements while having optical
transitions at infrared or even telecom wavelengths. First,
due to their relatively large atomic number, the SO interac-
tion is usually on the order of a few terahertz (similarly to
the case of rare-earth ions). Second, due to the effectof the
crystal field, which can be much stronger than in rare-earth
ions, there are multiple cases with ground-state orbital sin-
glets (similar to the NV-). This happens whenever the
highest set of degenerate single-electron orbitals is half
filled. For weak crystal fields, forming high-spin config-
urations, the only relevant configuration is 3 (in analogy
to the/” configuration of the S-state rare-earth ions). For
stronger crystal fields, however, where low-spin configu-
rations form, there are more options. For cubic sites, these
include d8 and d3 ions in octahedral sites and d2 and d’
ions in tetrahedral sites. Of these, the configurations with
an even number of electrons have an S = 1 ground state,
while those with an odd number have an S =32 ground
state. While some transition metal ion systems have been
investigated in the context of quantum information pro-
cessing [3 38), the only such system having an orbital
singlet ground state that bas been investigated in Ibis con-
text, to the best of our knowledge, is Cr'+ in GaN and
SiC [39,40), which has a d2 configuration in a tetrahedral
site. It indeed displays infrared emission (around 1090 nm)
and a coherent ground-state spin up to at least 15 K. This
spin could potentially be coherently controlled optically,
though, to the best of our knowledge, Ibis has not been
demonstrated yet.
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Here, we focus on another such example:divalent nickel
(Ni%+) substituting for a magnesium ion in magnesium
oxide (MgO). Ithasa ds configuration and due to the octa-
hedral geometry of its site, its ground state is an orbital
singlet and spin triplet. This system has been veiy thor-
oughly studied in the pastfew decades, both for fundamen-
tal characterization[41 2] and for applications, mostly as
a potential gain medium for tunable and pulsed infrared
lasers [6 5). Thepin-triplet nature of the ground state
was already confirmed by electron-spin-resonance (ESR)
studies over 60 years ago [41-43). The spin-lattice relax-

ation time (T1) has been measured to be as long as 1 ms
at 3.5 Kand 17 ps at 35 K for a magnetic field induced

ground-state splitting of 9.2 GHz. Even longer times may
be measured for smaller splittings, especially at the lower
part of thetemperature range (20 Kand below), where the
dominant process is single-phonon scattering, the rate of
which scales quadratically with the spin splitting [47,48).
Optical studies have revealed richemission and absorption
spectra [41,45,49,51,59,60,65). In particular, the lowest-
emission-energy zero-phonon lines (ZPLs) are at 1220 run
and 1250 run, where the loss rate in a commercial opti-
cal fiber is approximately 0.4 dB/km, not much different
than the approximately 0.3 dB/km loss rate in the O band
(1310 run). Remarkably, these lines remain well separated
up to temperatures as high as 150 K. The optical lifetime
of these lines is veiy long, about 3.6 ms [64,65], up totem-
peratures of approximately 100 K. While this indicates a
weak transition dipole moment, predominantly magnetic,
due to the perfect solubility of NiO in MgO [61], optically
dense ion ensembles could be readily made, compensat-
ing for the weak optical response of individual ions and
enabling a strong collective response. Furthermore, as only
5% of the atoms in MgO made with natural isotope abun-
dances have nonzero nuclear spin (due to »Mg), the spin
dephasing rates due to nuclear spin-bath noise should be
low and have been theoretically predicted to be below I
kHz [66,67]. Importantly, like diamond [4], this material
can bemade nuclearspin free by using isotopically purified
precursors [68).

These compelling features lead us to reexamine this
material system for use as a coherent spin-photon interface
at above-liquid-helium temperatures. We experimentally
investigate both the ground-state spin decoherence mecha-
nisms and the spin structure of the excited state and show
thattheyare compatible with terahertz-bandwidth coherent
optical spin control even at temperatures exceeding that of
liquid helium, estimated to go up to a few tens of kelvin.

The rest of the paper is organized as follows. In Sec. II,
we describe the level structure of Ni2+ in MgO, both that
of the ground state and of the excited states, where for
the latter we focus on the difference between the case of
a wealcly perturbed SO coupling and that of quenched SO
coupling due to a strong dynamic Jahn-Teller (DJT) dis-
tortion of the excited-state orbitals [69]. In Sec. 11, using

ESR and temperature-dependent spin-echo (SE) measure-
ments, weshow that for a high-density ensemble, the main
decoherence mechanism is dipolar interaction between
the ensemble spins. For a few gigahertz of ground-state
splitting (induced byan external magnetic field), this inter-
action is already saturated at liquid-helium temperatures,
leading to a decoherence time of 3 ps. In Sec. IV, we use
polarization-sensitive magneto-optical fluorescence spec-
troscopy on the two ZPLs and show that the excited-state
spin structure is indeed determined mostly by theSO inter-
action, since the DJTdistortion of the excited-state orbitals
is weak. Following these findings, in Sec. V, we propose
protocols for optical spin-state preparation, measurement,
and manipulation, as well as fornoise-free optical quantum
memories. Finally, in Sec. VI, we summarize our results
and outline possible directions for future research.

U.LEVEL STRUCTURE
A. Ground state

The ground state of an Ni*+ ion in an octahedral site of
a cubic lattice(Oh symmetry group) contains twoelectrons
(or, equivalently, two holes) occupying two degenerate ea
single-electron orbitals (formed by the d,, ,,2 and d,2 d
orbitals), as shown in Fig. l(a). 4s this is a half-filled
shell, there is only one many-electron orbital. The total
spin of the two electrons can be either O or I but the spin-
I states have a lower energy. The ground state is therefore
an orbital-singlet spin triplet, * A,g, thespin-orbit represen-
tation of which is 7> The effective Hamiltonian for this
manifold is

Ha= u.ggfB*S+Seq(£)*S+u.sB8gs(£) S, (I)

where S is the vector of spin-I operators, B is the mag-
netic field vector, q(£) is the strain-induced magnetic
quadrupole moment, 8gs(£) is the strain-induced g ten-
sor [70], and £ is the strain tensor. Here, u.g is the Bohr
magneton and is the ground-state g factor. The three
spin states are degenerate at zero fields and strains. A con-
stant magnetic field along the z direction splits the states
via the Zeeman interaction [the first term in Eq. (I)]. Due
to the second term in Eq. (1), local random strains (of a
cubic lattice) can shift the 72u,0 state with respect to the
T2u,=+Istates to first order in the ratios of thestrain energies
and the Zeeman energy. This inhomogeneously broadens

the T2.,1..., T2u,0 and the TQu,0 ..., T2u,- | spin transitions.
The same term can also split the 72u,+/ states; however,
only tosecond order instrain-to-Zeeman-energy ratio[70).

This is because the relevant strain terms are off diagonal
in the magnetic field Hamiltonian, such that their effect
is quenched as the magnetic field becomes large, leading
to a reduced broadening of the 72u,I  T2u,-Ispin transi-

tion. The third term in Eq. (I) cannot shift the 72u,0 state
with respect to the T2u,+/ states but can split the 72u,+J
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states to first order. However, in MgO, for an applied
magnetic field on the order of 100 mT (a few gigahertz
T2u, I <-> T2u,0 Zeeman splitting), this splitting is about 2
orders of magnitude smaller than the first-order shifts
induced by thesecond term[43,7 73], keeping thebroad-
ening of the72u, 1 <-> T2u,-i spin transition smaller than that
of the 72u,0 <-> T2u,+1 transitions. The level splitting and
broadenings are schematically presented in Fig. I(d). In
Sec. Ill, we present ESR measurements of these inhomo-
geneous broadenings, as well as SE measurements of the
homogeneous decoherence time at different temperatures.

B. Excited state

The first excited state of Ni%+ in MgO is composed of
one hole in one of two ea single-electron orbitals and one
bole in one of three f2a single-electron orbitals (formed
by the d,,, dxz, and d:ryd orbitals), as shown in Fig. 1(b).
Therefore, there are six possible two-electron orbitals. The
cubic symmetry splits these six states into two orbital

triplets, T7a and T2a, where the latter has a lower energy
[45]. The spin state of the two electrons in the lowest
excited-state manifold is again a spin-I triplet. Thus, the
lowest excited-state manifold is *T2¢, which contains nine
states in total.

These states are coupled and split by the spin-orbit
interaction. Its magnitude depends on the strength of the
dynamic Jahn-Teller (DJT) coupling between the elec-
tronic orbitals and lattice vibrations, as the latter may affect
the shapes of the orbitals and thus their effective angular
momentum [69]. The effective Hamiltonian for the T2g
manifold, in the presence of a magnetic field, is

H* (k) = H_ (k) + Hy(x), )

where k = 3Err//i.wp,.is the relative strength of the DJT
coupling. It is proportional to the ratio between the
electron-phonon coupling energy Err and the energy of the
lowest phonon mode liwp,..

weakOJT (a)e.it
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(9) T|..u o Tl:.—l
r =T
Tz
[T
TI:.IJ-F Tk'_“
A // E‘ *Tl'i'l
. ol =t

lf ongOJT
+f, +f= (e)  strong OJT () Ze,,n
TI:.-'-I" Tl:.,—l"TI:.-l' Tz:.-ol""Tz..u
Tow Top™To
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FIG. 1. The energy-level structure ofNi2+:MgO. (a) The ground-state electronic configuration. The 31Tows represent electrons and
the ellipses represent holes. (b) The electronic configuration of the first excited state. (c) [(e)] The ground- and excited-state-level
structures resulting from SO interaction in the presence of a weak [strong) DJT. (d) [(f)) The splitting of the ground- and excited-state
spin sublevels in a magnetic field for weak [strong) DJT. The gray-shaded regions in the weak DJT ground state represent random-
strain-induced inhomogeneous broadenings andtheir field dependencies. A polarized A system (orange rectangle) forms for weak DJT.
Other relevant optical transitions are marked, where purple (orange) arrows represent a+ - (a--) polarized transitions and fuded-color
lines and 31TOWs represent partially polarized transitions. (g) [(h)) The splitting of the optical-emission lines under a magnetic field
(the field increases to the right) in Faraday configuration, for the case of weak [strong) DJT. The same color coding as in (d) is used.
The black lines denote unpolarized transitions. TE-polarized transitions are notshown.
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The zero-field Hamiltonian is (69)
H;,(K) =e-+/2sL - S +[u.e-+/2 + KI(K))(L - S)2
+ [pTu - e-+/2) T K2(K))A, 3)

where L (S) is the orbital (spin) angular-momentum vec-
tor operatorand 4 = L,;S; + L;S; + L;S} is a second-
order cubic symrneby spin-orbit term. Here, both L and
S are spin- I operators. The quadratic SO terms (the last
two terms) arise from second-order perturbation theory
applied to the full Hamilf ni&n (69). The energies Ky and
K2 are given by K1 = <|?S /fi.wpi,)e-*G(K/2) and k2 =
(gr{z//uup,.)e—"(G(K)— G(K/2)), where G(x) =J:dt
(e’ - 1)/t (69,74). The magnetic field dependent Hamil-
tonian is

HE = up(gre ™ L 4 2°S) - B, (4)

where g; is the excited-state g factor and gL is its orbital
gyromagnetic ratio. Here, we have neglected the static
strain shifts.

For weak DJT distortion, i.e., for ¥ < 1, the "static lat-
tice" SO structure survives and the ninefold-degenerate
state space splits into four distinct energy levels (see
Table I in Appendix A): a doublet (Eu), two triplets (Tiu
and 72u), and a singlet (42u), as shown in Fig. I(c).
Out of these, the Tu triplet contains one state, Tjuo —
I/h(1T2a,1)l1),- 1T2g,-1)I-1),) (marked in the figure),
which mixes the I+ I), spin states, each coupled to a
different orbital. Note that the components of the total
angular momentum in this state are 2, which reverses
the polarization-selection rules of the transitions from it
to the 72u,+7 ground states with respect to those expected
from a state with zero total angular momentum. Neverthe-
less, these three states and the transitions between them
manifest a polarized A system (Fig. 1(d)). Sucha level sys-
tem enables the control of the72u,+1ground-state two-level
system using polarized light (22,75-77).

For the opposite case of a strong DJT distortion, where
K » 1, only the 4 term in the Hamiltonian ofEq. (3)sur-
vives and there are only two energy levels (see Table 11
in Appendix A): a triplet (composed of Eu and 42u) and a
sextuplet (composed of 7w and 72u), as shown in Fig. I(e).
In this case, due to destructive interference between differ-
ent states of thesame level, no A system can form (78) and
coherent optical spin manipulation is prohibited (Fig. I(f)).
It is therefore crucial to distinguish between the weak and
strong DJT regimes.

If the absorption spectrum were to feature four distinct
narrow lines, as is thecase for, e.g., NiZ+ in forsterite (79),
the favorable weak DJT case would be clearly identified.
However, only two of the observed absorption lines are
narrow, while the rest are broad (45). This could be for

one of two reasons: (i) the broad lines include the two
remaining "static lattice" lines but mixed with high-energy

vibrations (which are not included in theabove model); or
(i) the broad lines are purely vibrational lines and the two
narrow lines are the result of a strong DJT distortion of the
electronic levels.

In the literature, the common interpretation is that of
weak DJT and some studies assign energies to the upper
two electronic transitions [45,65). However, so far, this
interpretation bas not been validated other than via a the-
oretical analysis of the possible vibrational modes ofNiZ+
in MgO (52,53) and recent theoretical studies have ques-
tioned it (62). In Appendix B, we show that both thestrong
and weak DJT cases can fit the observed spectra. Further-
more, cases of other transition-metal spin- I systems where
only two of the four expected narrow absorption lines have
been observed, namely y3+ in GaAs, GaP, InP (80-89),
and ZnO (90), have been reported and strong DJT distor-
tion bas beenshown to be the valid case for these systems.
This was achieved by analyzing the magnetic field depen-
dence of the absorption spectrum (83,90). For the case of
Ni2+ in MgO, while magnetic circular dichroism has been
probed in the past (54,55), no conclusion regarding the
excited-state spin structure bas been drawn.

Figures 1(g) and 1(h) present the magnetic splitting of
theoptical transitions forthe cases of weakandstrong DIJT,
respectively (see Appendix A). It is clearly seen that both
the number of spectral components and their polarizations
differ between the two cases, allowing for a clear distinc-
tion between them. lo Sec. IV, we present polarized optical
magnetofluorescence spectroscopy measurements for the
two lowest-energy ZPLs of Ni+ in MgO, which unam-
biguously support the case of a weak DJT distortion, with
k" 0.I3 (see Appendix B).

III. GROUND-STATE SPIN COHERENCE

For the experiment, we use a 5 mm x 5 mm x [ mm
single-crystal MgO sample, cut along the (00I) planes
and optically polished on the two large facets, grown by
Goodfellow Inc. It was intentionally doped with 450-ppm
(2.4 x 1019 ¢cm-3) of nickel (nominally) and had a nom-
inal concentration of IO ppm of unintentional dopants.
The sample was investigated as grown, with no further
processing.

For ESR and SE measurement, thesample was placed in
a 5.006-GHz aluminum microwave loop-gap cavity with
a line width of I MHz. The cavity was mounted on the
mixing chamber of a Bluefors LD250 dilution refriger-
ator reaching a base temperature of 8 mK. A three-axis
vector magnet (AMI Model 430) was used to apply a
magnetic field. A cryogenic amplifier (Low noise factory
LNF-LNCO0.3 14a) was used to preamplify the spin-echo
signal, limiting the maximum microwave power to < I
mW and the maximum temperature to 4 K.

The ESR spectrum measured at 4 K is presented in
Fig. 2, with themagnetic field approximately aligned along
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FIG. 2. The electron-spin-resonance (ESR) spectrum of the
ground-state spin of Ni'+:Mg0. The magnetic field was cali-

brated using the ¢, 3+ line at ¢ = 1.98. The inset is an enlarge-
ment of the spectrum around the6m "= 2 transition.

the [100] axis. The relatively narrow feature around 180
mT (g = 1.98) is a well-known transition of cr3+ [9I].
We have verified the presence of Cr3+ in our sample, also
using fluorescence spectroscopy (see Sec. IV). We have
used the known g factor of the Cr3+ transition to calibrate
the magnetic field. The dominant broad feature around
160 mT (g = 2.24) is related to Ni*+. The measured g
factor matches the known value of 2.214 [42] to the pre-
cision of our magnetic field calibration. Its width (peak
to peak) is 13 mT, corresponding to 400-MHz line width.
This large broadening is probably due to random strain
introduced by the high concentration of dopants, limiting
the inhomogeneous coherence time of the spin ensemble
to approximately I ns. Similar widths have been mea-
sured previously and it is also known that high-temperature
annealing reduces the width by about a factor of 2 [50].
We have not seen the "inverse line" previously observed
in the center of the Ni’+ line [42,50]. 4s this line was
attributed to a homogeneous resonant cross-relaxation pro-
cess [50], it could be that this process was quenched due to
the low temperature in our experiment. We also could not
observe the "double-quantum" line, due to a two-photon
transition between the 72u,-1 and T2u, I states [42,47,50],
most probably due to our microwave-power limitation.

In addition to the strong Ni’*+ and Cr3+ lines, the mea-
sured spectrum exhibits a small feature very close to half
the magnetic field of the main Ni2+ resonance, as shown in
the inset of Fig. 2. Weattribute this feature, which has the
form of a Fano resonance ("bound state in a continuum"
[8]), to the forbidden #i.m, =2 single-photon transition
between the7?2,J,-¢ and T2., Istates of the Ni*+ ground state.
The transition becomes partially allowed due tostrain[70].
The Fano shape, also seen in previous works [47], is most
probably due to interference with the wide background
coming from the #i.m, = I transition. The width of this
line [the full width at half maximum (FWHM)] is 1.5 mT,

corresponding to about 90 MHz and approximately 5-ns
inhomogeneous coherence time. This narrow width (rela-
tive to the main transition) results from the lower strain
sensitivity of the energy gap between the Tou+s levels [70].
A similar ratio was alsomeasured for the double-quantum
transition [42,47,50].

Next, we set the magnetic field to 141 mT, at the edge
of the distribution, and measured the spin echo follow-
ing excitation with two 500-ns-long pulses. The measured
echo amplitude versus the time between the pulses, taken
at 9 mK, is presented in Fig. 3(a). Most strikingly, we
observe pronounced oscillations. The Fourier transform of
this pattern is presented in Fig. 3(b). The main frequency
component is at 385 = 10 kHz, fitting the predicted 366
kHz of nuclear Zeeman splitting of >>Mg at the applied
field rather well. Additional components at the second and
third harmonics of this frequency are also visible. The
oscillations can therefore be explained as an electron spin-
echoenvelope modulation (ESEEM) [92,93] caused by the
coupling of the Ni?+ electron-spin to the nuclear spins
of neighboring >>Mg atoms. The modulation frequencies
exactly match multiples of the nuclear Zeeman splitting
[marked by vertical dashed lines in Fig. 3(b)] and are
not affected by any hyperfine coupling terms despite the
strong modulation depth, in principle necessitating strong
hyperfine coupling. This can beexplained by the zerospin
component of the excited electronic state, limiting hyper-
fine coupling to the ground-state electron spin, which is
fully occupied at the experiment temperature. However, as
the nuclear spin state is still fully mixed at the experiment
temperature, only transitions with the same ground-state
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FIG. 3. Thespinechoat9mKand 141 mT.(a)Theamplitude
versus the time between the twodriving pulses. The dotted lines
show the oscillation envelopes and their mean. The orange line
is a fit of the mean of the oscillation envelopes to a biexponen-
tial decay curve. The solid black line is the model fit (see text
and Appendix C). The inset is an enlargement of the long-time
range. (b) The frequency content of the measured echodecay. A
wide background peaked at zero frequency has been subtracted
The yellow bars are the relative oscillation amplitudes predicted
by the ESEEM model (see text and Appendix C) multiplied by
the instrumental spectral response (gray line). The inset is an
enlargement of the high-frequency range.
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nuclear spinand different excited-state nuclear spin would
interfere and thus hyperfine coupling does not show up in
the modulation frequency. Using the model presented in
Refs. [92,93], adapted to the case of an initial (a final)
electron-spin component of - I (0) and a nuclear spin of
5/2 (see Appendix C), we calculate the expected modula-
tion frequencies and their amplitudes for the applied pulse
and cavity bandwidths. These are presented as yellow
vertical bars in Fig. 3(b).

The decay of the mean envelope of the oscil-
lations can be fitted to a biexponential function
[orange line in Fig. 3(a)], with a short decay time
of J;*°"1 =4.50£0.03 ps and a long decay time of

ifeill= 109 + 2 us. As all the ESEEM modulation fre-
quencies are equal to or higher than 366 kHz (the fun-
damental nuclear Zeeman frequency), the initial decay at
a rate of (2n. 4.5 ps)-' ::cs 35 kHz cannot come from
ESEEM. Thus, toexplain theshape of the decay curve and
its temperature dependence (see below), we consider three
main dephasing mechanisms [94]: direct flipflop of neigh-
boring spins within thesubensemble probed by the cavity;
instantaneous diffusion dephasing due to the flipping of
neighboring spins by the n pulse; and stochastic energy
shifts ("spectral diffusion") of the probed spins due to flip
flops of the entire ensemble [95,96). We neglect dephasing
of the electron-spins due to nuclear spins (>*Mg and ¢'Ni),
as the product of their density and magnetic moments is
much lower than that of the Ni2+ electron-spin ensemble.
We do include the dephasing of the 2Mg nuclear spins
themselves, as will beelaborated on below.

At low temperatures, the first two electron-spin dephas-
ing processes usually dominate, as they involve resonant
dipole-dipole interaction between close-by spins. How-
ever, in an inhomogeneous ensemble, some of the probed
spins will have fewer probed-spin neighbors than others,
leading to a distribution of decay times and to a biexpo-
nential decay curve [97]. Ingeneral, in thesubensemble of
probed spins for which the immediate environment is of
low density, the spectral-diffusion dephasing would make
a more significant contribution to the total dephasing rate.
However, at low temperatures the first two processes only
weakly depend on temperature [94], while the spectral-
diffusion dephasing, which depends on the number of spin
pairs that can perform flip flop, vanishes at low tem-
peratures [95). Thus, at very low temperatures, the short
decay time is caused by the subensemble of probed spins
withstrong instantaneous diffusion and direct flip flop and
the long decay time originates from the subensemble in
which these interactions are weak. One can model the low-
temperature spin-echo trace by multiplying the calculated
ESEEM trace by the fitted biexponential decay. As the
nuclear spins also dephase (due mostly to static inhome-
geneities [92]), one has to introduce a decaying envelope
term also to the oscillation visibility (see Appendix C).
The result of this model is presented in Fig. 3(a) by

the solid black line. The extracted Mg nuclear spin
inhomogeneous dephasing time is -r;<suc] = 52 £ 2 pys.

The low-temperature short-time coherence strongly
depends on the average density of the probed subensem-
ble [96). This can be observed by scanning the field across
the inhomogeneous broadening of the spin ensemble and
probing thespin-echo amplitude for a fixed short time dif-
ference (here, 5.6 us), as shown in Fig. 4(a). It is clearly
seen that the amplitude drops near the center of the distri-
bution, where the density of probed spins is the highest,
and thus most of the probed population would experience
strong direct dephasing. The strong coherence peak at 180
mT is due toCr3+ ions, the density of which is much lower
than that of the Ni*+ ions.

As the temperature increases, the spectral-diffusion rate
increases, first affecting only the lower density subensem-
ble, until at a certain temperature it will dominate even
over the direct processes in the denser subensemble, at
which point the coherence decay will become monoex-
ponential. Figure 4(b) presents the extracted long decay
times versus temperature. The line is a two-parameter

(a) (b}

E 1.0

5 0 ng

E :

=06 -

5 =

.E 04 E o

5 3 ,

8§ 02 2 i .
2 & Eg
& 0.0

101 to-' 11 10°

130 140 150 160 170 180 190
Temperature (K)

Magnetic field (mT)

FIG. 4. The dependence of the spin coherence on the density
and temperature. (a) The spin-echo amplitude (normalized to
its maximum value) at r = 5.6 p.s and a temperature of 9 mK
versus the applied magnetic field The gray-shaded area is the
integrated ESR signal, proportional to the defect density probed
at each magnetic field value. The dash-dotted gray lines mark
the peaks of the Ni2+ and distributions. The black dashed
line marks the field at which all time-dependent echo measure-
ments were performed (b) The time dependence of the echo
signal versus the temperature. The dots are the echo-envelope
long decay times, extracted by exponential fils to the data. The
error bars are the 68% confidence level of the fits. The solid line
is a two-parameter fit of the measured times to a model includ-
ing the temperature-dependent spectral-diffusion dephasing rate
and an additional temperature-independent rate accounting for
the direct flipflopand the instantaneous diffusion processes (see
Appendix D). The purple-shaded area marks the 68% confidence
interval of this fit. The bottom-left (top-right) inset presents the
measured echo signals versus the time delay (dots), for the three
lowest (highest) temperatures, together with single.;,xponential
functions fitted to the long-time range (solid lines). The colors
correspond to the temperature, as marked in the main plot by the
solid circles.
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fit to a model including both a temperature-independent
relatively weak component, due to instantaneous diffu-
sion and direct flip flop in the low-density subensemble,
and the temperature-dependent spectral-diffusion dephas-
ing rate [95,96], the latter adapted to a spin-I bath (see
Appendix D).

The spin decoherence rate saturates around liquid-
helium temperature, yielding a coherence time of about
3 u.s. Atthese temperatures, the coherence decay is indeed
monoexponential [see the top-right inset to Fig. 4(b)]. As
the rates of all the three dephasing processes we consider
depend at least linearly on the ensemble density [95], there
is a prospect of considerably prolonging the coherence
time by using less dense ensembles. This, in combination
with thermal annealing, could also considerably decrease
the inhomogeneous broadening, bringing that of the §m, =
2 transition to the level of a few megahertz, which would
enable dynamical decoupling of the entire ensemble using
nanosecond microwave or optical pulses. Note that this
requirement could be considerably alleviated if picosec-
ond or even femtosecond optical pulses could be used (see
Sec. V). The ultimate limit is the spin lifetime, Ti1, mea-
sured to be I ms at 3.5 K for a spin splitting of 9.2 GHz
[47,48]. As, up to about 20 K, T+1 increases quadratically
when decreasing the spin splitting [47,48], tens to hun-
dreds of milliseconds may be within reach even for these
rather high temperatures.

IV.OPTICAL SPECTROSCOPY

A. Emission spedrum

For optical fluorescence spectroscopy, we placed the
sample in a closed-cycle low-vibration helium-flow cryo-
stat (ARS CS204-DMX-20-OM). A diode laser at 660 nm
(Thorlabs LP660-SF50) was used for excitation (into a
vibrational side band of the 377a multiplet). The fluores-
cence was collected using an infrared-optimized, NA =
0.8 objective lens (Shibuya M ePLAN NIR IO0A) and
analyzed by a 0.75-m spectrometer (Teledyne-Princeton
Instruments SpectraPro HRS-750), equipped with a 300-
g/mm grating (resolution limit of 30 GHz around 1250
om) and a InGaAs CCD array detector (Teledyne-
Princeton Instruments PyLoN IR) cooled by liquid nitro-
gen. Figure 5(a) presents the measured emission spectra
at different temperatures. Two distinct lines, at 1220 nm
and 1250 nm, dominate the spectrum, corresponding to
the optical transitions from the first two excited states
to the ground state. The (inhomogeneous) width of the
lines up to temperatures of about 60 K is approximately
100 GHz, much narrower than the splitting between them,
which is 5.28 THz. While the lines further broaden at
higher temperatures (mostly homogeneously), it is clearly
seen that they remain well separated up to temperatures as
high as 150 K. The inset presents the emission spectrum
around 698 nm, detected by the same spectrometer using
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FIG. 5. The optical spectroscopy of Ni*+:Mg0. (a) The tem-
perature dependence of the emission spectrum. The inset (using
the same units as in the main figure) shows the Cr3+ line around
698 nm. (b) The fluorescence decay time versus the tempera-
ture. The inset presents a characteristic fluorescence decay curve
(semilogarithmic scale).

a 1200-g/mm grating and a silicon CCD array detector
(Teledyne-Princeton Instruments Blaze HR). The narrow
emission line (18 GHz, close to the resolution limit of 15
GHz) of Cr3+ [98] is clearly seen, supporting the identifi-
cation of the ESR line at 180 mT (Fig. 2). By modulating
the laser current and gating the CCD camera accordingly,
we measured the time dependence of the fluorescence fol-
lowing the laser pulse and confirmed that the 1250-om
fluorescence decay time in our sample is indeed approx-
imately 3.6 ms, as previously reported for Ni2+ in MgO
[64]. Figure 5(b) presents the measured lifetime of the
excited level versus the temperature. The inset presents
an exemplary measurement. Very little change (approx-
imately 2%) of the decay time is observed even up to
100K [64].

These features suggest that if one of the two excited
electronic levels leading to the observed emission con-
tains an SO-coupled state, the optical coherence time
would not pose a limitation on the fidelity of optical spin
manipulation performed using pulses of suitable duration
(shorter than the optical coherence time, longer than the
SO-coupling time) even at high temperatures (as long as
the spectral width of the lines is smaller than the separa-
tion between them). We use magneto-optical spectroscopy
measurements to verify that such a state indeed exists.

B. Magneto-optical spectroscopy

For performing polarized magnetofluorescence spec-
troscopy, we placed the sample in a closed-cycle helium
cryostat (attocube attoDRY 2100), equipped ,vith a 9-T
superconductingmagnet. Thesample temperature could be
varied from 1.7 K up to room temperature, independently
of the magnet temperature, which was kept low and con-
stant. A Ti:sapphire laser (Sirah Matisse CS) was used for
optical excitation at 690 nm. Two sets of measurements

were performed, one at I.7 K base temperature and the
otherone at 60 K. Ineach set, themagnetic field was varied
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FIG. 6. The po)arized magnetofluorescencespectroscopy measurements fordetennining spin-orbit coupling in the excited levels of
Ni2+:MgO. (a) [(b)) The measured spectra around 1250 nm for a+ [a-]circular polari:zation versus the applied magnetic field. (c)
The line centers (dots) extracted from (a) and (b), together with linear regression fits (lines). The eJTOr bars present the errors in the
line centers. For cases where only one spectral peak could be identified, only one point per data set is presented. The data points to
the left of the vertical gray line were excluded from the linear regression. (d)-{f) The same as (a)-{c), for the 1220-nm emission. The
inset in (c) presents the mean difference between the frequencies of oppositely polarized transitions of the same sign of the Zeeman

shift versus the magnetic field B. At high fields, a significant difference from zero is seen. The solid line is a fit of Pr,-B2 excluding

the points to the left of the gray vertical line.

from O to 9 T and the emission spectrum was measured in
two orthogonal circular polarizations. The emission was
dispersed using the HRS-750 spectrometer, equipped with
a 600-g/mrn grating (resolution limit of 15 GHz around
1250 nm) and recorded using an electrically cooled CCD
array camera (Teledyne-Princeton Instruments NIRvana
HS). The first set focuses on the 1250-nm line (emission
from the Eu level) and the second on the 1220-nrn line
(emission from the 7iu level). The 1220-nm emission was
measured at an elevated temperature as it is extremely
weak at lower temperatures, due to thermalization to the
lowest excited state [see also Fig. 5(a)]. Figure 6 presents
the polarized spectra for the two transitions.

At a high enough magnetic field, the 1220-nm emis-
sion splits into four fully polarized lines and the 1250-nm
emission splits into two partially polarized lines, with a
polarization degree (defined as the ratio of the difference
between the intensities in the two polarizations to their
sum) of about 50%. These patterns exactly match the
prediction for the weak DJT case. In that case, the the-
ory also predicts the Zeeman shifts of all emission lines
(Appendix A).

In order to compare our measurements to the predicted
Zeeman shifts, we fitted each of the measured fluores-
cence spectra to a double hyperbolic secant function and
extracted the energies of the two peaks for every value of
the applied magnetic field. These energies are presented
in Figs. 6(c) and 6(1). We then fitted the magnetic field
dependence of the peak energies to straight lines with a
common origin. The best-fitted lines are also presented in
the figures.

For the 1250-nrn emission, the difference between the
a+- and a- -polarized lines of opposite-sign slopes is pre-
dicted to be equal to the splitting of the ground state.
That is, by dividing the slope difference by 2u,0, one
should obtain In this way, we obtain a value of

=2.242 £ 0.003. This value indeed closely matches
the value directly measured using ESR. The theory pre-
dicts that the two Eu states should not split in a magnetic
field, to first order. However, due to the (very small) mag-
netic field induced mixing of the E.,, state with the T7u,0
state, there should be a negative quadratic shift of its
energy with the magnetic field [83]. Using second-order
perturbation theory, the coefficient of this quadratic shift
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is given by P = -(g; *gL)214 1121, where gL = gle-+/2
and 1:i.211s the zero-field splitting between the Eu and 7iu
states. Using the measured values of t:,.21 = 5.28 0.02
THzand g; + gL =1.33%0.02 (obtained from the Zee-
man splitting of the Tiustates, as shown below), weobtain
=-66 2 MHz/T? While this effect is very small,
we could directly measure it by looking at the difference
between the energies of the a+- and a- -polarized lines
having same-sign Zeeman shifts. At high enough magnetic
fields, we could measure a significant (> 30) deviation
from zero, as presented in the inset of Fig. 6(c). It is also
clear that the dependence of this deviation on the magnetic
field is nonlinear. The solid line is a quadratic fit to the
points for which B 3.5 T. The dashed lines present the
68% confidence level of this fit (mostly due to the uncer-
tainty in the measured energy differences). From the fit,
we obtain a value of Pmeas = -90 £ 35 MHz/T2, which
agrees with the calculated value to within the measurement
error. A similar effect, though much larger, bas previously
been observed for yl+ ions in GaAs (83).

For the 1220-nm emission, the slope difference between
the two outer lines is again only due to the ground state
and is again predicted to be 2ug/f.. We indeed extract a
value of J/,=2.2240.025, which is consistent with the
value extracted from the Eu lines and with the ESR value.
In addition to the linear slope, there should also be a small
quadratic shift, common to both lines, due to the small
magnetic coupling between the 7/u,0 and the Eu,, states.
The magnitude of this effect should be the same as for the
Eu,, state but its sign should be opposite, i.e., we expect a
positive quadratic shift. However, as the signal here was
much weaker than in the 1250-nm line, the accuracy of the
assigned energies was lower, and we could not resolve this
effect.

The slope difference between the two inner lines is
related only to the splitting of the excited 7iu states and
is predicted to be @ = us(fa tIf,). Assuming that the
deviation of the electron g factor from the vacuum elec-
tron g factor, go = 2.0023, is due to SO mixing alone
(i.e., neglecting the crystal-field contribution) and tak-
ing into account only the closest T+ state (which is
that arising from the 3T, manifold), one obtains Jf,Ih=
1.84 (Appendix E). Together ,vith the theoretical value
of gL, 1 I7F -0.47 (see Appendixes B and F), we obtain
0111= 1.37u9. This predicted value is in a good agreement
with the measured value of °meas = (1.33 = 0.02)ua. An
even better agreement may be obtained if the effects of the
crystal field on the g factor were taken into account (99].

Peale

V. PROPOSED PROTOCOLS

Having established that the T, excited states of Ni?+
in MgO involve unquenched terahertz-level SO coupling
and can thus mediate fast spin-photon coupling, in this

section we present several protocols for optical control of
the ground-state electron spin.

A. Spin-state preparation and measurement

Figure 7(a) presents the polarization-selection rules
between the ground-state manifold and the two lowest
excited-state manifolds, where the definitions of the polar-
izations with respect to the magnetic field and crystal axes
are presented in Fig. 7(b) (see also Table I in Appendix A).
These selection rules allow for polarization-based spin
state preparation. Figure 7(c) presents the basic principle:
excitation with a defined polarization leaves one of the
three ground-state spin sublevels uncoupled to the exci-
tation field. If the lifetime of this state is longer than the
decay time from the excited state, most of the population
will eventually accumulate in this state.

While the nonradiative decay from the 7iu to the Eu
excited states is fast even at low temperature (as is evident
from the therrnalization of the excited-state population; see
Fig. 5(a)], the decay from the Fu excited state to the 7ou
ground states takes a few milliseconds, even at high tem-
peratures (Fig. 5(b)). As the ground-state spin lifetime has
been measured to be on the orders of milliseconds only
at temperatures of a few kelvin [48], the standard optical
pumping (Fig. 7(c)] may not work at higher temperatures.

There are at least two solutions to this problem. One
is to use the fact that the Eu state is long lived and use
it as a shelving state that stores the unwanted spin pop-
ulation while coherent operations are performed on the
population that remains in the ground state, which is only
of the desired spin state. For this, the polarized optical
field should transfer all the unwanted population to the
excited state before it decays. This can be achieved using
an ultrafast optical n pulse, resonant with the 1220-nm
transition (72u  Tiu). In order to transfer the entire pop-
ulation, the excitation bas to be coherent. This means that
the pulse bandwidth has to be much larger than the optical
line width (approximately 100 GHz). However, in order to
not involve the Eu levels, which will spoil the polarization-
selection rules, the pulse spectrum has to be narrower than
the energy difference between the Eu and Tiuspectral lines
(5.28 THz). An approximately I THz wide pulse, i.e., of a
few hundred femtoseconds duration, would fit this range.
One down side of this solution is that one decreases the
optical density (the effective defect density) by a factor of
3 (as onlya third of the defects are left in the ground state).
Further, the shelved population is in a random spin state,
making it a source of spectral-diffusion noise.

Thesecond solution may overcome these two issues. As
shown in Fig. 7(d), a second pulse, introduced after all the
excited population bas decayed into the Eu state, at a fre-
quency matching the transition from the shelving Eu state
to a phonon side band of the ground state, would stimu-
late the transition of the shelved population to the phonon
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FIG. 7. The optical spin preparation, measurement, and control schemes. (a) The polarization-selectionrules foroptical transitions
between the ground-state manifold, 7u., and the first two excited-state manifolds, E. and T1..,. The purple, orange, and gray arrows
represent transitions in a+, u-, and ,r polarizations, respectively. The widths of the arrows represent the strength of the transitions

(see also Table I in Appendix A). (b) The geometry of the exciting optical beams with respect to the crystal axes and the applied
magnetic field (c) Polarized optical pumping to the7i..,-/state. Thedashed purple, orange, and gray (black) lines indicate spontaneous
(non)radiativedecay. Similar schemeswith different pump polarizations allow pumping to the other twoground states.(d) The pulsed-
state preparation. Here, the pumping is done using" pulses (e.g., of,,--polarized light) that transfer all undesired state population to
the upper excited state. From there, all this population quickly decays to the lower excited state. It can either be shelved there for the
lifetime of the lower excited state or it could be forced down to a phonon side band, which then quickly decays to the ground state. In
the latter case, to achieve full spin-state polarization, the process has to be repeated a few times. (e) Fluorescence decay curves without
(purple) and with (orange) the introduction of laser light at the phonon side band. A clear increase in the decay rate is observed. (f)
[(2)] The coherent optical arbitraryspin rotation on the {T2u,1, 7i.,-i/ qubitspaceusing a polarized pulse around the T1.[£.]transition.

(h) The coherent optical arbitrary spin rotation on the {T2.,1, 7i.,0l qubit space.

side band. From there, the population would quickly decay
back to the ground state. Repeating the shelving and stint-
ulating pulses a few times would result in most of the
population being pumped into the ground state decoupled
from the shelving pulse, in a similar manner to standard
optical pumping.

To test the feasibility of this "stimulated optical pump-
ing" concept, we introduced about 0.5 W of laser light at
1319 run (Sanctity Laser SSL-1319-1500-I0TM-D-LED)
during the decay of the population after its excitation
by the 660-run pulse. Figure 7(e) presents the fluores-
cence decay with and without the addition of the 1319-run
laser. A clear decrease in the fluorescence decay time is
observed, indicating the stintulation of population decay
from the shelving state. The use of a cw laser, however, is
inefficient, as only a small part of the phonon side band is
used and the added power heats up thesample. The use of
an ultrashort pulse for the stintulated de-excitation should
solve these issues.

For optically measuring the spin state, one can turn on
the polarized pumping light at 1220 runagain and monitor
the resulting fluorescence at 1250 run. As for each of the
three polarizations (a+, a-, and 1r), one of the three spin
states is uncoupled from the polarized pumping field, the

fluorescence intensity will be inversely proportional to the
population of that state. The combined infonnation from
all three measurements would thus yield the populations
of all three states.

B. Coherent spin control

The polarized A systems present in the level sbucture
allow for polarization-based full coherent control of the
spin states using short optical pulses. Figures 7(1) and 7(g)
present the relevant transitions for coherent control of the
{T2u.1, T2v,-1} qubit manifold, through the 7740 state or the
Eu states, respectively. In the latter case, the couplingpaths
through the two Eu states destructively interfere only par-
tially, still enabling control. In both cases, the control pulse
can be off resonance or near resonance, whereas in the lat-
ter case the pulse spectrum should be much wider than the
line width of the relevant transition. The axis of rotation in
the Bloch sphere is determined by the pulse polarization.
The angle of rotation about this axis is determined either
by the intensity of the pulse (off-resonant pulse) [100) or
by the delUning of the pulse (near-resonant pulse) [10I);
in the latter case, the intensity is set to create a full 21r
rotation, ending back at the ground state [75). Figure 7(h)
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shows the transitions employed to control the{T2.,1, 72u,0)
qubit manifold. As they involve both a and rr polari7.a-
tions, they have to be applied from orthogonal directions
[Fig. 7(b)]. A similar arrangement with the opposite a
polarization would drive the{T»+o, 7>._i) qubit manifold.
Here too, both near-and off-reso ance'control pulses may
be applied.

C. Noise-free quantum memory

The ability to optically prepare and coherently control
their spin state, combined with the near-telecom optical
transitions and the possibility of creating high-optical-
density ensembles, naturally suggests the application of
divalent nickel-ion ensembles in MgO as quantum optical
memories [102, 103). The quantum memory scheme most
suitable toa medium with a large broadeningof theexcited
state is the far-detuned Raman scheme [104). The optical
cooperativity C of the system, which governs the memory
efficiency [78], can beestimated using the transition dipole
moment of the 72. B- I',. transition, 3.4 x 10-*>C.m,as
derived from the oscillator strength of 4 x 10-7[45]. We
assume a density 0f2.4 x 1018 cm-3 (10 times lower than
the density of the current sample), a detuning 0of200 GHz,
and a waveguide 5 mm in length with a cross section of
5 x 5 u,m2. For control pulses of I u,J, which are read-
ily produced bystandard optical parametric amplifiers, we
obtain C "" 2, indicating a total storage and retrieval effi-
ciency of C¥/(I+ C)* "45% [104). Thus, it seems that
efficient Raman storage should be possible using realis-
tic parameters. Furthermore, much higher cooperativity,
F x C, and hence higher efficiency, can be obtained by
adding an optical cavity with moderate finesse F [ 105-
107], e.g., by using a ring-resonator structure or imprinting
Bragg mirrors onto the waveguide.

One prevalent source of noise in a Raman memory
scheme is due to four-wave mixing [108). This is the case
when the control field couples to the full ground-level
manifold and not only to the empty ground state, a situ-
ation aggravated at detunings larger than the ground-state
splitting. However, ina Raman memory based on a polar-
ized A system, a polarized control field couples only to
a single ground state and thus four-wave-mixing noise is
suppressed [77,78).

A second source of noise is the leakage of control
light into the signal channel. When the signal and con-
trol are oppositely polarized, they can be separated by
their polarizations. Usually, however, this is not enough,
and a second separation mechanism, such as spectral fil-
tering, is invoked [107-111). This would be possible here
only if the spectrum of the control pulse is narrower than
the ground-state splitting but that would limit the band-
width of the memory. Furthermore, tight spectral filtering
usually lowers the efficiency of the memory. Here, we pro-
pose to replace spectral filtering with spatial filtering, by

introducingan angle between thesignal and control modes.
This is possible as, in contrast to warm atomic vapors,
here the emitters do not move during storage and cannot
create any motional dephasing due to signal and con-
trol wave-vector mismatch [I 12,113). Figure 8 presents
two polarized Raman-memory schemes with an addi-
tional spatial-mode mismatch, applicable in the Ni%+ :MgO
system.

The first scheme, described in the top three panels of
Fig. 8, uses the a+ -polarized transition 72,71 B- 7.0 for
the signal and the a- -polarized transition 75u,-/ B- 17,0
for the control, where the ensemble is first prepared in
the T».; state. As shown in Fig. 8(a) (top), while the
control field propagates along the magnetic field (setting
the quanti7.ation axis), the signal field is at a small angle
with respect to it. As shown in Fig. 8(b), this scheme
is based on the {727, Tou,-tl qubit system. As shown in
Fig. 2, while the relevant spin transition is narrower than
that of the {T2.1, T2.0J qubit system, it is still consid-
erably broadened. However, most of this broadening is
due to inhomogeneous strain distribution, which could be
mitigated by using a spin-echo sequence (and, generally,
would be narrower in annealed samples [50]). Figure 8(c)
presents a possible way to introduce the echo pulses opti-
cally. This could be done using a vertically polarized pulse

near the £u resonance, flipping between ther2u,7and T2v.-1
states. As shown in Fig. 8(a) (top), this pulse could poten-
tially beapplied from theside of thesample, perpendicular
to the control and the signal, to minimize scattering into
the signal mode, but it could also be applied along their
direction, as it could rather easily bespectrally filtered out.
Figure 8(a) (bottom) presents a possible pulse scheme
including two rephasing pulses between storage and
retrieval, where the time between the memory control
pulses and the rephasing pulses is r and the time between
the two rephasing pulses is 2r. This scheme would retum
the qubit state to itsinitial state in time for retrieval. This is
similar to the "revival of silenced echo" (ROSE) quantum
memory scheme [114], as in the absence of a microwave
cavity, the spin echo between the two rephasing pulses
would be very weak.

Figure 8(d) presents a second noise-free memory
scheme. This scheme, in contrast to the first one, stores
both polarization modes of the signal. As shown in
Fig. 8(e), starting from the system initialized in the 72.,0
state, arr-polarized control pulse stores an amitrarily at-
polarized signal in the 72uo- 75+ 1 and the T2uo- Tou-1
coherences. The rr-pol ed control pulse is Introdu ed
from theside, so despite being in thesame frequency as the
signal, it can be separated by both polarization and spatial
filtering. As thestorage coherences include the broad 72.,0
state, here rephasing is critical. Fortunately, thesame two-
pulse rephasing scheme as described above can be used
here as well. As the 72u,1 and 72u,-7 states are s,vitched,
the phase dispersion ofboth 72,0 -  72u,/ and 72u,0 -  T2u,-1
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FIG. 8. Noise-free memory schemes. (aHc) Asingle-mode optionally rephased memory scheme. (a) The spatial configuration (top)
and timing (bottom) of the optical pulses. (b) The storage of a a+ signal by creating a T2.,1- Ti.,-1 coherence in a medium initially
prepared in the T2.,7 ground state, by a u- control field Asecond application of the control before the inhomogeneous dephasing time
of the T2.,1- Ti,,-1 coherence would read the signal out. (c) A pair of rephasing pulses of vertical polarization (V)can be applied
between storage and retrieval to cancel out the inhomogeneous dephasing, thus prolonging the memory time. (dHf) A polarization-
conserving optionally rephased memory scheme. (d) The spatial configuration (top) and timing (bottom) of the optical pulses. (b) The
storage of an arbitrarily polarized signal on the pair of coherenoes, 7i.,0 - h,,1 andh,,o - T2..-1, using arr-polarized pulse on a
medium initially prepared in theTi.p ground state. A second application of the control before these two coherences decay would read
the signal out. (f) Here too, a pair ofrephasing pulses of V polarization can be applied

coherences is reversed [Fig. 8(f)]. One down side of this
scheme is that as the control comes from theside, the area
it bas to illuminate is much larger, necessitating a much
larger pulse energy. This may be mitigated by embedding
the waveguide intoa planar microcavity, resonant with the
control frequency, effectively enhancing the control power
acting on the storage medium.

For the two memoryschemes proposed above, the use of
two repbasing pulses limits the applicability of such mem-
ories to cases where the required storage time is known
in advance. This is the case for the syncbroni7.ation of
random events to fixed predetermined time bins. Never-
theless, the memory schemes could be adapted to cases
where the release time bin is not predetermined. This can
be done by setting the total repbasing time, 4r, to the min-
imum cycle time of the synchronized system, repeating the
two-pulse repbasing sequence until retrieval is required,
and then introducing the retrieving control at the end of
the last repbasing cycle. This would amount to applying
a Carr-Purcell-Meiboom-Gill (CPMG) sequence of vari-
able length between storage and retrieval, and would thus
have the added value of protecting the stored coherence
from dynamical external noise (up to a frequency of 1/4r).
Moreover, the applied pulse sequence does not have to

be limited to CPMG. It could be any other periodic pulse
sequence that can be terminated after an arbitrary number
of periods. For example, one could apply a combination
of the CPMG sequence and the Waugh-Huber-Haeberlen
(WAHUHA) sequence [115], which protects both against
external dynamical noise and against noise created by
dipolar interactions within the ensemble, thus prolong-
ing the memory time beyond the limit set by dipolar
depbasing. This would alleviate the limit on the density
of the ensemble, potentially further increasing the memory
efficiency.

VI. CONCLUSIONS

We have introduced general guidelines for identify-
ing electron-spin defects in solid-state systems that could
coherently couple to light in the presence of significant
optical decoberence, whether it is caused by inhomoge-
neous broadening in an ensemble, high temperature, or
both. The two main requirements are an excited-state SO
interaction faster than the optical decoherence and an
orbital-singlet ground state. Following these guidelines,
we propose to study transition metal ion ensembles in

030329-13



POEM et al.

PRX QUANTUM 4, 030329 (2023)

Varlous crystals, and, as an example, we present the case
ofNi2+ in MgO.

First, we perfonn ESR measurements of NiZ+: :MgO
and extract both the inhomogeneous and homogeneous
coherence times. In our sample, these are on the order
of a few nanoseconds and a few microseconds, respec-
tively, at liquid-helium temperature. Using temperature-
dependent spin-echo measurement, we find that the main
homogeneous broadening mechanism at this temperature
is spectral diffusion due to dipolar interactions within the
ensemble and that it is fully saturated. As the dephas-
ing rate due to this mechanism depends on the density
of the ensemble, the dephasing time could be prolonged
by working with lower densities. Our particular sample
is dense, containing approximately 450 ppm of Ni, and
indeed lower densities would still be high enough to allow
for efficient interaction with light. Alternatively, one could
use designated dynamical-decouplingsequences to protect
against dipolar dephasing or use optical-pumping tech-
niques to polarize the spin ensemble. The ultimate limit
is the spin lifetime, which, by working at small spin split-
tings, may be made as high as hundreds of milliseconds,
even at temperatures as high as 20 K, on par with or even
exceedingthe spin lifetimes of rare-earth ions at these tem-
peratures [116]. Consequently, for single spin centers in
dilute samples, where dipolar dephasing is negligible, our
results infer that long coherence times could be achieved
up to temperatures of several tens of kelvins, where low-
cost Stirling coolers, with a high cooling power, can be
used.

We could also detect ESEEM, which we attributed to
25Mg nuclei in the host MgO crystal. This enabled us to
extract an inhomogeneous nuclear spin coherence time of
52 ps at 9 mK. This may suggest that the homogeneous
nuclear coherence time (which we have not measured in
this work) may be very long, opening up the possibility of
using the nuclear spin ensemble as a long-tenn quantum
memory [117-119].

Second, we perfonn magneto-optical spectroscopy mea-
surements and verify that the excited states are indeed
SO-coupled states, despite a weak DJT distortion of the
electronic orbitals. This, combined with the observations
of spectrally separated emission lines and an almost fixed
fluorescence decay time up to higher than liquid-nitrogen
temperatures, suggests that this system may be used as
a coherent spin-photon interface at relatively high tem-
peratures, limited only by the ground-state spin-coherence
time. As discussed above, further work is required to mea-
sure this time versus temperature and establish the upper
temperature limit.

Third, we propose detailed protocols for optical spin-
state initialization and measurement and optical coherent
spin control. Specifically, even when the spin lifetime is
shorter than the excited-state lifetime, spin initialization
is still possible using either shelving or pulsed stimulated

decay. Based on these basic protocols, we then propose
two noise-free high-bandwidth quantum memory proto-
cols, possibly combining dynamical decoupling. While the
first protocol is limited to single-mode storage, thesecond
is for a two-mode polarization-preserving memory. Much
more work is required in order to implement these proto-

cols and to fully explore the potential of Ni2+ in MgO as a
solid-state light-spin interface.

Moving forward, other transition-metal dopant systems
could be explored. Som ? interesting candidates are €02+
[120] and Ni®+[121] (d" ions), or Fe6+[122], Nb3+[123]
and Ta3+ [124] (d? ions), in tetrahedral sites. All of these
are known to have optical transitions between 1550 and
1700 run, with weak or nonexisting DJT quenching. In
addition, many other transition metal ion-<loped crystals
that match our general guidelines have not been studied
at all.

We thus believe that this work can open the way to fur-
ther investigations of transition-metal ions in crystals as a
new family of materials with the potential of serving as
the long sought after high-temperature coherent solid-state
spin-photon interface, with major applications in quantum
networks.
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APPENDIX A: STATES AND
POLARIZATION-SELECTION RULES

The three ground states can be described as spin-orbit
product states, between the IA2g) orbital and the three
spin states 11),, 10),, and I - 1),. The excited states can
be described as superpositions of spin-orbit product states
between the three 72« orbitals 1T2g,1), IT2g,0), and [T2g,-1)
and the three spinstates.

030329-14



TRANSITION METAL ION ENSEMBLES INCRYSTALS...

PRX QUANTUM 4, 030329 (2023)

TABLEI The transition Zeeman shift in units of . 98 (left) and the relative transition probabilities in the three polarizations, u+, n,
andu- (right), for the case of a weak DJT distortion. The orbital IT2g,") is abbreviated by /k)z.
[A2g)1-1), 1A2¢2)10), [A2g)1]),
E.,, 7201>,11J, + 1-1)il-1),) gf [14001 0[000J -gf [O0%)
Ep *(IThi-I),+ 1-DilI),)+ i10J110), gf [OOot] 0[OfOJ -gf[Y4 00]
T1.,1 -(11110). + I0)ilD),) Ya(2gf +ff,+ KL)[OOOJ V<K:+ Kt.HO QY 4C2it - ffi- Kt.)[0Y20]
T1.p AI=illl, -1-11il-t),) lt[‘/2001 0[000] -gf [00W]
1.1 720-1)110), + 10)11-1),) -(2it +ff;+ KL)[020]  -%A<K:+ KL)[/200]  'ac21t- If. - KL>[0001

The optical transition probabilities between any excited
state 1/), and ground state 11)g are given by
Pt.l’,l’ = |E{f|ﬂk,|,flf}g|2$ (AI)

where , isthe magnetic dipole transition matrix in polar-

i7.ation k. In the spin-orbit product basis used here, these
matrices are given by

Dify o [K)r{dze| ® L. (A2)
The state /k); is the T2g orbital state corresponding to the
polari7.ation &, according to [125]

fo*, 07} ¢ {ITe—1), [ Tzen)s T2} (A3)
The matrix /, isa unit matrix in the spin space and "®" is
the Kronecker product. The proportionality constant is not
important for the calculation of relative rates.

The ground- and excited-state wave functions, calcu-
lated according to the Hamiltonian in Eq. (3), the relative
optical transition rates between them (in all polari7.ations),
and the Zeeman-shift coefficient for these transitions are
given in Tables Iand II forweak andstrong DJTdistortion,
respectively. The tables neglect second-order magnetic
coupling effects.

APPENDIX B: DJT MODEL AND THE
ABSORPTION SPECTRA

The model in Egs.(2)--(4) bas eight independent param-
eters: the electron-phonon coupling energy E7r,the energy
of the lowest phonon mode liwpi., the pure-electron-spin-
orbit coupling parameters S,u,,and p, the spin gyromag-
netic ratios  and g, and the orbital gyromagnetic ratio
- Below, we show bow the values of these parameters
can be found from existing spectral measurements under
two different interpretations, the weak and strong DJT
distortion.

First, we find the relevant model parameters for the case
of weak DJT distortion. Using the energy-level assign-
ments from the literature [45,52,65], combined with our
value for the ground-state spin g factor , one could find
values for the first six parameters of the model [74], as
detailed in Table III. The value of g, can be found from
the value of S as shown in Appendix E and gi == 12
can be calculated from the orbital structure, as shown in
Appendix F.

The obtained values of Err, liwpi.§, and then yield
k= 0.13,K; = 0.14 THz, andK, = 0.15 THz, consistent
with a weak DJT distortion.

Forthe second case, forwhich k » 1, the only relevant
spectroscopic data is the splitting between the two nar-
row low-energy lines, Li21. In this limit, K7,K2 0 and
thus LI32::,:-:2{e-+12. That is, it is becomes very small

TABLE II. The transition Zeeman shift in units of w.sB (right) and relative transition probabilities in the three polarizations, u+, "e
and u- (left), for the case of a strong DJT distortion. The orbital IT2g,’) is abbreviated by Ik)t.

1A2g)l-1), 1A2¢2)10), 1A29)ID),
E., 720D 11D+ 1-1>i-1),) gf [t 00J 0[000J -gf [00¥l
Ep (1Dil-1), +1-DHtlD),)+ ilO>tlO), gf [O0 Y] 0 [Oj OJ -gf [4400]
A2. Ly (IDti-I),+ 1-1)111),) - 10)tl0),) gf[OO0iJ 0[0i OJ -gf [¥200]
7i(T2.,1-  TL1.,-1) 10>t11), gf -g;[010J] -,£2,[000] -gf - g, 7000]
T1.p 72(1D)11D), - 1-1>i-1),) gf [t 007 0[000J -gf [00%l
7i(T1.,1-  T2.-1) 10>,1-17, gf +/f.[00 OF [f, [000J -1t + [f, [010]
-1(T1.,-1+ Ti,1) 11>il0J, gf[0O00] 0[ro00J -1t [0O0J
T2./3 21(IDil-1), - I-D11D),) gf [t 0oOJ 0[000J -gf [00%I
(T1..1 +T2.,-1) 1-1)110), gffO00] 0[0O0T] -it [OO OJ
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TABLEIIl. A list of theSO and DJT parameter values and their derivations from independently measured values assuming a weak
DIJT distortion.
Parameter Value Relation tomeasured values Measured values Refs.
it 2.242 EPR and magnetospectroscopy 2.242 This work
/iwpb 6.15THz Optical spectroscopy 6.15 THz [52]
{ -7.73 THz f =(go - Jf,)EPJlf4g0 EPJI = 258THz" [43,45]
Err 0.26THz Err=-(2/3) 1n(-612/%) 612 = 7.26 TH:t [65]
i, 4.92THz u, —(643+621+e-- 2{/2- 3K1)/3e-+/2 643 = 12.6 THZ" [65]
p -5.74 THz P=-621- (I- e=12)u, - K2 621=5.28 THz<l [45]
aThe'"oenter of mass' of theoptical absorption line.
b Splitting between the 72z and 77i. lines.
¢ Splitting between the A2. and 72. lines.
d Splitting between the 7i. and E. lines.
and may be below the resolution limit. Similarly, LI.43ss ~ manifold, where m, = 0, and the separation between the

-Ll.o1- ire-+/? and becomes indiscernible from -Ll.7j.
With these approximated values, one can see that u, bas
to be O and p bas to be -Ll.5 1. All the other parameters are
independent of the optical spectrum and can thus take the
same values as in Table I11.

We thus see that the same general model, though with
differentp,and p values, can fit the available spectroscopic
data also if we assume that the DJT distortion is strong.

It is therefore impossible to discern between the case
of a weak DJT distortion and that of a strong DJT distor-
tion given only these data. For doing that, the additional
measurements performed in this work were necessary.

APPENDIX C: ESEEMFORS — 1 AND/ —sn2

The Hamiltonian for an electron-spilHluclear-spin
interaction involving electron-spin states Zeeman split in
a magnetic field along the z direction is diagonal in the
electron-spin projection basis. For a given spin-projection
value, m,, it can be written as [92,93]

Hm, =m,luvs - luv,+mA, I +mA,I, (@)
where the magnetic field vector together with the vector
pointing from the electron spin to the nuclear spin define
the x-z plane.

Thus, when considering only the m, = - 1 lower state
and them, = 0 upper state, which is a good approximation
for the 9-mK experiment temperature, we obtain

H-1=-luv,- (lilvi+ A4,)I, -A,,1I, (C2)

and
Ho= -luv,I. (C3)
It is clear that while in the lower electron-spin state man-

ifold there is coupling between the nuclear spin states, no
such coupling is present in the higher electron-spin state

states in that manifold is determined only by the nuclear
Zeeman frequency wy, even if 4,, and 4,, are nonzero.

At the temperature of the experiment, while most of the
population is in the ground electron-spin state, the nuclear
spinstate is still fully mixed. Therefore, transitions starting
in different ground states would not interfere. Hence, the
frequencies of interference fringes are determined only by
the frequency differences in the excited state and will there-

fore be harmonics of the nuclear Zeeman splitting. This is
in striking contrast to the more commonly studied case of

m, —=+1/2[92,93].

For a localized electron-spin with an isotropic g factor
gf interacting with neighboring nuclear spins, the con-
tact interaction is negligible and the components of the
electron-spilHIuclear-spin interaction tensor are given by
the dipole-dipole interaction [93]

— 3uo 2
Ay === LusuNgfg.(Irl 8q - 3r.r) (C4)
4:rﬂﬁ“ gfg.(Irl 8q 1y,

where g is the permeability of vacuum, x4, N and g. are the
nuclear magneton and the nuclear g factor, respectively,
and/l" is the position vector of the nuclear spin with respect

to the electron spin. For MgO, the nearest Mgneighbors to
the Ni substitutional site are located inall 12 permutations

and sign combinations ofr =a(1/2, 0, 1/2), wherea = 0.42

run is the lattice constant of MgO. The length of all these
vectors is 1Irl= a/.J'i.. Outoftbe 12 possibilities, four do
not contain the z component and for them 4,, =0, such

that they will not exhibit any coupling between the differ-
ent nuclear spin states and will not contribute to ESEEM.
For the other eight,

330
A,= 3 /IBIN gfe.
4na
A,,= +3A,,. (CS5)

The minus sign in 4,, appears in the four cases in which
the z coordinate is negative with respect to thedirection of
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the magnetic field. Using Cn = -0.34 for Mg [ 126], we

obtain A4,,/h = 306 kHz and Azx/h — +918 kHz, where h

is Planck's constant. These values are comparable inabso-
lute value to the nuclear Zeeman splitting at 5= 141 mT

and wy/2n:= -366 kHz (here, the minus sign is due to the
negative nuclear g factor), leading to a significant modu-

lation depth. For the simple case of/ = 1/2, the visibility
(which is only due to the nuclear spin state mixing in the

m, = -l state), is given by [93]
V= Pyshi, (C6)
where
Az /2 )

Vi =
' [(hor + Az 1 ALJ4

For the calculated interaction elements, Vi =0.99. P5s
is the probability that a magnesium atom within the
region affecting the nickel ion will be >’Mg. For example,
if one considers only nearest neighbors, P>s =1 - (I -
P2s)NM —0.57. Here, Pis —0.1 is the natural abundance
of Mg and Nan =8 is the number of relevant nearest-
neighbor sites. As not only nearest neighbors contribute,
in practice this number may be effectively closer to I.
The measured visibility at short times (before the onset of
nuclear spin dephasing) is 0.75, which is in line with the
aboveanalysis.

As the nuclear spinof>Mg iss/2 and notl2, additional
modulation frequencies, harmonics of w; up to the fifth
harmonic, are possible. Indeed, this is seen in the measure-
ment[Fig. 3(b)]. Inorderto calculate the ratios between the
magnitude of the oscillations in the different frequencies,
we numerically diagonalize the full / =s/2 Hamiltonian
[Eq. (C2)], using thesame parameter values as in Eq. (C7),
and calculate the relative transition amplitudes using S,
(the x component of the electron-spin) as the transition
operator [92,93]. Then, for every ground state, wesum the
amplitudes leading to all excited states and calculate the
transition probability at each transition frequency for that
ground state. Finally, we sum over the probabilities calcu-
lated in this way for all ground states. The result, including
bandwidth limitations due to the pulse duration and cavity
width, are presented by the yellow bars in Fig. 3(b).

In order to account for decoherence effects, we con-
struct the temporal dependence of the transition probability
from the result of the full / =—S/2 model described above,
p(t), and decompose it into its average value, Pmeao, and a
purely oscillating component,po,c(t). We then produce the
following function:

Pacta (1) = 21 (O Prroan + 25 (O (D)1, (CB)

TABLE IV. The list of fit parameters for the spin-echo trace
presented in Fig. 3(a).
-

Parameter Value

A 0.917 £ 0.004

B 0.0825 % 0.0005

PI5 0.81%0.005
-1 4.50£0.03 ps
7181 109%£2 s
,.Ce

,Couc) 52+ 2ps

where

gl  Aci,.>TBe-vft"e>,

g2(1) = P2se-+fls >. (C9)
The result of fitting this function to the data is presented
by the solid black line in Fig. 3(a). Note that here we have
used the measured /W1/2n:| = 385 MHzinstead of the cal-
culated value and we have used Pis as a fit parameter.
Table IV presents the fitted parameter values.

APPENDIX D: SPECTRAL-DIFFUSION
DEPBASING FORS= 1

Spectral diffusion of the probed spins can be caused by
flip-flop processes within thesurrounding spin bath, which
stochastically change the magnetic field environment of
the probed spins. The resulting dephasing rate is propor-
tional to the number of spin pairs that can flip flop. As
the flip-flop process conserves energy, one should count
only the spin pairs in which the two spins have the same
energy splitting. This number depends on the spin pop-
ulations and hence depends on temperature, making the
spectral-diffusion dephasing rate temperature dependent.

In order to find thetemperature dependence, we firstcal-
culate the number of spin pairs at a given temperature, for

a certain strain detuning of the m, =0 level, 8. We note
that in a S = I system there are three possible flip-flop
processes:

11,0) B- 10, 1),
1- 1,0) B- 10,-1),

11,-1) 8- 10,0), (DI)

where lm,,1,m,,2) represents a state of a spin pair in lev-
els m,, 1 and m,,2- The numbers of spin pairs that conserve
energy for these processes are, respectively,
n1(8)no(8),
n_1(8)no(8),

I[n-1(8)n1(-8) + no(8)no(-8)], 02)
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where nm, (o) is the nwnber of spins (per unit detuning)
populating the level m, for a system with m, = 0 detuning
of O. Ata given temperature, the populations of the three
levels are

n_,(o) oc 1/Z(o),
n0(0) oc e-P(ea-8) /7(0),

n,(0) oc e-2 "'e /7/(0),

where here /] = 1/knT is the inverse temperature in units

of energy (kn is the Boltzmann constant) and en =  p,sB
is the Zeeman energy splitting. Z(0) = I + e-PCea-&J +
e-?/Joa is the partition function. Note that here we have

neglected anystrain shift of them, = I level.
The total spectral-diffusiondephasing rate is then given

by swnming the nwnber of pairs for the three processes
for a given o, multiplying by the detuning distribution
function P(o) = ..,,J--e-*"Fa’ (a being the width of the
distribution), and integratingovero. Alsoadding a temper-
ature independent dephasing rate, representing the direct
flip flop and instantaneous dilfusion processes, which are
effectively constant at the (low) temperatures where they
are significant, this yields

1 1 3 =
—_——— f diP(8)

T Tar Tospsa Joo
e Blen—8) | o—Bes—3)  o~2Pen
«( t + ). o0
Z2(8) ZRZ(—8)

where 72,1.r is the low-temperature dephasing time and
T2,50,sa, is the spectral-dilfusion dephasing time at satura-
tion (note that for low temperatures the integral tends to
0, while for high temperatures it tends to 1/J) and we have
used the fact that P(o) is even.

For the fit used in Fig. 4, we use the measured values
ofa= 170 MHz and es = 4386 MHz (B = 141 mT) and
fit the values of 72,7, and T2,s0,satto the data. We obtain
12,1 =85+ 10 p.sand 72,50,,.. =2.651+ 0.2 ps.

APPENDIX E: SPINg FACTOR IN THE 3T2g(T,.)
STATES

The SO interaction may alter the value of thespin g fac-
tor of a state by mixing it with other states of the same
SO representation [99]. For the 7,. SO states of the 3t g
manifold, the closest such states are the 7iu SO states of
the 3T1¢ manifold. We thus asswne a wave function of the
form

1
;) =N, (lTIH,rthx + Z hJITWJ}}TJE) ,  (ED

k=—1

where Y%, is the"mixing fraction" of thestate [T1u,t)1T,, in

t,yand = (I + Li:—tYi;)—l 1% is a normalization con-
stant. Using second-order perturbation theory, the mixing
fractions are given by

JT]I{Tlu;:lHSGITlu,r}JT]x
EFII _EF]: !

3T'Iw 1T2r

(E2)

Yeg =

where Hso is the SO Hamiltonian and E/7"s (E/T"") is the
energy of the 7,. states in the 3Tyg (3T2g5gmanif%ld. The

effective g factor is then given by

gr.. = (V1L + 2S:|¥n). (E3)
Using the known structure of the 7iu wave functions [125]
and assuming that ¥z, < I, one obtains

En, & % |—£r. + go(l — 2}'11—1)] ) (E4)

where g7, = (T2g,,ILIT2g,1) is calculated in Appendix F.
Note that this calculation does not include DJT distortion.
Its inclusion amounts to replacing gL withCL- By means of
Table I, we identify

25 =gol(l —2y.1). (E5)

Using £/ . -E[ =160 THz [65], 'TZ.(Ttu,tiHsol

), T, = -4-s [125,127], and the value of S extracted
from the g factor of the ground state (Appendix B), S =
-7.73 THz, we obtain Yv1.-1 = 0.04, yieldingg; = 1.84.

APPENDIX F: ORBITALg FACTOR IN THE 3T2g
MANIFOLD

In the d8 configuration, it is much easier to use the hole
notation, as then one has to consider only the two empty
electron orbitals instead of the eight full ones. We therefore
first find the orbital angular momentum of the two-electron
orbitals from which electrons are missing and then take the
negative of the result, as we are interested in the orbital
angular momentum of a full shell (which is 0) minus those

two electrons.
All the relevant two-electron orbitals are composed

mostly of products of two d (/ = 2) single-electron states.
Therefore, they are mostly composed of doubly quadratic
functions of the Cartesian coordinates.

For spin-triplet states, which are exchange symmet-
ric, the orbitals also have to be exchange antisymmetric,
as the total electronic wave function must be exchange
antisymmetric.

Out of all the possible T2g two-electron orbitals, we
focus here on those in which one electron is of the eg
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single-electron orbital and the other is of the #2¢ single-
electron orbital (see Fig. 1(b)].

Therefore, we have to use a set of spanning functions
of the Thg representation of the Oh point group, which
are doubly quadratic in X, y, and z, are composed of
products of quadratic basis functions of the Eg and Tzg
representations, and are exchange antisymmetric.

These constraints leave only one possible choice (up to
internal unitary transformations). Choosing the main axis
to be z and all the functions to be eigenfunctions of the
z component of the angular momentum, we are left with
(125]

IM2g.1). = ~Ji{X1Z1(3y] - H>+iv1213 - 1))
IT2g,0)e = ia{xlyl(3zJ-ri)las.,

M2g-le= 12(XIZ1(3)] - ti) - iylzl3>i- ri)u,
(FI)

where the subscript e indicates that these are electronic
orbitals, { }a.s. stands for exchange antisymmetri7.ation,
I, <;>=xf(2) +Yf<2>+(2)+ and a= 5/(4n.J'i.) is a nor-
maliz.ation constant.

By inverting the definitions of the spherical harmonics
in Cartesian coordinates, it can be shown [ 125] that these
functions can be represented as the following combinations
of products of single-electron d orbitals:

IT2g,1). = li<11,2)+ 11,-2)) - %1-1,0))....,
IT2g,0). = }i!12.0)-1-2,0)Ja.,,

IT2g,-1). = -1i<1-1,2) +1-1,-2))-14I1,0))a.s.,

(F2)

where the twonumbers inthe kets stand for theeigenvalues
of the z component of the angular momentum of the single-
electron d orbitals of the two electrons.

With the wave functions cast in this form, it is straight-
forward tocalculate their two-electron angular-momentum
matrix elements. One obtains

I
wy= Moo | (F3)
272 0
bl |
wy= SO o . (F4)
2 0 i /D
0
L)=-li(0 O - F5
(L, 51(0 . (F5)

It is clear that these are spin-I matrices, as expected, just
multiplied by a common factor of 1/2. Thus, one can treat
the T2¢ two-electron orbitals as an effective [ = 1 system,
with an effective orbital g factor of 1/2.

Now, recall that we are interested in the orbital angular
momentum of a full d shell missing two electrons in the
above states. Weshould therefore take the negative of the
above result; i.e.,

= —|J|"2. (F6)
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