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Figure 1: (a) Our proposed demo setup with the Shutter robot, a laptop, and a Kinect camera; (b) Shutter during a photography
interaction with two people in a public lobby on Yale’s campus; (c) Shutter during an embodied explanations interaction in a
library on Yale’s campus

ABSTRACT

Deploying robots in-the-wild is critical for studying human-robot
interaction, since human behavior varies between lab settings and
public settings. Though robots that have been used in-the-wild ex-
ist, many of these robots are proprietary, expensive, or unavailable.
We introduce Shutter, a low-cost, flexible social robot platform for
in-the-wild experiments on human-robot interaction. Our demon-
stration will include a Shutter robot, which consists of a 4-DOF arm
with a face screen, and a Kinect sensor. We will demonstrate two
different interactions with Shutter: a photo-taking interaction and
an embodied explanations interaction. Both interactions have been
publicly deployed on the Shutter system.
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1 INTRODUCTION

Transitioning social robots from in-lab to in-the-wild environments
can introduce unanticipated challenges that require innovative
solutions [11]. Though in-the-wild robot deployments can be chal-
lenging, such experiments are valuable because of the variety of
novel social scenarios robots can encounter and the difficulty of
orchestrating those scenarios in lab environments. Additionally,
many researchers have demonstrated that in-the-wild interactions
can lead to emergent human behavior that sparks new ideas for
continuing social robotics research [6, 11, 17, 20]. Many robots exist
that are suitable in-the-wild deployments, such as the commercially
available Pepper [16], NAO [8], Furhat [4], and Boston Dynamics
Spot [3]; custom-built robots [5, 9, 10, 12, 13, 15, 19]; or the now-
unavailable Jibo [1] and Kuri [2]. However, many of these platforms
are prohibitively expensive, unavailable for replication, or out of
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production, limiting the pace of research into in-the-wild social
robotics.

To this end, we introduce the Shutter robot platform, which
demonstrates that a robot built from low-cost components can
support a variety of rich interactions. Shutter is unique in its com-
bination of cost, simplicity, and flexibility. The Shutter platform
consists of a robot arm with a screen as the end effector, a Kinect
camera, and a laptop, shown in Fig. 1a. More complex configura-
tions of Shutter include a self-contained cart with light-up buttons,
multiple Kinects, and an external monitor (see Fig. 1 (b, c)). This
platform has been developed to support interactions where the
robot has remote monitoring capabilities and can be left in a public
space to run independently or operated remotely.

In our demo, we will deploy two different interactions on Shutter.
In both interactions, participants may engage and disengage freely
and can interact with Shutter either alone or in a group. In the
photography interaction (Section 2.1), participants will be able
to approach the robot to have their photo taken. In the embodied
explanations interaction (Section 2.2), participants will experi-
ment with a conversational group detection algorithm as Shutter
explains with live data visualizations how the machine learning
model makes predictions about their group membership.

Our proposed demo will require a table, a power supply, Internet
connectivity, and an external monitor or television.

2 TECHNICAL OVERVIEW

As a platform for studying in-the-wild human-robot interactions,
Shutter was developed to support many potential applications. In
particular, design objectives of simplicity and adaptability allow
Shutter to be employed in a variety of HRI studies. Simplicity and
adaptability are implemented with a low-cost hardware specifica-
tion and a behavior tree architecture for the robot’s actions. In
addition to the scenarios proposed for our demo, Shutter has served
as the platform for a user study [22] and a graduate-level course.!

To facilitate building many copies of the robot at low cost, Shut-
ter’s hardware design comprises simple-to-fabricate or off-the-shelf
components. Shutter is a 4-DOF arm with a face screen (Fig. 2). The
arm geometry is inspired by the Trossen Robotics WidowX Robot
Arm, which was used for early versions of the platform. The latest
version of the robot has a similar morphology, but the arm has a
reduced number of parts compared to prior versions, making it
simpler to assemble. A loudspeaker placed beneath Shutter’s base
plays audio content, such as generated speech. A 3D printed head
enclosure houses both a small HDMI monitor that displays Shut-
ter’s face, including articulated pupils, and a webcam for egocentric
perception. The design of Shutter is open-source, with the bill of
materials and build instructions available on our website.?

While the standalone robot has supported coursework and lab-
based studies, Shutter can be adapted for usage in other scenarios.
Shutter is often mounted on a cart for deployment to indoor loca-
tions (Fig. 1 (b, ¢)). The cart affords two Azure Kinect sensors, a
large user-facing display screen and three illuminated buttons that
users can press to provide feedback to the system. To illustrate the
feasibility of alternative system configurations, our demo proposes
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Figure 2: Shutter is a low-cost, open-source social robot plat-
form.

a simplified version of this deployable system (Fig. 1a). Furthermore,
Shutter can augment robotic systems that lack an overt social agent,
such as a mobile base or arm.

Similar to the hardware specification, Shutter’s software empha-
sises adaptability. Robot actions are orchestrated with a behavior
tree, a high-level control architecture that encourages modularity
and code re-use. In a behavior tree, actions are encapsulated in
standardised modules called behaviors. Behaviors for Shutter in-
clude motion planning with Movelt [7], generating speech with
Tacotron 2 [18], specifying gaze targets, registering button presses
and changing the facial expression. These behaviors can be ar-
ranged into more complex robot activity through the structure of
the behavior tree, which describes the conditions and order of exe-
cution. Because behavior trees are modular, they can be applied to
many different programs with minimal changes. For a description
of Shutter’s behavior tree implementation, see Lew et al. [14].

2.1 Case Study: In-the-Wild Photography

The first case study demonstrates a photography interaction suit-
able for in-the-wild deployments. This interaction has been de-
ployed to several indoor locations across a university campus (Fig.
1b). The interaction begins when one or more participants enter the
Kinect’s field of view. Shutter greets the participants and prompts
them to have their photo taken. The photo is shown on the dis-
play as Shutter praises the photo. At this stage, participants can
ask the robot to re-attempt photographing them by pressing the
appropriate button. If the participants are happy with the photo,
they are given a QR code to save the photo. The interaction ends
with Shutter saying goodbye.

Despite its simplicity, the photography interaction encapsulates
several valuable attributes for in-the-wild deployments. First, the
interaction supports a variable number of participants. Second,
participants can give explicit feedback to the system by indicating
their approval or disapproval of the photograph. This feedback in
turn provides a mechanism for making the interaction open-ended,
as participants can initiate multiple photography sessions. Finally,
the interaction easily resets when participants leave, even in the
middle of an ongoing session.


https://cpsc459-bim.gitlab.io/f23/
https://shutter.interactive-machines.com

Shutter: A Low-Cost and Flexible Social Robot Platform for In-the-Wild Deployments

People the Al Sees Groups the Al Decides

| @mt 0 wm
\Person A &Pcrson A

Person B Person\B
\ ,Person © ,Persom ¢
34

=25 -1.5 -0.5 0.5 15 25 =25 -15 -0.5 0.5 15
<-- Meters --> <-- Meters -->

Affinity with Robot

@ Blue Circle Group 1.00

% Red Cross Group 0.75

m Purple Square Group

# Brown Plus Group 0.50
0.25

0.00 T T T T T

Figure 3: Visualization of live perception data shown during
the embodied explanations interaction.

2.2 Case Study: Embodied Explanations

The second case is a user study aimed to help people understand
machine learning models that drive many human-interactive robots,
such as Shutter. The interaction focuses on explaining a graph
neural network-based conversational group detection model [21] to
groups of participants. This same model informs Shutter’s behavior
in interactions such as in-the-wild photography.

Shutter guides participants through a range of visualizations of
live sensor data and model inferences, such as Fig. 3, and directs par-
ticipants’ attention using its speech, eye gaze, and body movement.
User inputs solicited through Shutter’s buttons and a microphone
with speech to text models also guide the interaction. Shutter’s
embodiment allows it to act as a member of the conversational
groups it is explaining and enriches the interaction.

The mobility of Shutter mounted on a cart enabled deploying this
interaction in public spaces (Fig. 1c). The modularity of Shutter’s
behavior tree-based architecture [14] was instrumental to quickly
develop this user interaction, which required new control flows for
reacting to user inputs and robust error handling. The rich array of
sensors on Shutter was also critical to executing this interaction. For
example, Shutter integrated body tracking via the Kinect’s depth
camera with AR marker detection via the Kinect’s RGB camera
helped track users as they passed in and out of view of the cameras.

3 CONCLUSION

We believe that Shutter embodies a valuable platform for social
robotics research. The modular behavior tree architecture allows
for convenient re-use of low level behaviors such as speech, gaze,
or visualizations, and allows re-use of complex control flows such
as soliciting and responding to user inputs. Shutter’s behavioral
flexibility also allows rich robot activity to be driven with non-
identifying sensor data. Shutter’s adaptable, inexpensive, and ex-
tensible platform makes it well-suited for research in human-robot
interaction, especially for in-the-wild settings.
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