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Abstract

Foreach poset P, we construct a polytope .o (P) called the P-associahedron. Similarly
to the case of graph associahedra, the faces of </ (P) correspond to certain nested
collections of subsets of P. The Stasheff associahedron is a compactification of the
configuration space of n points on a line, and we recover 27/ (P) as an analogous
compactification of the space of order-preserving maps P — R. Motivated by the
study of totally nonnegative critical varieties in the Grassmannian, we introduce affine
poset cyclohedra and realize these polytopes as compactifications of configuration
spaces of n points on a circle. For particular choices of (affine) posets, we obtain
associahedra, cyclohedra, permutohedra, and type B permutohedra as special cases.

Keywords Poset - Associahedron - Cyclohedron - Configuration space -
Compactification
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1 Introduction

Polytopes arising from combinatorial data have been studied extensively in the recent
decades. Some examples include order polytopes [44], graph associahedra [5], gener-
alized permutohedra [36], the associahedron [21, 26, 43, 46], and the cyclohedron [4,
40]. The latter two polytopes may be obtained as compactifications of configuration
spaces of n points on a line and on a circle, respectively; see e.g. [2, 12, 16, 25, 30,
41].
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The goal of the present paper is to introduce a new class of polytopes called P-
associahedra which combines the notions of graph associahedra and order polytopes
in a natural way, and to show that these polytopes arise as compactifications of poset
configuration spaces of points on a line. We review these results in Sects. 1.1-1.2. We
then introduce affine posets and affine P- cyclohedra in Sect. 1.3. They correspond to
compactifying affine poset configuration spaces of points on a circle rather than on a
line, and lead to applications to critical varieties [18] which we pursue in a separate
paper [17].

1.1 P-associahedra

Let (P, <p) be a finite connected poset with | P| > 2. Recall from [44] that the faces
of the order polytope of P correspond! to set partitions T of P such that each t € T
is a convex connected subset of P, and such that the directed graph Dt with vertex
set V(D) := T and edge set

E(Dy) :={(r,7) eT?|tNt' =@andi <p jforsomei € 7,j € 7'}  (1.1)

is acyclic. Here a subset T C P is called convex if havingi <p j <p k withi,k €t
implies j € 7, and t is called connected if the corresponding induced subgraph of the
Hasse diagram of P is connected. Let us say that two sets A, B are nested if either
A C BorBCA.

Definition 1.1 A P-pipe is a convex connected nonempty subset T € P. A P-piping is
a collection T of P-pipes such that any two sets 7, T’ € T are either nested or disjoint,
and such that the directed graph Dt given by (1.1) is acyclic.

When the poset P is clear from the context, we refer to P-pipes (resp., P-pipings)
simply as pipes (resp., pipings). We say that a pipe t is proper if 1 < |t| < |P].
A piping is proper if it consists of proper pipes. Clearly, a subset of a proper piping
is a proper piping. We let /C/(P) be an abstract simplicial complex whose vertices
correspond to proper pipes, and whose simplices correspond to proper pipings.

Theorem 1.2 (P-associahedron) There exists a simplicial (|P| — 2)-dimensional
polytope <f (P)* whose boundary complex is isomorphic to K o (P).

By definition, the P- associahedron </ ( P) is the polar dual of the polytope constructed
in Theorem 1.2. Thus <7 (P) is a simple polytope of dimension | P| — 2 whose facets
correspond to proper pipes and whose vertices correspond to maximal by inclusion
proper pipings. See Figs. 1 and 2 for examples.

We list some properties and examples of P-associahedra in Sect. 2.3. For instance,
similarly to other families of combinatorial polytopes (including permutohedra and
associahedra), each face of .7 (P) is a product of smaller P-associahedra. When P is a
chain, .o (P) is combinatorially equivalent to the (| P|—2)-dimensional associahedron.

1 Stanley’s construction of an order polytope only applies when P has a minimal and a maximal element.
In (1.2), we slightly modify his construction to include arbitrary connected posets.
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Fig.1 A P-associahedron
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Fig. 2 If P is a chain (left) then .o/ (P) is the associahedron. If P is a claw (right) then <7 (P) is the
permutohedron
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When P isaclaw (thatis, P contains a minimal element 0and any two other elements of
P are incomparable), .o/ ( P) is combinatorially equivalent to the (| P| —2)-dimensional
permutohedron. See Fig. 2 for two-dimensional examples.

Remark 1.3 The set of pipes is not a building set in the sense of [8, 14, 36] since
the union of two pipes whose intersection is nonempty need not be a pipe. (It need
not be convex.) Thus P-associahedra are not special cases of graph associahedra or
nestohedra.

Remark 1.4 Our notions of poset pipes and pipings differ from the well-studied notions
of graph tubes and tubings [5] in several ways. First, P-pipes are assumed to be convex.
Second, P-pipes of size 1 are not included in a proper P-piping. (In particular, when
P is a chain poset, P-pipings may be more naturally viewed as bracketings; cf. [5,
Figure 1(a)].) Third, a graph tubing cannot contain two adjacent graph tubes, i.e., two
disjoint graph tubes whose union is a graph tube. We do not impose this restriction in
the definition of P-associahedra. Instead, we impose an acyclicity constraint (1.1) on
P-pipings.

Remark 1.5 A different family of polytopes associated to posets was constructed in
[9]. We do not see any direct relation between the two constructions. It would be
interesting to find the intersection of these two classes of polytopes.

Remark 1.6 While we show that P-associahedra <7 (P) exist as convex polytopes, we
do not construct any explicit geometric realization of <7 (P) as a polytope with, say,
integer vertex coordinates. Doing so remains an open problem.” Another interesting
problem is to describe the f- and h-vectors of </ (P) in terms of the combinatorics of
pP.

Question 1.7 In [29], it was shown that graph associahedra of [5] arise as dual cluster
complexes of Laurent phenomenon algebras [28], which are certain generalizations of
cluster algebras [15]. Is there a relationship between P-associahedra and dual cluster
complexes of cluster algebras or of Laurent phenomenon algebras?

Another possible direction would be to relate P-associahedra to t-tilting complexes
of gentle algebras [37].

1.2 Compactifications

We explain how P-associahedra may be obtained as compactifications of configuration
spaces of points on a line. When P is a chain, our construction recovers the case of
Stasheff associahedra obtained as Axelrod—Singer compactifications [2]; see also [12].

Recall that the order polytope [44] of P is the space of order-preserving maps
P — [0, 1]. We modify this construction to consider order-preserving maps P — R
instead. Let Sim| be the group acting on R by rescalings x — Ax for A € R- and
constant shifts x — x + u(1,1,..., 1) for u € R. We let

0°(P):={x eRF | x; < xjforall i <p j}/Sim; (1.2)

2 Note added in 2023: This problem has now been solved in [39].
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Fig.3 Defining the compactification Comp(P); see Example 1.9

denote the P-configuration space. It is not hard to see (cf. Sect. 2.1) that &°(P) is
naturally identified with the interior of a (| P| — 2)-dimensional polytope denoted
O (P). The faces of O(P) are indexed by pipings T which are simultaneously set
partitions of P. If P is bounded, i.e., contains a maximal and a minimal element, then
O'(P) is projectively equivalent to Stanley’s order polytope; see Remark 2.5.

We will consider a certain compactification of &°(P) which we first describe infor-
mally. See Fig. 3 and Example 1.9. An element x € 0°(P)is acollection of | P| points
on a line satisfying the inequalities in (1.2). Allowing some (but not all, in view of the
action of Sim) of the points to collide, we obtain a point x € &'(P), which belongs
to a face labeled by some set partition Ty = {1, 12, ..., Ty} of P intom > 2 disjoint
pipes. Thus all points in each pipe z; have collided, and moreover, it could be that all
points in, say, 7 LU 1> have collided. During the collision, we keep track of the “ratios of
distances” between all pairs of points inside each individual 7; (however, the distances
between pairs of points in 7; X t; fori # j areignored). In the limit, this gives a point
x[z;] € O(zj) foreach j = 1,2, ..., m, where 7; is treated as a connected subposet
(zj, <p) of P. We iterate this construction: the point x[7;] belongs to some face of
0(t;) labeled by a partition of t; into disjoint pipes, so we record the distance ratios
between pairs of points in each of those pipes, etc. At the end, we obtain a collection
T(x) of pipes which form a piping, and for each pipe v € T(x), we have a point
x[t] € O(7).

The non-rigorous part in the above paragraph is the notion of “ratios of distances”
that we keep track of when the points collide. While such ratios are an essential
ingredient in the definition of the Axelrod—Singer compactification [2, 30, 41], we
found that this approach cannot be directly applied to poset configuration spaces: see
Example 3.1. Instead, we utilize a new construction which we now describe formally.
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For a point x € 6°(P) and a pipe 7, let x[t] € 0°(t) be the restriction of x to 7,
i.e., the image of x under the standard projection R” — RT. (This projection is Sim-
equivariant.) Recall that £°(7) is identified with the interior of the order polytope
O'(t). Consider the composite restriction map

p:0°(P) > [] 0, x> x[tDpe>1, (1.3)

IT>1

where the product is taken over pipes t satisfying |7| > 1. (This includes 7 = P.)

Definition 1.8 (P-compactification) Let Comp(P) denote the closure
Comp(P) := p(6°(P)).

Thus a point x € Comp(P) is a collection (x[T])|¢|>1 € le\>1 O(t) of points
in various order polytopes. We refer to the coordinates of x[t] as (x;[t])icr. We
outlined above a recursive way to associate a proper piping T(x) to each such point
x € Comp(P); see Definition 3.4 for further details. This endows Comp(P) with the
structure of a stratified space, where the strata are indexed by proper pipings.

Example 1.9 Consider the poset P in Fig. 3a. For small ¢ > 0, the point x> shown
on the left in Fig. 3¢ belongs to the P-configuration space &°(P). When we take
the limit as + — 0, we obtain a point x € Comp(P), described as follows. The
points 1,2, 3,4,5 collide, as do the points 6,7, 8,9, thus x[P] € O[P] satisfies
x1[P] = x2[P] = --- = x5[P] and x¢[P] = --- = x9[P]. The set {1, 2, 3, 4, 5}
is a union of two pipes, and the corresponding two points x[123] € £(123) and
x[45] € O(45) are among those shown on the right in Fig. 3c. Here we abbreviate
123 = {1, 2, 3}, etc. The two to one ratio of distances between the points 1, 2 and 2, 3 is
encoded in the coordinates of x[123]. Similarly, the point x[6789] € &(6789) satisfies
x6[6789] = x7[6789], but we have x¢[67] < x7[67]. The pipes 123, 45, 6789, 67
form a proper piping T := T(x) which labels (cf. Definition 3.4) the stratum of
Comp(P) containing x. This piping is shown in Fig. 3b. By definition, to specify
a point x € Comp(P), one needs to specify a point x[t] € O(P) for any pipe t,
including the case T ¢ T. Some of such points x[t] are shown in Fig. 3d. As we explain
in Lemma 3.8, it actually suffices to only specify the points x[7] for T € T u {P}.

Theorem 1.10 There exists a stratification-preserving homeomorphism <f (P) 5
Comp(P).

1.3 Affine P-cyclohedra

We now describe affine versions of the above constructions, which have served as the
original motivation for this work; see Remark 1.16.

Definition 1.11 An affine poset (of order n > 1) is a poset P = (Z, < ) such that:

o foralli € Z,i <5 i+mn;

W Birkhauser
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Fig.4 If P is a circular chain (left) then €'( 13) is the cyclohedron. If P is a circular claw (right) then <5(13)
is the type B permutohedron

o foralli, j € Z,i < jifandonlyifi +n <5 j+n;
e P is strongly connected: for all i, j € Z, we have i =<p J + kn for some k > 0.

We denote the order of P by |}3 | == n.

A (P-)pipe is a convex connected nonempty subset of Z which either equals to P
or contains at most one element in each residue class modulo n. Thus if T is a pipe
then so is T + dn for any d € Z, where we set T +dn := {i +dn | i € t}. We say
that the pipes T and T + dn are equivalent, and let T := {t + dn | d € Z} denote
the equivalence class of 7. A collection of pipes is called n-periodic if it is a union of
such equivalence classes.

A (P-)piping is an n-periodic collection T of pipes such that any two pipes in T
are either nested or disjoint, and such that the directed graph Dt given by (1.1) is
acyclic. A pipe 7 is called proper if it satisfies |[t| > 1 and T # P.A piping is called
proper if it consists of proper pipes. Observe that each piping is a disjoint union of
finitely many equivalence classes of pipes. We let Ky (P) be an abstract simplicial
complex whose vertices correspond to equivalence classes of proper pipes, and whose
simplices correspond to proper pipings.

Theorem 1.12 (Affine P- cyclohedron) There exists a simplicial (|P | —1)-dimensional
polytope € (P)* whose boundary complex is isomorphic to K (P).

We define the affine P- cyclohedron € (P) as the polar dual to € (P)*. See Corollary
4.10 for a list of its properties. It is a simple (| P| — 1)-dimensional polytope whose
vertices correspond to proper pipings consisting of | P|— 1 equivalence classes of pipes,
and whose facets correspond to equivalence classes of proper pipes. Each face of €' ( P)
is a product of smaller P-associahedra and affine ﬁ—cyclohedra. When P is a circular
chain shown in Fig. 4(left) (resp., a circular claw shown in Fig. 4(right)), € (P) is
combinatorially equivalent to the cyclohedron (resp., to the type B permutohedron)
of dimension | P| — 1. Since the cyclohedron is a type B analog of the associahedron
[40], we may think of affine posets as type B analogs of finite posets.

) Birkhauser
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Finally, we explain how affine P-cyclohedra arise as compactifications. Fix some
constant ¢ € R . We identify points x € RIPI with infinite sequences ¥ = (X;);ez
satisfying X; 4y, = X; + ¢ for all i € Z. Let the group R(1, 1, ..., 1) act on RI7! by
constant shifts. Set

0°(P) = (x e RPUR(I, 1,..., 1) | & <X foralli <z j}, (14)
OP) = (x eRPIR(I1,.... 1) | & < & forall i <5 j}. '

We show in Corollary 4.3 that & (P)isa nonempty polytope of dimension |P| — 1.
We call it the affine order polytope of P.

Given a point x € ¢°(P) and a pipe T with || > 1, we may still consider the
restriction x[t] € 0°(t) whose coordinates are given by (X;);c;. (Recall that T = p
is considered a pipe, in which case we set x[t] := x.) When two pipes 7, 7’ are
equivalent, we have x[t] = x[t/]. We thus get a map

p:0°(P) > l;[ o), x = (x[tDg>1.

[T|>1

Here ];[|r|>lﬁ(r) is the set of points (x[t])jz=1 € [];=1 O(7) satisfying
x[t] = x[t'] whenever two pipes 7, " are equivalent. Thus essentially the prod-
uct le\>1 O'(7) is taken over finitely many equivalence classes 7 of pipes t satisfying

|T| > 1, including the case T = P.Fort #* f’, O'(7) is the order polytope associated
to the finite connected subposet (7, <) of P.
We consider the closure

Comp(P) := p(0°(P)). (1.5)

Similarly to the case of P-associahedra, Comp(f’ ) admits a stratification into pieces
indexed by proper pipings.

Theorem 1.13 There exists a stratification-preserving homeomorphism €(P) >
Comp(P).

Remark 1.14 The quotient R/cZ is homeomorphic to a circle S'. Thus ¢°(P) may be
considered as a configuration space of |P| points on S! (modulo global rotations of
S1) such that the points comparable in P are not allowed to pass through each other.
When we take the closure in (1.5), we allow some (possibly all) of the points to collide.
During the collisions, we keep track of the ratios of distances recursively as we did
in Sect. 1.2. In particular, when the points belonging to some pipe T # P collide, the
relative distances between them are described by a point x[t] in the order polytope
O'(7) (as opposed to an affine order polytope). This is consistent with the fact that a
circle is locally homeomorphic to a line.

W Birkhauser
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€(P) Comp(P)

Fig.5 €(P) as a compactification of the P-configuration space of points on a circle. See Example 1.15

Example 1.15 Suppose that P is a circular claw as in Fig. 4(right) of order |P| = 3.
We may view ¢°(P) as the configuration space of three points labeled 0, 1, 2 moving
on a circle so that 1 and 2 can pass through each other, but neither 1 nor 2 can pass
through 0. Consider the octagon in Fig. 5(right). Each vertex is labeled by a circle
with points 0, 1, 2 on it. We view each such circular configuration as a limit as ¢t — 0
of a family of configurations where the distance between 0 and the closest point is 72
while the distance between 0 and the farthest point is 7. In the limit as ¢+ — 0, it yields
a point in Comp(P) which corresponds to a vertex of 4’(P). This correspondence is
illustrated in Fig. 5.

Remark 1.16 Affine posets relevant to critical varieties are constructed as follows.
Choose a permutation f € S,. Place n vertices on a circle labeled 1,2,...,n in
clockwise order. For each s € [n] := {1, 2, ..., n}, draw an arrow s — i whenever
i = f(s). The arrow starts slightly after s and terminates slightly before i in clockwise
order; see Fig. 6(left). Assuming the resulting union of n arrows is topologically
connected, the affine poset Isf is defined as the n-periodic transitive closure of the
relations
i <p; J <p; i+n

forall 1 <i < j < n such that the arrows s — i and r — j cross; see Fig. 6(right).
Setting ¢ := 7, the ﬁf-conﬁguration space ﬁ"’(lsf) defined in (1.4) coincides with
the space @?0 of f-admissible tuples which parameterizes the critical cell Crit7°;

see £18, Definition 1.6]. As we show in [17, Theorem 4.1], the affine ﬁ-cyclohedron
¢ (Py) admits a surjective continuous map onto the fotally nonnegative critical variety

Crit?o, defined as the closure of Crit?0 inside the Grassmannian.

) Birkhauser



6 Page 100f34 P. Galashin
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Fig.6 Associating an affine poset P ' (right) to a strand diagram of a permutation f € Sy (left)

2 P-associahedra
2.1 Order cones and polytopes

We start by collecting several simple results on order polytopes. Let P be a finite
connected poset with | P| > 2. First, rather than taking the quotient modulo the group
Sim; of rescalings and constant shifts, we would like to define &'(P) as an explicit
subset of R Let Rgzo denote the subspace of R where the sum of coordinates is
zero. Define a linear function ap on R” by

ap(x) =Y xj—x. 2.1)

i<pj

Here the sum is taken over the covering relations i <p j in P. We are ready to define
the order cone £ (P), the order polytope O (P), and their interiors:

ZL(P) ={x € Rgzo | x; <xjforalli <p j}, O(P) :={x € Z(P)|apx)=1};
Z°(P):={x eRE_) | x; <xjforall i <p j}, O°(P):={x € Z°(P) |ap(x)=1}.

The definition and some basic properties of .Z(P) may be found e.g. in [24, 38].
Recall that a cone is called pointed if it does not contain a line through the origin.
Clearly, £ (P) is a pointed polyhedral cone since for each x € .Z(P) \ {0}, we have
ap(x) > 0. Thus O(P) is a polytope of dimension | P| — 2.

Next, we describe the faces of O(P).

Definition 2.1 A piping partition of P is a piping T which is simultaneously a set
partition of P.

Consider a point x € O (P). Let B(x) be the collection of maximal by inclusion
pipes T such that we have x; = x; forall i, j € t. Then B(x) is a piping partition of

W Birkhauser
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P. Given an arbitrary piping partition T of P, let
Fy(P,T):={x e 0P)|Bkx) =T}, 2.2)

andlet F (P, T) denote the closure of (P, T). For the coarsest piping partition T =
{P},let Fo(P, T) := ¥ denote the empty face of &'(P). The following proposition is
a straightforward extension of the results of [44].

Proposition 2.2 The map T +— F4 (P, T) is a bijection between piping partitions T
of P and faces of O(P). Face inclusion corresponds to refinement:

Fo(P,T) C Fo(P,T) = eacht’ €T iscontainedin somet € T. (2.3)

The dimension of each face F (P, T) equals |T| — 2. O

Corollary 2.3

(i) The vertices of O(P) are in bijection with partitions P = I U F of P into a
connected nonempty order ideal I and a connected nonempty order filter F.
(ii) The facets of O (P) are in bijection with the covering relations i <p j in P.
(iii) Each face Fs(P,T) of O(P) is itself an order polytope O(P/T), where the
quotient poset P /T is obtained from P by identifying all elements of P that
belong to a single pipe of T.

Let T € P be a non-singleton pipe, i.e., a pipe satisfying |7| > 1. Recall that 7 is
treated as a subposet (r, <p) of P. Given any set A 2D 1, define the following maps:

avg, : RA — R, x> ﬁ Zx,-; nf::O CRA - R%:o» x = (x; —avg, (X))ier;
IET
A A T 1 T
o :R* > R, x> Z Xj— Xi3 pr :RY --> RY, x> mﬂxzo(x).
ijerii<pj t

Here p, is a rational map defined on the subset of R4 where o (x) # 0.

Remark 2.4 We suppress the dependence of the maps avg,, w5y _, &¢, pr on A. Thus,
for example, we have a; o y_, = a; as maps R4 — R.

The map pp provides ahomeomorphism between the P-configuration space defined
in (1.2) and the interior &°(P) of &'(P). More generally, suppose that t C 7, are
non-singleton pipes. Then we have a map

Ty_g: L(ty) > Z(1). 2.4)
The map p; : Z(r4) --+ O(7) is defined at all points x € £ (r4) such that not all

coordinates {x; | i € t} are equal. For the case t; = P, we find that p, coincides
with the map x — x[t] from Sect. 1.2. Thus the map p in (1.3) extends to a map

p:2°(P)— [] 00, x> (pe@))jei>1. 2.5)

||>1

) Birkhauser
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123

M ={P} M={P,1234,2345} M = {P,1234,2345,123,234, 245,345}
du(P)* = O(P)* dp(P)* = o/ (P)*

Fig.7 Constructing the polytope /5 ((P)* from &(P)* inductively via stellar subdivisions. See Example
2.6

Remark 2.5 Suppose P is bounded, and denote by 0,1 € P its minimal and maximal
elements. The order polytope 0 (P), introduced by Stanley [44], is the setof all x € R”
satisfying x5 = 0, x; = 1, and x; < x; foralli <p j. Letting a’P(x) =X — X
we see that the map ”)é):o provides an affine isomorphism between O(P) and the
polytope 0'(P) := {x € Z£(P) | ajp(x) = 1}. Thus the polytopes O(P) and O(P)
are projectively equivalent. When P is not bounded, it appears that the polytope &' (P)
has not been considered before.

2.2 Proof of Theorem 1.2

We use a variation of Lee’s construction [26]. Our proof can be summarized as follows.
Recall from Proposition 2.2 that the faces of &'(P) correspond to piping partitions of
P, and therefore the same holds for the polar dual &'(P)*. For each proper pipe t, we
have a face of &'(P)* corresponding to the partition

{riu{{i}|ie P\ 1} (2.6)

We will show that o7 (P)* is obtained from &'( P)* by performing stellar subdivisions
at all such faces. The order of stellar subdivisions is chosen so that the size of t is
weakly decreasing along the way. Before we proceed with the proof, we consider an
example of constructing the polar dual of the polytope <7 (P) from Fig. 1.

5
|

4
/N

Example 2.6 Let P = N e * be the posetin Fig. 1(left). The polytope &'( P)* is shown

in Fig. 7(left). Here and below we abbreviate 123 := {1, 2, 3}, etc. The faces of O'(P)*

correspond to piping partitions of P, and each face of the form (2.6) for some proper

pipe  is labeled by t in Fig. 7(left). For instance, the top left triangular face with

W Birkhauser
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vertices {12, 34, 45} corresponds to the piping partition {12, 345} which is not of the
form (2.6), so we do not label this face in the figure. Next, we apply stellar subdivisions
at all faces labeled by 4-element pipes, obtaining the polytope in Fig. 7(middle). The
set M, defined below, records the list of faces at which the subdivision has already
been performed. We then apply stellar subdivisions at all faces labeled by 3-element
pipes, obtaining the polytope in Fig. 7(right). Since 2-element pipes label the vertices
of O(P)*, the corresponding stellar subdivisions do not change the polytope. The
vertices of the resulting polytope in Fig. 7(right) are in bijection with proper pipes,
and a collection of vertices forms a face precisely when the corresponding pipes form
a piping. Thus the polar dual of this polytope is combinatorially equivalent to <7 (P),
as one can check by comparing Fig. 7(right) to Fig. 1(right).

We now explain the proof in detail. Suppose we are given a set M of pipes such
that for t € t/ with T € M, we have t/ € M. We refer to the elements of M as
melted pipes. A pipe which does not belong to M is called frozen.

A piping T satisfying P € T is called M-admissible if

(a) for each frozen pipe T € T, there isno t’ € T such that t/ C 7.
(b) for each melted pipe 7 € T, the maximal by inclusion pipes 7’ € T satisfying
7/ C 1 form a piping partition of t.

Let (Adm(M), <) denote the poset of all M-admissible pipings, where T < T’
if and only if T is obtained from T’ by removing some melted pipes and subdividing
some frozen pipes. More precisely, T <aq T’ if

(1) for each frozen pipe t € T, there exists a frozen pipe 7’ € T’ satisfying T C 7/,
and
(2) for each melted pipe T € T, we have T € T'.

Our proof will proceed by induction on |M], starting from the base case M = {P}.
For each set M, we will introduce a polytope .75 (P)* whose boundary face lattice’
is isomorphic to Adm(M). For each T € Adm(M), we let F,,(P; T) denote the
corresponding face of /) (P)*. We will show that its dimension is given by

dim(F,, (P; 1)) = [P+ |TAOM| = [T\ M| —2. 2.7)

For example, the minimal element of Adm (M) consists of P together with all single-
ton pipes. (Throughout the entire induction process, the singleton pipes stay frozen.)
By (2.7), the face corresponding to this minimal element has dimension —1 and thus
is the empty face of @7y (P)*. We encourage the reader to check that the face poset of
the polytope in Fig. 7(middle) coincides with Adm(M) for M = {P, 1234, 2345}.
Consider the base case M = {P}. By definition, each M-admissible piping T
contains P together with a piping partition of P into frozen pipes. The order relation
< is given by coarsening, which is the opposite of (2.3). Thus we let /\((P)* :=
O(P)* be the polar dual of &'(P). For example, maximal elements of Adm(M)
correspond to pipings of the form T = {P, I, F} where I (resp., F') is a nonempty

3 By definition, the boundary face lattice includes all faces (in particular, the empty face) except for the
polytope itself.
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order ideal (resp., order filter). By Corollary 2.3, such pipings are in bijection with the
facets of @) (P)*. We check that (2.7) holds for the base case.

We now proceed with the induction step. Suppose we have constructed the polytope
n(P)* as above for some set M. Choose a maximal by inclusion frozen proper
pipe T ¢ M, and let M" := M U {z}. Set

S::={P,t}u{{i}|i e P\1}.

Thus S; is an M-admissible piping. Let F/,,(P; S;) be the corresponding face
of @p(P)*. Our goal is to perform a stellar subdivision of .@/y((P)* at the face
f;z{M (P;Sy).

We give some background on stellar subdivisions; see e.g. [48, Exercise 3.0] or [1,
Section 2.1]. Let Q be a polytope and F' C Q be its face. Assume for simplicity that
Q contains the origin in its interior. Geometrically, a stellar subdivision Stel(Q, F)
of Q at the face F' is obtained by choosing a point x in the relative interior of F' and
setting

Stel(Q, F) := Conv(Q U {(1 + ¢)x})

for some sufficiently small € > 0. Combinatorially, the face poset of Stel(Q, F) is
obtained from that of Q via the following procedure:

(i) add a new vertex x’ := (1 + €)x;
(ii) remove all faces F’ of Q containing F;
(iii) for each face F’ of Q containing F and each face F” C F not containing F, add
a new face Conv(F” U {x’}) of dimension dim(F") + 1.

Going back to our proof, we let F' := Fy, (P;S;), O = @pm(P)*, and
dap(P)* = Stel(Q, F). Thus the face poset of &/ (P)* is given by steps (i)—
(iii) above. Let us now compare Adm(M) to Adm(M") and show that Adm(M”) is
obtained from Adm(M) by applying analogs of steps (i)—(iii).

(i): Adm(M’) \ Adm(M) contains a piping

S :={P,t}u{{i} i€ P}.

It corresponds to the new vertex x’ of @/ (P)*.

(ii): Let T be an M-admissible piping such that S; <, T, i.e., such that
F ot (P, S;) C F ey (P; T). Since T was a maximal by inclusion frozen pipe, by (1)
we get that 7 € T. In particular, T is not M'-admissible, thus the face F, , (P; T) is
removed. Conversely, any T € Adm(M) \ Adm(M’) must contain .

(iii): Let S; <aq T be as above. Any T' < T is obtained from T by removing
some melted pipes and subdividing some frozen pipes. Moreover, we have S; £ T
if and only if t ¢ T’ (thus T was among the subdivided frozen pipes). In this case,
we claim that T” := T’ U {z} is an M’-admissible piping. First, because T’ contains
a subdivision of t, any two pipes in T” are either nested or disjoint. Next, we need
to show that the directed graph Dj is acyclic. Suppose otherwise that 7/ — 7,/ —

- — T, — T, = 7 is a directed cycle in Dr. For each j € [m], lett; € T
be the minimal by inclusion pipe containing rj’.’. We see that tj’.’ € M’ if and only
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7(11% 6

3 5

if 7; € M/, in which case 7; = rj/./ . Let Dt be the directed graph obtained from T

via (1.1). Let j € [m]. If 7; N 7j41 = @ then (7}, ;1) is an edge in Dr. Otherwise,
"

. " _
tj and 7;1 must be nested, say, 7; S 7;41. Since 77 N7/ = @, we cannot have

r]/.’+1 = 741,80 Tj41 ¢ M’ is frozen, and therefore 7; = 7;41 by (a). Because T’ is

Fig.8 A poset P such that
</ (P)* is not a flag simplicial
complex

m — D

itself a piping, we must have 7/’ = © = 7; for some i € [m]. Therefore not all pipes z;
are equal to each other. We arrive at a directed cycle in D, a contradiction. We have
shown that T” is a piping. Finally, because T € M’ is subdivided in T’, the piping T”
is M’-admissible. This way, we obtain all M’-admissible pipings containing 7.
Welet Foy, , (P; T") be the face Conv(F ., (P; T)U{x'}) of Stel(Q, F). We find
that dim oy, , (P; T") = dim F 4y, ,(P; T') + 1, which is consistent with (2.7) since
T = T u{r}and T € M’. Any M’-admissible piping not containing t is already
M-admissible. This exactly parallels the description in step (iii). We have shown that
Adm(M’) is the boundary face lattice of @/ (P)*, completing the induction step.
We continue this process until M contains all proper pipes. Then every M-
admissible piping contains P and all singleton pipes. Removing them, we obtain an
order-preserving bijection between Adm(M) and the poset of proper pipings ordered
by inclusion. Thus the boundary face poset Adm(M) of o/p((P)* is isomorphic to
the face poset of the simplicial complex K./ (P) in Theorem 1.2. O

2.3 Properties of P-associahedra

Recall thata poset P is called a chain if its covering re}ations are 1<p2~< P =pn,
and P is called a claw if its covering relations are 0 <p 1,0 <p 2,...,0 <p n.In
the following result, we identify two polytopes if they are combinatorially equivalent.

Corollary 2.7 Let P be a finite connected poset with |P| > 2.

(i) </ (P) is a simple polytope of dimension | P| — 2.
(ii) Its polar dual o7 (P)* is simplicial, but in general not flag.
(iii) For each proper piping T, the corresponding face of </ (P) has dimension | P| —
|T| — 2.
(iv) The vertices of <7 (P) are in bijection with proper pipings of size |P| — 2.
(v) The facets of </ (P) are in bijection with proper pipes.
(vi) Each face of <7 (P) is a product of P-associahedra.
(vii) When P is a chain, </ (P) is the (|P| — 2)-dimensional associahedron.
(viii) When P is a claw, <7 (P) is the (| P| — 2)-dimensional permutohedron.

Proof Most of these properties are simple consequences of the definitions and Theorem
1.2. We comment on some of them.

(i1): Consider the poset P in Fig. 8. The proper pipes {1, 2}, {3, 4}, {5, 6} correspond
to three vertices of .7 (P)* such that any two of them form an edge of .7 (P)*. However,
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T := {{1, 2}, {3, 4}, {5, 6}} is not a piping since the graph D contains a directed cycle.
Thus these three vertices do not form a 2-dimensional face of .7 (P)*, and therefore
the boundary of .o/ (P)* is not a flag simplicial complex.

(vi): Consider a proper piping T. Foreach t € TU{P}, consider the quotient v /T[]
of the poset T obtained by identifying all elements which belong to some 7_ € T
satisfying 7 C t. Then the face of .o/ (P) corresponding to T is combinatorially
equivalent to the product [ [, €TL(P) &7 (t/T[t]) of such quotient P-associahedra.

(vii): Let n := | P|. Recall that the faces of the (n — 2)-dimensional associahedron
are in bijection with plane rooted trees with n leaves, where the root has degree
> 2. Face closure relations correspond to edge contractions in such trees. In view
of Definition 3.5 below, it follows that when P is a chain, plane rooted trees with n
leaves are in bijection with proper pipings. Explicitly, we may assume that each plane
tree is embedded in the upper half plane with the leaves lying on the x-axis. Labeling
the leaves 1, 2, ..., n from left to right, each non-leaf vertex v gives rise to a pipe 1,
consisting of the labels of its descendant leaves. The collection of 1, over all non-leaf
vertices v other than the root of the tree gives a proper piping. Clearly, each proper
piping arises from a unique such plane rooted tree.

(viii): Let n := |P| — 1. Label the elements of P \ {6} by 1,2,...,n as in
Fig. 2(right). Recall that the (n — 1)-dimensional permutohedron I1, is the con-
vex hull of all vectors obtained from (1,2, ...,n) by permuting the coordinates.
The faces of I1,, are in bijection with ordered set partitions (By, Ba, ..., By), where
[n] = By u By U--- U By and each B; is nonempty. For each i € [k], let
T = {6} U By U--- U B;. We obtain a proper piping T := {r; | i € [k]}, and
the resulting map gives the desired order-preserving bijection. O

3 P-associahedra as compactifications

We develop some further properties of compactifications introduced in Sect. 1.2 and
prove Theorem 1.10. Before we proceed with the proof, we demonstrate a problem
that arises when extending the definition of Axelrod—Singer compactifications to poset
configuration spaces. The standard approach [2, 30,4 1] when P is a chain is to consider
a family of functions

. |x. _x.|
dijk:0°(P) = [0,00], dijr(x):=—-L
[xi — xk|

for all triples i, j, k € P of distinct elements. The Axelrod—Singer compactification
is then essentially the closure of the image of &°(P) inside the corresponding ('g ')—
dimensional space.* In order to apply a similar construction to an arbitrary poset P,
one would expect to fix some set Triples(P) consisting of some of the (lg ‘) triples
(i, j, k), and then define Comp(P) to be the closure of the image of &°(P) inside the

4 For arbitrary manifolds, one needs to include other functions keeping track of the coordinates x; and the
s

directions of the unit vectors ———_ when the points x; and x ; collide. In the 1-dimensional case, ignorin
T —x/] p i j g g
i ;

these extra functions does not alter the resulting compactifications.
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di,2.4="
da1,4=" dy3.4="
4 3 4
c—b
b—a
:l)) \T 1 1 2
12 ‘

NF———N x y z

P o/ (P)

Fig.9 The functions d; j x needed to determine the ratio (c — b) : (b — a) cannot be extended to the whole
boundary of o7 (P). See the proof of Corollary 2.7(viii)

corresponding | Triples(P)|-dimensional space. The following example demonstrates
that this is impossible.

Example 3.1 Let P be the N-shaped poset with relations 1 <p 3 >=p 2 <p 4. Thus
4/ (P) is a pentagon; see Fig. 9. Let x*) € ¢°(P) be a configuration of four points on
a line. We will use the definition (1.2) of &°(P) as a subset of R/ Sim;. Consider
a point x € </ (P) obtained as the limit xf[) — a, xét), xgt) — b, xflt) — c. Letting
a < b < cvary, we obtain a 1-dimensional face of .o7 (P). Thus there should be a triple
(i, j, k) € Triples(P) such that d; ; x allows one to recover the ratio (c —b) : (b —a).
The set of such triples (i, j, k), modulo the symmetry of P swapping 1 < 4 and
2 < 3, and modulo swapping j and k in d; j x, consists of (1,2,4), (2,1, 4), and
(1, 3,4). Suppose (1,2,4) € Triples(P) or (2,1,4) € Triples(P). Then consider

a different limit where xf’), xg), xf) — 0 and xé’) — 1. This limit should yield

a single point y € &/ (P). However, depending on how xl(t), xg), xff) approach 0,

the ratios d1,2,4(x(’)) and d2,1,4(x(t)) may converge to any numbers in [0, oo]. Thus
(1,2,4), (2, 1,4) ¢ Triples(P). Similarly, if (1, 3, 4) € Triples(P) then we consider
alimit where xft), xgt), xé(() -1, xét) — 0. This should yield a single point z € <7 (P)
but the ratio d; 3 4(x")) again may converge to any number depending on the way we
take the limit. We arrive at a contradiction. See Fig. 9.

The same problem arises if we consider more general distance ratio functions
dlf ikt (x) = :ﬁ;:ﬁ’e || . For instance, the above ratio (¢ — b) : (b — a) may be recovered

from di 39.4- However, considering a limit xf’), xé') - 1, xg), xff) — 0 corre-

sponding to a vertex of .7 (P), we again conclude that d; ; , , cannot be used in the
construction.
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3.1 Coherent collections

Our first goal is to describe which elements of le\>1 0(t) belong to Comp(P). For
that, we will introduce the notion of a coherent collection. Recall from (2.4) that for
any pipes T C ty with [t]| > 1, the map 7y_, gives a projection £ (1) — Z(7).

Definition 3.2 An element x € ]_[|T|>1 O'(1) is called coherent if

forany v C tywith|t| > 1, there exists A € R>¢ such that n)f:zo(x[mr]) = Ax[t].

3.1

We let Coh(P) denote the set of points x € H|r|>1 O (7) satisfying (3.1). We will see
later in Proposition 3.9 that Coh(P) = Comp(P).

Remark 3.3 For (y, z) € C? x (C?\ {0}), the condition that there exists some A € C
satisfying y = Az cuts out a subvariety of C? x (C? \ {0}) defined by equations
vizj = yjz; for all i, j € [d]. This construction is closely related to the classical
notion of a blow-up in algebraic geometry; see e.g. [22, page 28]. Thus the space
Coh(P) may be considered a polytope-theoretic blow-up of €' (P) along the collection
of faces indexed by piping partitions of the form (2.6). We note that there is a well-
known connection between blow-ups of toric varieties and stellar subdivisions of the
associated polytopes; see e.g. [31, Section 1.7]. It would be interesting to find some
family of algebraic varieties reflecting the combinatorics of P-associahedra.

3.2 A cell decomposition

Given a point x € Coh(P) and a non-singleton pipe 7, we have a point x[t] € (7).
We may therefore consider the corresponding piping partition B(x[7]) of t defined in
Sect. 2.1.

Definition 3.4 Letx € Coh(P). Let T(x) be the smallest collection of pipes such that

° T(x) contains P; R R
e for each non-singleton T € T(x), T(x) also contains all pipes in B(x[t]).

In particular, ”f(ic) contains P and all singleton pipes. We let T(x) denote the set of
proper pipes in T(x). For an arbitrary proper piping T, we let T be obtained from T
by adding P and all singleton pipes.

Definition 3.5 Let T be a collection of pipes containing P and all singleton pipes,
such that any two pipes in T are either nested or disjoint. Then T has the following
structure of a rooted tree. The pipe P € T is the root, and the singleton pipes are the
leaves. For each non-singleton pipe t € T the set T[r] of its children consists of all
maximal by inclusion pipes 7_ € T(x) satisfying t— C 1.

Lemma 3.6 For any x € Coh(P), T(x) is a proper piping.

Proof 1t is clear that any two pipes in T = ”f(x) are either nested or disjoint. We
need to show that the directed graph D is acyclic. Suppose otherwise that 7{ —
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Ty = - —> T, —> T, =T isacyclein Dr. Let 7} € T be the lowest common
ancestor (cf. Definition 3.5) of ], 7, ..., 7,,. For each j € [m], let 7; be the child
of 74 containing t’;. Thus the pipes 71, 12, . .., T, are not all equal to each other. The
children of 7 in T form a piping partition T[u] of 74 equal to B(x[t4]). Thus for
each j € [m], either 1; = 741 or t; N7; 411 = @, in which case t; — 71 is anedge
of Dt. We have therefore found a cycle in Dt consisting of children of 7, which
contradicts the fact that they form a piping partition of 7. O

Our next goal is to show that any point x € Coh(P) is completely determined by
the points x[7] for all T € T(x) (as opposed to all pipes 1) satisfying || > 1; cf.
Fig. 3(c,d) and Example 1.9.

Definition 3.7 Given an arbitrary subset A C P and a piping T with P € T, let /’f‘é‘f“
be the minimal by inclusion pipe T € T satisfying t 2 A.

Lemma 3.8 Letx € Coh(P) andT = T(x). Let T be any non-singleton pipe, and let
7y :=TS7. Then

ar(x[t1]) >0 and x[t] = p:(x[t4]).

Proof Because 74 € T is minimal by inclusion containing 7, we see that T is not
contained in any pipe in the piping partition T[r+] = B(x[r4+]). In particular, not all
coordinates {x;[t+] | i € t} are equal. Thus o, (x[74+]) > 0 and ngzo(x[m_]) # 0.
By (3.1), we have Ax[1] = ngzo(x[ur]), and since the right hand side is nonzero, we
have A > 0. It follows that A = a; (x[t+]), thus x[t] = p; (x[7+]). O

Proposition 3.9 We have Comp(P) = Coh(P).

Proof First, (3.1) is satisfied for all points in p(&°(P)). We explained in Remark 3.3
that (3.1) is described by polynomial equations and thus it is satisfied for the points in
the closure Comp(P) of p(&°(P)). Therefore Comp(P) € Coh(P).

Conversely, let x € Coh(P) and T := T(x). The following argument is borrowed
from [41, Section 3.4]. Choose a vector t = (f;)¢eT € RIO such that

0<t; 1 forallteT, and t, Kt; forallt_,7v € Tsuchthatt_ C 7.
3.2)
Define a point y® € R” by
W i=x[P)+ Y txfr), forall i€ P.

teT: iet

It is easy to see that for ¢ sufficiently small satisfying (3.2), we have y® e Z°(P).
Let
20 :=p(y?) €[] o@:
|T]>1

cf. (2.5). We claim that lim; .9 z*) = x inside [],;., €'(r), where the limit is taken
in the above regime (3.2). In other words, we need to show that lim;_, ¢ zO[r] = x[1]
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for each non-singleton pipe t. This is clear for T = P. Suppose next that 7 € T.
Define a point xV[r] € .Z°(7) by

t
xl.(t)[r] =xilt] + Z —xi[t_] forier.

= T
t_€T:ier_Cr

Thus z O[] = mx(t)[‘[] By (3.2), we have x[t] — x[r] inside .Z(7) as

t — 0. Thus a; (x®[r]) — 1 and z¥[r] — x[t] as ¢ — 0. We have shown the
result for t € T. For any proper pipe T ¢ T, the result follows by Lemma 3.8: for
Ty 1= T‘gi,n, the map p; : £ (t4) --» O(t) is continuous where it is defined, and its
domain of definition includes the points x[7] and z(t)[r+]. O

Definition 3.10 Given a proper piping T, let
Compyp(P) := {x € Comp(P) | T(x) =T}.

Recall from Definition 3.5 that for a proper piping T and a pipe 7 € T, we denote
by T[] the piping partition of t consisting of all children of 7 in the rooted tree T.

Proposition 3.11 For each proper piping T, we have a homeomorphism

Compp(P) = [[ Fo(z.Tix).
TeTU{P)

Proof Let x € Compy(P). By Definition 3.4, we have

@[tDeerupy e[| Folr. TleD. (3.3)
reTU{P}

We claim that the map x — (x[t]);eTu(p) is a homeomorphism. To describe the
inverse of this map, choose a point (x[t])zeTuip} as in (3.3). Take any non-singleton
pipetandlett; := Tmln By Lemma 3.8, we mustsetx[7] := p;(x[t+]). This defines
apointx € H\z|>1 ﬁ(r) We claim that x € Coh(P), i.e., that it satisfies (3.1).

Lett C 4 be arbitrary plpes with [t] > 1. Our goal is to show that 712 —ox[t4]) =
Ax[t] for some A € R>g.Lett’ := T‘})“r" and 7, = Tr:‘,“tn ,thus v/ C ‘L'+ Suppose first
that 7/ C r+ Then 7’ is a subset of some pipe in T[t+] and thus 712 0(x[nr]) =0.
Since x [t ] is proportional torrZ O(x[t+]) and smcerrZ 00”2_0 = J'rZ OoyrE 0=
7_, (cf. Remark 2.4), it follows that 7%._,(x[t+]) = 0. Thus (3.1) holds with
A = 0. Suppose now that v/ = 7} and let y := x[r'] = x[r}]. Then x[r]is a
positive scalar multiple of w5, _(y) and x[7]is a positive scalar multiple of n;*:() y).
Again using 75._ o rr)?;o = my,_, we find that x[7] is a positive scalar multiple of
n%zo(x[nr]). Thus x € Coh(P) = Comp(P). Moreover, Definition 3.4 implies that
x € Compy(P).

We have constructed a bijection between Compy(P) and [ [, o py Fo (7, Tle)).
This bijection and its inverse are clearly continuous, thus the two spaces are
homeomorphic. O
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Corollary 3.12 We have a disjoint union

Comp(P) = LlCompT(P),
T

where for each proper piping T, the cell Compy(P) is homeomorphic to RIPI=ITI=2,
Proof By Proposition 3.11, Compy(P) is homeomorphic to an open ball. By
Proposition 2.2, its dimension is given by

Y (Trl-2= Y [T(xl|-2T|-2 = [T|+|P|-2[T|-2 = | P|—|T|-2.
reTu{P} reTu{P}

The first and the third equalities are trivial, and the second equality follows from the
fact that each pipe t— € T \ { P} appears in T[] for exactly one T € T U {P}. O

Lemma 3.13 The closure of each cell Compy(P) in Comp(P) is given by

Compy(P) = |_| Compy,(P),
T 2T

where the union is taken over proper pipings T’ containing T.

Proof Suppose that a point x € Compy (P) belongs to Compy(P). First, we show
that T O T.Lett € Tand 74 := T/D“;”‘ We need to show that T € T". If T = 7, then
we are done, so assume T C T4.

We claim that for any point y € CompT(P) T is contained inside some pipe
7’ € B(y[t+]) (which therefore satlsﬁes " C t4). Indeed, by Lemma 3.8, y[t] is
obtained as p, (y[7}]) for 7/ := Tmln We see that 7, 7/, € Tand 7 Crty ST,
so T is contained inside some pipe in B(y[rji]). Since T C 1y, it follows that 7 is
contained inside some 7/ € B(y[t.]).

Since x is the 11m1t of a sequence of points in Compy(P), we see that T is contained
inside some pipe /€ B(x[r4]). By Definition 3.4, we have v/ € T, and since
7 € v’ C 14, we get a contradiction with the minimality of 7,.. We have shown that
TD2T.

Conversely, suppose that x € Compy (P) for some T 2 T. Our goal is to show
that x € Compy(P). We modify the construction in the proof of Proposition 3.9.
Choose a vector ¢ = (t;)c\1- For T € T L { P}, define a vector y(t)[r] by

yl.(t)[f] = x;[t] + Z t;_xi[t—] fori €.
_eT\T:iet_Crt

Fort € RZ/(}T sufficiently small satisfying (3.2), we get yP[r] € .Z(7) \ {0}. Let

20t] = p. (Y V[]) € O(v).
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We see that zV[t] € Fo(z, T[r]). Repeating this for each v € T U { P}, we obtain
a point in nreTl_I{P} Fo(z, T[r]), which by Proposition 3.11 gives a point z¥ €
Compry (P). Similarly to the argument in the proof of Proposition 3.9, we get 79 - x
ast — 0. O

3.3 Collapsing and expanding maps

We now come to the most technical part of our proof. We will construct a family of
maps which will be later used to show that the closure Compy(P) of each cell is a
topological manifold with boundary. Throughout this section, we fix two pipes t C 74
with |7]| > 1.

Deﬁnltlon 3.14 Given a proper Blpmg T, we say that 7, 7, are adjacent in Tifr, T4 €
T and 74 is the parentof T in T, i.e., 7 € T[r+] We denote by adj(z, 74) the set of
proper pipings T such that t, T4 are adjacent in T. We let

Adj(t.7)== || Compy(P),
Teadj(z,t4)
Adj'(r,ty):= || Compy(P)u Compy ) (P).

Teadj(r,74)

Next, we write
Pt i={G. j) € tx(z\T) [ i <p j} and Pl oi={(j.]) € (ty\D)xT | j <p i}.

34
For x € Adj(z, t4), let

trg, (X) := sup {t € Rxg

xilty ] + txi[t] < xj[t4] for(i, j) € P, and
xjlte] < xiltg ]+ txile]l for(j,i) € P; }

(3.5)
Note that the set on the right hand side of (3.5) is nonempty since it contains ¢ = 0.
Thus we get a map 775, : Adj(z, 74) — [0, 00]. We treat [0, oo] as a topological
space homeomorphic to a line segment.

Lemma 3.15 The map 17’} is continuous on Adj(t, 4.) and has image in (0, oc].

Proof We will show instead that -z max is a continuous function Adj(z, 74+) — [0, 00).

T'L'+
Observe that x;[z4] < xj[z4] for all x € Adj(zr,7y) and (i, j) € P,*. Thus
i i(x) = L_T] is a continuous function Adj(z, 7+) — R, and therefore
] -xj[‘[+] Xilt4]

fl+J (x) :=max(f; j(x), 0) is a continuous function with image in R>¢. Similarly, for

(j,i) € Pt’+, let g; j(x) =
from (3.5) that

—xi[t]
xilt4]=xjlty]

and g; j(x) = max(g;, j(x), 0). It follows
1
tmax( )

T,T+

= min ({£%,0) 1 G.J) € PFYULe!, () | (o) € PLY) €10, 00).
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In particular, zm% is continuous since it is the minimum of several continuous
T.T+

functions. O

Define the expanding set
Ex(z, ty) :={(x, 1) € Adj(z, 7)) x [0,00) | 0 <1 < " (x)}.

T,T+

Similarly, define the collapsing set

Coll(z, 74) := {x € Adj'(t, T1)

avg, (x[t4]) < xjlt4] for(i, j) € P, and
xjlty] <avg (x[t]) for(j,i) e PTZ '

(3.6)
The following result is a straightforward consequence of the definitions and Lemma
3.15.

Lemma3.16 (i) Ex(z, t4) is an open subset of Adj(t, t4) X [0, 00) containing
Adj(z, t4+) x {0}.
(ii) Coll(z, t4) is an open subset of Adj (z, t4) containing Adj(t, 7). O

Finally, we introduce expanding and collapsing maps. We first define the expanding
map
eXe,z, : Ex(1, 74) — Coll(t, 74).

Let (x,t) € Ex(r,ty). If t = 0, we set ex; ¢, (x,1) := x. If t > 0, the image
€Xr,z, (x,1) = y is described as follows. Let T := T(x), thus 7,7, € T, and let
T := T\ {r}. The point y will belong to Compy (P), thus by Proposition 3.11,
it suffices to specify a point y[t'] € ]-"%(r’,f’[r’]) for each " € T’ u {P}. For
' € T\ {r1}, set y[t'] := x[7']. Let z € Z (1) \ {0} be defined by

. 'f 7 .
o= D frenr 37
Xiltg] +txi[t], ifi €.

Set y[t4] = a;mz. Thus indeed y[1'] € f%,(r/,T/[r/]) for each v/ € T/ U {P},
T+
and by Proposition 3.11, this data gives rise to a point y € Compy (P). Since the
conditions in the definition of Coll(, 74 ) are satisfied for z (where avg, (z) = x;[t]
forany i € 7), we find y € Coll(t, ;). We set ex; ¢, (x) :=y.
Next, we describe the collapsing map

colly ¢, : Coll(z, t4) — Ex(t, 74).
We will later see that it is the set-theoretic inverse of ex; ¢, . Let y € Coll(z, t4) and

let T := T(y). If T € T’, we set coll(y) := (y, 0). Suppose now that T ¢ T” and set
T := T u {t}. Introduce a point z € .£(t4) given by

zi = {y"[”]’ lfl €T\ T (3.8)
avg, (y[t4]), ifier.
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Setx[t'] := y[tA/] for all non-singleton r € T\ {r+} (including the case T’ = 1), thus
x[t'] € F(«/, T[t']). Set x[t4] := (Z)z Applying Proposition 3.11, we obtain a
point x € Compy(P). Welett € IR{Z() be the unique number satisfying

1

a‘l’+ (Z)

vilty] = xi[t4] + tx;[r] foralli € 7.

We see that 0 < 1 < tmai (x) since the inequalities in the definition (3.5) of t{nﬂi are
satisfied for y[7]. We set coll; ¢, (y) := (x,1) € Ex(t, 71).

Proposition 3.17 The maps ex; . and coll; . are mutually inverse homeomorphisms
between Ex(t, t4) and Coll(z, 74).

Proof The fact that these maps are set-theoretic inverses of each other follows by
construction. It remains to check that both maps are continuous. Let (x, t) € Ex(z, 74).
If + > O then ex,¢, is obviously continuous at (x, t), so suppose t = 0. Choose a
sequence (x ™, t™) € Ex(z, t4) satisfying 0 < t™ < [y (x™) and converging
to (x,0) as n — oo. Let y™ = ex,,u(x(”),t(”)). Since ex;¢, (x,0) = x, we
need to show that lim,,_, o, ¥ = x. Without loss of generality, we may assume that
x™ € Compy (P) for some fixed T'.

Letting T := T(x), we see that T’ € T by Lemma 3.13. Since x, x™ € Adj(z, 1),
we have T, T € adj(z, 74), thus 7, 74 € T < T. Let t/ be any non-singleton pipe,
and let 7} := T’ min We consider four cases:

(1) T+ 75 T, T4,

Q) =1

B) th=trand ' N7 =0;
@ tfi=tpand' Nz #4.

We use Lemma 3.8 to show that in cases (1)—(3), we have y"™[t’] = x™[z']. First,
in case (1),
xM[] = pr(xIL]) = pr (Y WITL]) = y L.

In case (2), by (3.7), we have x™[t] = p; (y™[7,]), and thus
x P[] = oo L) = oo (o (YLD = oo (e D) = yOLTL
In case (3), since p;/(z) depends only on the coordinates z; fori € t/, we get
x "t = po (xPlre)) = pr (yP L)) = y 1.
Therefore in cases (1)—(3), we find

lim y™['] = hm x™[¢'] = x[t], since lim x™ =x.
n—od n— o0

In case (4), because 7, T4 are adjacent in T, we get T“mn = 7. Thus y®[7'] =
P! (y(”)[u]) and x[t'] = py(x[t+]). By construction (3.7), we have y(")[r+] —
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x[t4] as n — oo, which implies the result by the continuity of p,. We have shown
that the map ex; ., is continuous.

We now check the continuity of coll; ., . Let y € Coll(z, t4) withT := T(y).If t ¢
T then clearly coll; ., is continuous at y, so assume T € T. Thus coll; -, (y) = (¥, 0).
Choose a sequence y™ in Coll(z, ;) converging to y, and assume that T” := T(y™)
is fixed. By Lemma 3.13, it satisfies T” € T.It ¢ € T” then coll; ., (y™y = (y™,0)
converges to y as n — 00, so assume t ¢ T”, and let T' := T” U {r}. We again have
T, T € adj(z, t4).

Let (x™, ¢®) .= coll; ., (y™), thus 1™ > 0 and T(x™) = T’. Let 7’ be any
non-singleton pipe, and let 7} := T/Dnru,n Considering cases (1)—(4) above, we check
that

lim x™ = y. (3.9)
n—oo

It remains to show that 1" — 0 asn — oo. Let z and " be obtained respectively
from y and y via (3.8). Thus lim, o, 2" = z. Choose i <p j withi, j € 7. For
each n, t™ satisfies

m(y}’”[m 3D = e = 1l D) + 10 [ = X ).
T+

By (3.9), x](.")[r] — xl.(") [7] has a positive limit x;[7] — x;[7], and since we have

@ jlr+] = yilr+ D) = (jlre] = xilr4 D) + t(xjlr] = xi[r]) fort =0,

we find 1™ — Q0 asn — oo. O

3.4 Comp(P) is a topological manifold with boundary

Our next goal is to show that Comp(P) — as well as each cell closure Compy(P) —
is a topological manifold with boundary.
Fix two proper pipings T' C T. Let

T\T ={, ..., ™) (3.10)
be ordered by inclusion so that @0 c implies i < j.Fori € [m], let tf) 2 7@

be the parent of () in T (cf. Definition 3.5).
Let (xo, t) € Compy(P) %[0, 0o0)™. We give the following inductive definition. We

say that (xq, t) is 0-expandable and set ex(TO)T,(xo, t) := xo.Foreachi =1,2,...,m,
assume that (xg, ¢) is (i — 1)-expandable and set x;_; := exg}})(xo, t). We say

that (xg, ¢) is i-expandable if (x;_1,t;) € Ex(z®, IJ(:)). In this case, we define
expp (X0, 1) 1= ex o (xio1.1;). Let

Ex(T, T) := {(xp, ) € Compyp(P) x [0, 00)™ | (x0, t) is m -expandable }.
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We thus get a map ext 1 = exT T, : Ex(T, T') — Comp(P).
Conversely, set
Star(T, T') := |_| Compyr (P).
T'CT/CT

Clearly, the image of exy  is contained in Star(T, T'). Let y,, € Star(T, T). We
say that y,, is m-collapsible and define coll(’”)(ym) =y, Foreachi = m,m —
I,...,1,assumethaty,, isi-collapsible and that we have deﬁnedapointcoll(i)(ym) =
(y;, tD), where t = (ty,, ty—1, ..., tix1) € [0, 00)" . We say that y,, is (i — 1)-
collapsible if y; € Coll(z®, r+)) In this case, denoting (y;_;, ;) := coll (01 <,>(y ),

we define coll~ 1)(ym) = (¥i_1> Umy tm—=1, .-, tix1, t;)). Let
Coll(T, T') := {y,, € Star(T, T') | y,, is 0 -collapsible }.

We thus have a map colly  := coll(To)T, Coll(T, T') — Compy(P) x [0, c0)™. By

Proposition 3.17, ext 1 and collt 1 forma pair of mutually inverse homeomorphisms
between Ex(T, T’) and Coll(T, T').

Lemma3.18 (i) Ex(T, T) is an open subset of Compy(P) x [0, 00)™ containing
Compy(P) x {0}.
(ii) Coll(T, T') is an open subset of Compy (P) containing Compy(P).

Proof (i): Fori =0, 1,...,m,let ExX? (T, T') C Compy(P) x [0, 00)™ be the set of
i-expandable points. Thus Ex© (T, T') = Compy(P) x [0, 00)™ and Ex"(T, T') =
Ex(T, T'). We proceed by inductiononi = 1,2, ..., m. Suppose that Ex¢~D(T, T’)
is open inside Compy(P) x [0, 00)™ and contains Compy(P) x {0}. We have

ExO(T, T') = {(xo, ) € Ex""D(T, T') | (exip ) (xo. ). 1;) € Ex(r @, ()}
Observe that for any (xg,¢) € ExU~D(T,T’), the point x;,_| := exg}],)(xo, 1)
belongs to Adj(t®, rf)) since the pipes in (3.10) are ordered by inclusion. In order

for (x;_1,t;) to belong to Ex(z®, r(’)) we must have 1) < t“(‘f;x (i>(x,-_1). By

Lemma 3.16, Ex(t®, rJ(:)) is open in Adj(r®, r+)) Since the maps ex} T}) and
tf(lg),(rﬁ) are continuous, it follows that Ex)(T, T’) is open in Compy(P) x [0, c0)™.
By construction, it contains Compy(P) x {0}. This finishes the induction step.

(ii): Similarly, fori =m,m — 1, ..., 0, let Coll(T, T’) C Star(T, T') consist of
all i-collapsible points y,,. Denote (y;, t®) := coll)(y,,) as above. It follows that
y; € Adj'(r®, r(l)) for each i. By Lemma 3.16, Coll(t @, t(')) is an open subset of
Adj' (@, r(l)) Thus each Coll) (T, T’) is an open subset of Star(T, T'), which is an

open subset of Compy (P). By construction, Coll'’(T, T’) contains Compry(P) for
eachi =m,m—1,...,0. O
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Corollary 3.19 Each cell closure

Compy (P) = | | Compy(P) (3.11)
T

is a topological manifold with boundary

9 Compy(P) = | | Compy(P). (3.12)
T

Note that Comp(P) = Compy(P) appears in the above corollary as a special case.

Proof Choose a point y € Compy (P) and let T = T(y). We have constructed
a homeomorphism Ex(T, T’) 5 Coll(T, T'). We have y € Coll(T,T) and
(y,0) € Ex(T, T'). Since Ex(T, T') is open, we can choose an open neighborhood
U x [0,¢)™ C Ex(T, T) of (y,0) such that U is homeomorphic to an open ball.
Then the image of U x [0, €)"" under ext 1 is an open neighborhood of y inside
Coll(T, T’), which is open inside Compy (P). Thus y admits an open neighborhood
inside Compy (P), homeomorphic to U x [0, €)™, wherem = |T\ T’|. If m > 0 then
U x [0, €)™ is homeomorphic to a half-space, and if m = 0 then U is homeomorphic
to an open ball. O

Proof of Theorem 1.10 Since Comp(P) is a subset of le\>1 0 (1), it is Hausdorff. We
have constructed a stratification of Comp(P) into cells so that the closure of each cell
is a topological manifold with boundary, and the boundary of each cell is the union
of lower cells. Moreover, the poset of cell closures (i.e., the poset of proper pipings
ordered by reverse inclusion) is isomorphic to the face poset of the polytope <7 (P). It
is then a standard application of the generalized Poincaré conjecture [13, 32-34, 42]
that Comp(P) is a regular CW complex homeomorphic to <7 (P). We outline a proof
sketch and refer to [19, Section 3.2] for full details.

The proof proceeds by induction on cell dimension. Given a cell Compy(P), by the
induction hypothesis, the closure of each cell in 8 Compy(P) is homeomorphic to a
closed ball, with boundary homeomorphic to a sphere. This endows d Compy(P) with
the structure of a regular CW complex. Its cell closure poset is isomorphic to the face
poset of the boundary of the face of <7 (P) labeled by T. Thus it follows from the results
of [3] that 9 Compy (P) is homeomorphic to a sphere. Since Comp(P) is atopological
manifold with boundary, by an application of the generalized Poincaré conjecture (see
[7, Theorem 10.3.3(ii)] or [19, Theorem 3.10]), Compy(P) is homeomorphic to a
closed ball. This constitutes the induction step. O

4 Affine ﬁ-cyclohedra
Let P be an affine poset of order |P| = n > 1. We explain how our results on
P-associahedra extend to affine P-cyclohedra. For the most part, the proofs are com-

pletely analogous; we indicate the places where they differ from their P-associahedra
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counterparts. Throughout this section, by pipes and pipings we mean P-pipes and
P-pipings, respectively.
For our purposes, it will be more convenient to slightly change the definition (1.4)

of ©(P) and 6°(P) and work with RY| | rather than with RIZI/R(1, 1, ..., 1):
0°(P) = x e R\ | 5 < & foralli <5 j}, 0(P):=(x e REL | & < & forall i <5 j}.

Our first goal is to show that & (P) is nonempty.

Definition 4.1 A linear extension of P is a bijection ¢ : Z — Z satisfying ¢ (i +n) =
o) +nand ¢ (i) < ¢(j) foralli <5 j.

For instance, the vertex labels of the affine posets shown in Figs. 4 and 6 are examples
of linear extensions.

Lemma4.2 Each affine poset P admits at least one linear extension.

Proof Let S :={i € Z|i—n <5 0andi 43 0}. Because P is strongly connected
(cf. Definition 1.11), S contains exactly one element in each residue class modulo n,
thus | S| = n. Moreover, we claim that S is convex. Indeed, suppose i, j, k € Z are
suchthati <3 j <p kandi,k € S. Thenwehave j —n < k—n <3 0 £5i <3 j,
so j € S. Note, however, that S need not be connected in general.

Consider S as a finite subposet (S, < 3) of P.Choose a linear extension ¢_> 1S — [n]
of S, and let ¢ : Z — Z be its unique n-periodic extension (satisfying ¢ (i) = ¢(i)
fori € Sand ¢ (i +n) = ¢ (i) +nfori € Z). We claim that ¢ is a linear extension of
P. First, it is clearly a bijection Z — Z. Second, suppose that for some i <5 j, we
have ¢ (i) > ¢(j). Adding a multiple of n to both indices, we may assume that j € S.
Leti’ € S be such that i’ =i (mod n). Since ¢ is a linear extension, we cannot have
i =i .Ifi < i’ thenbecause ¢ (i), #(j) € [n],wehavedp(i) < dp(iI")—n <0 < ¢(}),
a contradiction. Assume now that i’ < i. Then i’ < pi<pJj,so since S is convex,
we geti € §, a contradiction. 0O

Corollary 4.3 &(P) is a nonempty polytope of dimension n — 1.

Proof Let ¢ be a linear extension of P. Setting x; := ¢ (i) - fl for i € [n], we obtain

[n

apointx € RIP! such that nzio(x) € 0°(P). Thus the interior of #(P) in R‘EPLO is
nonempty. O

Remark 4.4 We mention several relations between affine posets and existing objects in
the literature. First, & (15) is an alcoved polytope in the sense of [27]. Its volume is the
number of different linear extensions of f’, where two linear extensions are considered
the same if their values differ by a constant. It is an interesting problem to compute the
number of such linear extensions for various classes of posets, such as the ones arising
from critical varieties as discussed in Remark 1.16. Second, it would be interesting
to develop an analogous theory of (combinatorial, piecewise-linear, or birational)
rowmotion on affine posets; see e.g. [10, 11, 45]. Third, a natural class of affine posets
consists of cylindric skew shapes, i.e., regions of Z* between two up-right lattice paths
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Fig. 10 A cylindric skew shape
P (left) and a linear extension of

P (right) 8 (10
61719

315

1124

which are invariant under shifting by some nonzero vector (a, b) € Zio. An example
for (a,b) = (2,2) is shown in Fig. 10. Linear extensions of such affine posets are
certain kinds of “cylindric standard Young tableaux.” These objects are different from
the well-studied cylindric tableaux arising in quantum Schubert calculus; cf. [35].
Indeed, the labels of the former increase in the northeast direction while the labels of
the latter increase in the southeast direction.

Remark 4.5 Recall from Remark 1.16 that one can associate an affine poset to each
permutation f € §,. A different construction associating an affine poset to an affine
permutation was given in [6, Section 3.1]. The authors of [6] consider the notion of
a proper numbering of an affine poset P, which is a map d : P — Z such that we
have d(i) < d(j) foralli <3 j, and such that for each j € P, there exists i <pJ
satisfying d(i) = d(j) — 1. Thus the notion of a proper numbering of P is similar
but different from our notion of a linear extension of P. It would be interesting to see
which of the remarkable properties of proper numberings developed in [6, Section 11]
generalize to arbitrary affine posets.

Definition 4.6 A piping partition of P is a piping which is simultaneously a set
partition of Z.

This includes the case T = {P} which will correspond to the empty face of & (P).
Recall the notion of equivalence of pipes from Sect. 1.3. For a piping T not containing
P,weletT := {T | € T} denote the corresponding (finite) set of equivalence
classes. Thus we have T = |_|. 5 7. For the piping partition T = (P}, wesetT := (.

Similarly to Proposition 2.2, we have the following description of the faces of
O(P).

Proposition 4.7 We have a bijection T — Fe(P,T) between piping partitions of
P and faces of O(P). The face closure relations are given by refinement (2.3). The
dimension of each face F5(P, T) equals |T| — 1. O

As in the case of order polytopes, for a point x € .7-'%(13, T), we write B(x) := T,
where .7-'%(}3, T) denotes the relative interior of the face fﬁ(ﬁ, T).

We say that a maximal proper pipe is a pipe T # P satisfying |t| = n.
Corollary 4.8

(i) The vertices of O (P)arein bijection with equivalence classes of maximal proper
pipes.
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(ii) The facets of O(P) are in bijection with covering relations i < pJin P such
that i % j modulo n.

(iii) Each face Fe(P,T) of O(P) is itself an affine order polytope ﬁ(i’/T), where
the quotient affine poset P /T is obtained from P by identifying all elements that
belong to a single pipe of T.

A non-trivial consequence of Corollaries 4.3 and 4.8 is that the set of maximal proper
pipes is nonempty for any affine poset P.

Proof sketch of Theorem 1.12 Our argument closely follows the proof of Theorem 1.2
in Sect. 2.2. We work with n-periodic sets M of melted pipes, still assuming thatt C 7’
with T € M implies t' € M. An M-admissible piping is a piping T containing P
and satisfying conditions (a)—(b) in Sect. 2.2. The poset (Adm(M), <x,) is defined
in exactly the same way, using conditions (1)—(2) in Sect. 2.2. The dual affine P-
cyclohedron €' (P)* is then obtained from the dual affine order polytope & (P)* via a
sequence of stellar subdivisions at the faces of &( P) corresponding to piping partitions
of the form

TU{{i} | i € Z :iisnot contained inside any element of T},

where at each step, we let T be a maximal by inclusion proper pipe not contained in
M. o

Remark 4.9 Suppose P is a bounded (finite) poset with vertex set {0, 1, ..., n} such
that O is the minimal element and » is the maximal element. Then P naturally gives rise
to an affine poset P of order n obtained by “identifying 0 and n.” More precisely, < 5
is obtained by taking the transitive closure of relations i +dn <3 j+dnforalld € Z
and i <p j. A very similar operation was recently considered in [20, Remark 2.7].

It is easy to see that &(P) is linearly equivalent to Stanley’s order polytope o (P),
thus the polytopes ¢(P) and ¢'(P) are projectively equivalent by Remark 2.5. Each
P-pipe is also a P-pipe. However, not all (equivalence classes of) P-pipes are obtained
in this way, since we have P-pipes of the form T U (' 4 n) where 7, / are disjoint
proper P-pipes such that n € t and 0 € 7’. Thus the polytopes </ (P) and € (P)
are not directly related to each other. For instance, if P is a chain on 4 elements then
&/ (P) is a pentagon and € (P)isa hexagon; compare Figs. 2(left) and 4(left).

Next, we state an affine analog of Corollary 2.7, where we again identify two
polytopes if they are combinatorially equivalent. We say that P is a circular chain if
= coincides with the standard order < on Z. We say that P is a circular claw if =<5
is the n-periodic transitive closure of relations 0 <5 1,2, ...,n—1 <3 n. See Fig. 4.

Corollary 4.10 Let P be an affine poset.

(i) €(P)isa simple polytope of dimension |P|— 1.
(it) Its polar dual € (P)* is simplicial, but in general not flag. ~
(iii) For each proper piping T, the corresponding face of ¢ (P) has dimension | P| —
|T| — 1.
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(iv) The vertices of € (P) are in bijection with proper pipings T satisfying |T| =
|P| —1.
(v) The facets of ‘K(P) are in bijection with equivalence classes of proper pipes.
(vi) Each face ofcf(P) is a product of P-associahedra and affine P- -cyclohedra.
(vii) When P~lS a circular chain, € (P) is the (|P| — 1)-dimensional cyclohedron.

(viii) When P is a circular claw, €(P) is the (|P| — 1)-dimensional type B
permutohedron.

Proof Each of the properties (i)—(viii) is either trivial or is proven similarly to its analog
in Corollary 2.7. For the last two properties, we need to explain the combinatorial
objects labeling the faces of the cyclohedron and the type B permutohedron in order
to connect them to pipings.

(vii): Similarly to the case of the associahedron, the faces of the (n — 1)-dimensional
cyclohedron are in bijection with rooted trees 7 embedded in a disk such that the root
has degree > 1, all non-leaf vertices lie in the interior of the disk, and the leaves
lie on the boundary and are labeled 0, 1,2, ..., n in clockwise order. Face closure
relations again correspond to contracting non-leaf edges in 7. Let v be a non-leaf
non-root vertex of 7. The edges incident to v have a natural cyclic order. Let e be
the edge connecting v to its parent in 7. Consider a walk that starts at the parent of
v, traverses e and then turns maximally left at each vertex until it reaches some leaf
a € [n]. Similarly, consider another walk which turns maximally right at each vertex
until it reaches another leaf b € [n]. The leaf descendants of v naturally form a cyclic
subinterval [a, b] of [n]. We may thus associate a pipe t, to v which equals [a, b] if
a <band[a,b+n]ifa > b.If theroot of T has degree 1 and v is its sole child vertex
then b equals a — 1 modulo n, so we get [a, b] = [n]. Still, depending on the value of
a, we get different pipes T = [a, a + n — 1], which corresponds to the different ways
of placing the root of 7' next to v. It is again clear that when P is a circular chain, the
set of pipes 7, where v runs over the set of non-leaf non-root vertices of 7' yields a
proper P-piping. Moreover, we see that any proper P-piping arises uniquely in this
way, and that contracting edges in trees corresponds to removing pipes from a piping.

(viii): The (n — 1)-dimensional type B permutohedron Hf_l is defined as the con-
vex hull of all vectors obtained from (1, 2, ..., n — 1) by permuting the coordinates
and changing their signs. The face poset of Hf_l coincides with the order poset of
the boundary face poset of the (n — 1)-dimensional cross-polytope; see [47, Exam-
ple 1.3.2]. Thus the facets of HB | are in bijection with pairs (K™, *, K7) of disjoint
subsets of [n — 1] whose union is nonempty. Arbitrary faces of 1'[ _, are labeled by
sets

(K KD, (K Ky, (K K

of such pairs satisfying the conditions

Kfckfc---cKkfcm—-1\K;  Cln—11\K, ;C---Cln—11\K;
see [23, Corollary 1.11]. Identifying each pair (K+, K ~) with (the equivalence class
of) the pipe (K~ — n) U {0} U KT, we obtain a bijection between faces of Hf_l and

proper P-pipings. O
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It remains to justify the relation between affine P-cyclohedra and compactifications.

Proof sketch of Theorem 1.12 The proof is obtained from that in Sect. 3 via straight-
forward modifications as we outline below. By convention, we write T C P for any
pipe T # P, including the case of maximal proper pipes T C P satisfying |t| = | P|.

Throughout the whole proof in Sect. 3, we replace P with P and [],.,; €(r) with
HIT\> 10 (7). The remaining changes are listed below.

By] Definition 3.4 (with P replaced by P), T (x) contains P and all pipes in B(x[P]),
thus T(x) is an infinite piping. It still has the structure of an infinite n-periodic rooted

tree described in Definition 3.5. The remaining definitions and proofs in Sects. 3.1 and
3.2 do not require any changes. The same applies to all results in Sect. 3.3, except that

in Corollary 3.12, CompT(};) is now homeomorphic to RIPI=TI=1 The sets P and

PTTJr in (3.4) become infinite when 7, = P, but that does not affect the proof since

only finitely many of their elements participate non-trivially in (3.5) and (3.6). The
rest of the proof in Sects. 3.3 and 3.4 proceeds without change. O
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