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Abstract 

Nucleation and bubble dynamics on a heater surface contribute to high heat transfer rate in pool boiling. 

Introducing two-phase flow in narrow channels further improves heat transfer. Use of expanding taper 

microgap geometry further enhances heat transfer, and proper balancing of taper angles and flow lengths 

leads to self-sustained flow boiling in tapered microgap geometries. This paper focuses on understanding 

the underlying enhancement mechanism by studying the bubble behavior as they expand and accelerate 

in the direction of increased taper. The present study conducts a 2D simulation analysis of bubble growth 

in tapered microgaps with numerical simulations to identify the effect of the fluid properties and tapered 

angle in the bubble and fluid dynamics behavior. Ansys-Fluent is customized with user-defined-functions 

(UDFs) accounting for the interfacial heat and mass transport, including a sharp interface and direct 

calculation of mass transfer with temperature gradients. The study was conducted using air injection and 

boiling simulation from the conception to the departure of a bubble. The tapered angles were 5o, 10o, and 

15o, with flowrates between 3 ml/min to 30 ml/min, 1 mm air inlet, and at 1 mm distance from the 

convergent end. The departure time of 10 subsequent bubbles was recorded to check the configuration 

with the quickest bubble removal. A critical flowrate and surface tension region was established for the 

escape direction of the bubble. In addition, the numerical simulation considered the tapered microgap 

with a nucleating bubble at atmospheric conditions with a wall superheats of 5 K. The results show that 

the bubble growing over the heated surface creates fluid circulations and interfacial conditions that 

suppress the thermal boundary layer leading to an increased local heat transfer coefficient within a range 

of 1 mm from the interface.  
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𝜌        density (kg/m3) 

t         time (s) 

𝑢⃗⃗          velocity vector (𝑚/𝑠) 

𝜇     liquid viscosity (Pa ∙ s) 

𝐹𝑞          fluid volume fraction (dimensionless) 

κ        curvature of the interface 

∇        gradient operator 

𝐹𝑠/𝜎  surface tension (N/m) 

hfg latent heat of evaporation (KJ/kg) 

α thermal diffusivity (m2/s) 

C convergent end of the taper block 

D divergent end of the taper block 

𝑄𝑙  flowrate (ml/min) 

h heat transfer coefficient (W/m2K) 

𝑘𝑙   thermal conductivity (W/mK) 

T Temperature (K) 

t time (s) 

Subscripts 

𝑔        gas phase 

𝑙            liquid phase 

w wall 

s saturation 

1. Introduction 

In many industrial heat exchange systems, boiling plays a crucial role due to its ability to dissipate high 

heat transfer at relatively small surface temperatures. Pool boiling has emerged as an excellent solution 

in phase-change-based thermal management systems. With various surface modifications, pool boiling 

has been instrumental in assisting supercomputer processors and data centers to achieve high heat 

dissipation under normal operating conditions [1]–[4]. Similarly, pool boiling is instrumental in passive 

decay heat removal from tubes in nuclear power plants, heat exchangers, and evaporators [5]–[7]. Other 

applications include high heat transfer in air conditioning and refrigeration systems [8] and electric vehicle 

batteries [9], [10]. Although boiling dissipates high heat fluxes at low wall superheats, the chaotic 

conditions caused by rapid growth, coalescence, and liquid rewetting can result in increased pressures, 
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reduced flowrates, additional instabilities, or even flow reversal in the system [11]–[13]. This also leads to 

difficulties in flow visualization and analyzing the thermal and fluid dynamic conditions. Computer 

simulations are a powerful tool that has helped study the microlayer [14]–[16] ,bubble shape [17], [18] , 

isotherms [19], and bubble behavior [20], [21] to have a better understanding of the thermal and fluid 

behavior associated with boiling.  

Heat transfer enhancement in pool boiling can be achieved using active and passive methods [22]. Active 

methods include the usage of a pump as a source for circulation of coolants such as jet impingement [23]–

[25], spray cooling [26]–[28], and external power input such as mechanical vibration [29], and magnetic 

field [30]. The typical passive techniques include enhanced surfaces [5], [8], [31]–[34],  nanofluid [35], and 

artificial nucleation sites [36]. The advantages of passive systems include (i) less energy consumption, (ii) 

less noise, and (iii) more reliability due to fewer moving parts. Recent advances include the development 

of a specific type of passive system using tapered geometry. Kandlikar [37] studied the flow instabilities 

due to nucleation in microchannels using high-speed visual observations. Mukherjee and Kandlikar [38] 

numerically studied bubble growth in a microchannel and proposed using tapered microchannels to 

reduce flow instabilities. Kandlikar et al. [39] used open microchannels with a tapered microgap to 

significantly reduce pressure drop compared to a uniform cross-section gap. Balasubramanian et al. [40] 

dissipated more than 400 W/cm2 heat flux using stepped microchannels and reduced pressure drop by 

30% by expanding microchannels. Kalani and Kandlikar [41] examined bubble flow patterns in plain and 

microchannel setups under tapered microgaps, finding that rapid bubble growth did not affect flow 

stability. Introducing open microchannels with the tapered manifold in flow boiling achieved high heat 

fluxes at minimal pressure drops. A 6° taper enhanced bubble expansion, promoting pressure recovery 

and improving heat transfer. Consequently, they achieved a critical heat flux (CHF) of 1.07 kW/cm2 with a 

mere 30 kPa pressure drop. Pressure recovery in a tapered system was further evaluated and showed an 

effective decrease in pressure drop in flow boiling. Moreira et al. [42] proposed a converging and diverging 

manifold and indicated that the pressure drop of converging and diverging gaps was higher than that of 

uniform gaps but with a significant heat transfer improvement. Emery et al. [43] developed a 

thermosiphon-based CPU cooler using the tapered microgap and HFE 7000 as the working fluid to 

dissipate a heat flux of over 44 W/cm2. Chauhan and Kandlikar [44] further improved the thermosiphon 

loop performance by testing symmetrical dual taper and dissipating more than 280 W of heat without 

reaching CHF. Chauhan and Kandlikar [37] proposed using single tapered and symmetrically tapered 

microgaps in water [45] and HFE 7000 [46] to transform pool boiling into a self-sustained flow boiling 

mechanism. In prior research by our group, we examined tapered microgaps with various angles (5°, 10°, 

15°, 20°, and 25°) and inlet gaps of 0.8 mm and 1.27 mm, utilizing HFE 7000 as the working fluid. A 25° 

taper angle yielded a 2x HTC enhancement with a 0.8 mm inlet gap and 1.5x with 1.27 mm. We also tested 

water-filled tapered microgaps with 10° and 15° angles 1.27 mm inlet gap, observing over 2x 

improvements in critical heat flux (CHF) and HTC compared to plain chips [47]. Although significant 

progress has been made, there still exists scope for performing parametric study using different fluids, 

varying surface tension of the fluid, and using air-injection study to focus on the behavior of individual 

bubbles in a tapered microgap.  

Numerical simulations for boiling have been carried out for flow and pool boiling in microchannels using 

tools like OpenFOAM [48], [49], Lattice-Boltzmann method [50]–[53], in-house codes [15] , and Ansys 

Fluent [54], [55]. Multiple studies were carried out for flow within a microchannel based on shape, flow 

pattern, artificial cavities, manifold arrangement, surface roughness, and wettability [48], [56]–[63]. 
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Mukherjee and Kandlikar [57] simulated the growth of a spherical bubble during flow boiling in a square 

microchannel using the level set method. They observed that the presence of the channel walls tended to 

elongate the bubble.  Magnini and Matar [48] studied the effect on liquid film distribution and heat 

transfer using square and rectangle microchannels. They found out that for lower flowrates, square 

microchannels, and for higher flowrates, rectangular microchannels yielded better results. Mukherjee and 

Kandlikar [38] analyzed the effect of inlet constrictions to prevent the backflow growth of vapor bubbles 

in a square microchannel. Although they positively stabilized the flow, it generated a high-pressure drop 

and reduced the efficiency. Diverging microchannels toward the desired flow were proposed as a better 

solution. Alugoju et al. [64] conducted a comparative numerical study for a flow boiling system using a 

straight and a diverging microchannel. They varied the diverging angle between 0o to 8o and used a 

constant heat and mass flux. The results showed that increasing the channel angle alters bubble size and 

pattern. However, to the best of the knowledge of the author, no work has been done involving pool 

boiling simulation, using Ansys Fluent, and implementing a VOF sharp interface for a tapered microgap 

with air injection and boiling setup. Conducting numerical simulations can help to determine the primary 

factors that affect the behavior of bubbles in tapered conditions. Also, prior research has highlighted the 

challenges of visualizing the vapor bubbles within a tapered microgap during nucleating pool boiling 

conditions. Hence, a simulation study involving bubble growth in tapered microgap can serve as a means 

to identify the hydrodynamic and thermal behavior that leads to lower flow instabilities and higher heat 

dissipation.  

The present study conducts the analysis of bubble growth in tapered microgaps with numerical 

simulations to identify the effect of the fluid properties and tapered angle in the bubble and fluid dynamics 

behavior. Ansys-Fluent is customized with user-defined-functions (UDFs) accounting for the interfacial 

heat and mass transport, including a sharp interface and direct calculation of mass transfer with 

temperature gradients. The study considered two cases (i) air-injection, (ii) liquid evaporation at the 

interface. The case of air-injection evaluated the effect of flowrates, working fluid (water, ethanol, and 

ethylene glycol), tapered angle, and surface tension on the hydrodynamic bubble behavior. The case of 

liquid evaporation evaluated the effect of multiple nucleation sites on the thermal performance. The 

results reveal that flowrates and surface tension influence the direction of departure of the bubble. Also, 

it was identified a suppression in the thermal boundary layer due to fluid circulations near the bubble 

interface. The following sections describe the work done to conduct the analysis; section 2 gives a brief 

literature review on multiphase flow simulations, section 3 describes the methods, section 4 illustrates 

the simulation results, and section 5 states relevant conclusions.  

2.  Literature review on Numerical Simulations 

The literature review focuses on relevant works in numerical simulations of boiling. To better understand 

the literature, the first section highlights the use of the VOF interface tracking method, second describes 

the usage of the sharp interface tracking, and the third shows how, 2D simulations agree well with 

experimental work.  

The first part emphasizes identifying the type of simulation and the methods adopted to track the 

interface. Simulations modify the VOF interface tracking method to properly account for interfacial 

phenomena such as mass transfer, contact line evaporation, and tracking temperature of mixture cells. 

Magnini et al. [65] improved VOF interface tracking by implementing a Height Function method to better 

estimate the local capillary effects and an evaporation model, results indicated that the modified VOF can 
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capture thin thermal films formed by slug flow.  Shipkowski and Perez-Raya [66] proposed an analytical 

method to accurately compute the interface surface area in multiphase flow modeling, results show that 

the approach allows a direct estimation of mass transfer with sharp interface, which improves modeling 

of the heat transfer mechanisms near the interface. Zhao et al. [67] proposed a boundary method that 

separates the liquid and vapor phases within VOF to accurately compute jump conditions at the interface 

that allow preservation of the bubble shape and improved agreement with theoretical results. Yeo and 

Lee [68] experimentally and computationally investigated the subcooled and saturated flow boiling of R-

134a in a horizontal heat sink. A good agreement between high-speed images from experimental flow 

visualization and predicted flow patterns were achieved using the 2D simulation integrating the multi-

phase VOF method and Lee phase change model where the flow boiling undergoes change from bubbly 

to annular flow in the micro-channel. Sun et al. [69] used the VOF method and UDF in Ansys-Fluent to 

improve the accuracy of the 1D Stefan problem, 2D film boiling problem, and condensation. The results 

showed excellent agreement with experimental data and analytical solutions. Rajendran et al. [70] used 

open-source VOF solver inter-foam for a two-phase application. They used a modified VOF solver for a 

suspended droplet in air, jet breakup, drop impact on thin films, and air entrapment during drop 

interaction with a liquid pool. The modified VOF solver performed significantly better than the original 

VOF method. Garoosi and Hooman [71] used a modified VOF model to achieve higher sharpness for 

moving interfaces. They successfully eliminated interface smearing, control the thickness of the interface, 

preserve the thickness of the interface over 2 to 3 mesh intervals. Fostiropoulos [72] conducted a 

numerical analysis on the dynamics of fuel oil-water droplets at their interface, using three VOF transport 

equations. Simulation results revealed that aerodynamic droplet breakup cases shared similar properties 

and initial conditions with corresponding emulsions. Lin et al. [73] studied the effect of flow boiling in 

micro-tube geometry using a VOF model to track the interface in divergent, normal, and convergent 

geometries. A validation against the experimental work in quasi-steady state was achieved, and the results 

helped understand the effects of micro-tube geometry on flow boiling. Kharangate and Mudawar [74] 

provide an in-depth review of the VOF method used for simulations involving two-phase flow.  

The challenge with VOF methods is to maintain a sharp and well-defined interface between the fluids as 

it moves and deforms. Sharp interface tracking techniques are employed to achieve this goal. Bure𝑠̌ and 

Sato [75] carried out a direct numerical simulation for phase change using a sharp-interface algorithm 

coupled with the diabetic geometric VOF method. Bubble growth in superheated quiescent liquid was 

simulated using 2D axisymmetric and 3D Cartesian representations with good sharpness and symmetry 

levels and first-order accuracy. M𝑒́nard et al. [76] used a coupled level set-VOF-ghost fluid method to 

optimize the mass conservation and precise interface characterization, for a 3D simulation of the primary 

atomization zone of a turbulent liquid jet, and achieved good results. Naghashnejad et al. [77] developed 

a computational fluid dynamic model to capture the meniscus interface for a capillary flow between 

vertical parallel plates. The sharp interface tracking and reconstruction could accurately predict the 

capillary penetration or depression regardless of the wall spacing. An excellent agreement was observed 

between the numerical predictions and the theoretical solutions for the steady-state capillary height and 

meniscus shape. Shang et al. [78] used a sharp-interface algebraic VOF model for simulating evaporating 

droplets, the results showed that the model was able to capture minute details associated with droplet 

evaporation. Other works have used interface-sharpening equation to prevent smearing of the color 

function [17], [79]–[81].  Also, it is common to distribute mass source terms into multiple cells around the 

interface [82]–[86], and employing a split approach for advection of the interfacial mass flux through the 

faces [87]–[89]. 
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Several mathematical and 2D numerical simulation of bubble growth have shown agreement with 

experimental results and theoretical models.  Numerical work using different fluids, for boiling and 

condensation, and in superheated region, with various geometrical configurations have shown good 

results. Dhir et al. [90]–[92] proposed a microlayer modeling approach to simulate boiling and for various 

operating conditions, including high heat fluxes and microgravity, they observed bubble growth and heat 

transfer mechanisms. Bardia and Trujillo [93] studied the influence of inertia forces on bubble growth and 

heat transfer and modeled the effect of pressure on the saturation temperature. Onishi et al. [94] 

numerically studied a 2D film boiling and condensation problem using the VOF method and validated it 

against Klimenko’s and Nusselt’s correlation. The simulation outcome showed that the wall heat flux 

increases in the presence of working fluid phase change and decreases in higher driving pressure. Çiftçi 

[95] numerically investigated heat transfer characteristics of kaolin–distilled water and bauxite–distilled 

water, under saturated boiling conditions using 2D simulation. Transition and film boiling processes were 

illustrated clearly compared to experimental findings. Lee et al. [96] performed 2D simulation with a VOF 

model to investigate subcooled nucleate flow boiling of FC–72 for three distinct mass velocities and heat 

fluxes in vertical upflow. Thorough analysis of velocity and void fraction profiles across the channel 

demonstrated the effectiveness of the computational model in providing detailed local information. The 

boiling of LN2 was numerically investigated on a solid and liquid surface using direct numerical simulation 

of interfacial dynamics using an explicit VOF method by Kumar and Das [97]. The results showed that 

bubble frequency, diameter, and heat flux in boiling on a solid surface rise linearly as the wall superheat 

increases. Kamel et al. [98]  performed a 2D numerical simulation of pool boiling heat transfer for pure 

water and silica-based water nanofluid. The authors used user-defined functions (UDF) for surface 

modification, and the correlation proposed for waiting time showed a good agreement with the 

experimental data. In a 2D numerical study on density mixing, Rodriguez Ocampo [99] employed an 

image-based method to assess the accuracy of the results. Qualitative and quantitative analyses of 

experimental and numerical data revealed comparable outcomes, with globally averaged relative errors 

ranging from approximately 14% to 19% for different turbulence schemes. Iyer et al. [100] used 2D model 

created in Ansys Fluent to study the boiling behavior in the receiver of a boiler to improve the 

performance. The results displayed better understanding of effects of contact angle, heat flux, and 

accommodation coefficient on the bubble growth, and heat transfer.  

The literature shows the importance of using VOF method for modeling multiphase flow to capture the 

interface and interaction between the fluids. 2D simulations play an important role in understanding 

complex problems and getting an accurate estimation of the effects of various parameters involved.  The 

current work uses 2D numerical simulation to study the effects of variation of taper angle and flowrates 

on the evolution and departure of a bubble in a microgap. 

3. Methods 

The 2D numerical simulation using taper geometry was performed in a customized Ansys 2022 R2 

commercial simulation package. The tapered block considers three inclination angles of 5o, 10o, and 15o 

at flowrates of 3, 15, and 30 ml/min using water as the fluid. The peristaltic pump used in the experimental 

setup had a capacity to discharge air between the flowrates of 0 to 30 ml/min. Hence, the flowrates were 

divided into three ranges starting from 3 ml/min to 15 ml/min and 30 ml/min. Ethanol and ethylene glycol 

are used in automotive engines and industrial cooling systems as coolants. Hence, this study was extended 

to using ethanol and ethylene glycol with surface tensions 0.022 and 0.047 N/m to compare the departure 

time of a single bubble with water. Further analysis was done, varying the surface tension between 0.004 
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to 0.09 N/m and the flowrates between 3 to 30 ml/min. These simulations were carried out to find the 

critical region to define the flow direction of the bubble. The simulation was run, and bubble shapes were 

analyzed until a steady bubble growth process was observed. The study was continued further by 

replacing air injection with a heated surface, using UDFs and a wall superheats of 5 K, with water at 

atmospheric temperature. Three cases of vapor bubble patched at the convergent end, the divergent end, 

and with multiple bubble growth was carried out. The following sections describe the computational 

domain, the boundary conditions, the simulation parameters, and the experimental setup used for 

validation. 

3.1.  Computational domain 

Figure 1 shows the computational domain consisting of pool of liquid and the tapered block. The domain 

has length and height of 32 mm and 20 mm. The square tapered block has a dimension of 12 mm and 

inclination angles of 5o, 10o, and 15o. The initial taper gap from the bottom surface is 1 mm, and the orifice 

size for air injection is 1 mm. The same computational domain was used for boiling simulation. A water-

vapor bubble of 1 mm diameter was patched on bottom surface for boiling simulation. The taper angle 

was maintained at 5o for the boiling simulation. Table 1 shows additional dimensions of the computational 

domain. The mesh has a minimum cell size of 40 𝜇m and a maximum of 50 𝜇m. 

3.2.  Boundary conditions 

The computational domain enclosure consists of water and air injection from an orifice. Fig. 1 shows the 

boundary conditions that were used to set up the simulation model in Ansys-Fluent. The mesh grid size is 

small and uniform in the area of interest, as the study focuses on the bubble growth and departure in and 

around the tapered microgap. The mesh settings considered a volume split technique to divide the 

computational domain into the two regions of coarse and fine mesh. In addition, the mesh was uniform 

by applying a “Face meshing” filter. At the top of the enclosure is pressure outlet. The orifice at the bottom 

of the enclosure is the velocity inlet. Boundaries that are the left side, right side, and bottom are all defined 

as walls. Table 1 shows relevant parameters used to define the simulation domain. 𝜃1 is the leading edge 

angle for the bubble growing in the tapered microgap. A leading angle refers to the angle formed between 

the surface of a growing bubble and the solid surface or liquid interface with which it is in contact. This 

angle directly influences the curvature of the bubble as it expands affecting the pressure and fluid 

velocities near the bubble edge. It is important to observe that the simulation uses three different taper 

angles and flowrates. For the boiling simulation, the orifice was replaced by a closed bottom surface that 

was maintained at 378.15 K, and the saturation temperature of the liquid was 373.15 K. 

Parameter Symbol Value 

Orifice diameter D 1 [mm] 

Domain length H1 32 [mm] 

Orifice distance V2 1 [mm] 

Taper gap V1 1 [mm] 

Domain height H2 20 [mm] 
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Taper length LT 12 [mm] 

Taper angle θT 5o,10o,15o 

Leading angle θ1 60o 

Trailing angle θ2 90o 

Wall temperature Tw 378.15 K 

Patched bubble diameter Db 1 [mm] 

TABLE 1: Relevant parameters in the simulation. 

 

FIGURE 1: Sketch of the computational domain for air injection study, orifice distance is at 1 mm from the 

convergent end of the tapered block. The orifice inlet has been closed and a bubble of 1 mm diameter is 

patched for boiling study. The mesh grid size in small and uniform in the area of interest and larger in 

other areas.   

3.3.  Simulation settings 

The Ansys-Fluent solves the governing equations for continuity, momentum, and volume of fluid. The 

simulation software solves the volume-of-fluid (VOF) interface tracking equation and uses the sharp 

interface VOF model. The SIMPLE algorithm was employed to handle the pressure velocity coupling for 

the air-injection study. Gradient of all flow variables was calculated using the green-gauss cell-based 

method, while the momentum terms in the governing equation were approximated by the QUICK scheme. 
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For the boiling simulation, least square cell-based gradient, PRESTO pressure model, and second order 

upwind momentum model were used. Multiphase model with constant surface tension, wall adhesion to 

incorporate the leading and the trailing angles for the bubble was used. The Courant number remained 

below 0.25 in all the simulations to ensure a correct time step size. The Courant number indicates the 

ratio between the interface displacement and the grid cell size. A Courant number below 0.25 allows the 

interface to remain within a computational cell for at least four time-steps before moving to the next 

computational cell, which helps to avoid numerical instabilities.  UDF to customize Ansys-Fluent for the 

boiling simulation were used to track the interfacial interaction of the vapor bubble and the liquid to 

accommodate mass transfer. 

3.4.  Governing Equations 

The conservation of mass equation is: 

∇ ∙ 𝑢⃗⃗ = 0 (1) 

where ∇ is the gradient operator.  

The conservation of momentum equation is: 

𝜕(𝜌𝑣)⃗⃗⃗⃗⃗

𝜕𝑡
+  ∇ ∙ (𝜌𝑣⃗𝑣⃗) =  −∇𝑝 + ∇ ∙ {𝜇[∇𝑣⃗ + (∇𝑣⃗)𝑇]} +  𝐹𝑠 +  𝜌𝑔⃗ (2) 

where 𝐹𝑠 corresponds to the surface tension applied to the cells that have an interface. 

The VOF interface tracking equation is: 

𝜕𝐹𝑞

𝜕𝑡
+ 𝑢⃗⃗𝑞 ∙ ∇𝐹𝑞 = 0 (3) 

where 𝐹𝑞 is the volume fraction of air in the computational cells. 

∑ 𝐹𝑞 =  1
2

𝑞=1
 (4) 

This constraint will be used to solve for the primary phase since equation (3) does not account for the 

volume of fractions in the primary phase. 

The density and viscosity of the gas and liquid phases are estimated with the volume fractions. The 

following expressions show the adopted formulation:   

𝜌(𝑥⃗, 𝑡) = 𝐹(𝑥⃗, 𝑡)𝜌𝑙 + [1 − 𝐹(𝑥⃗, 𝑡)]𝜌𝑔 (5) 

 

𝜇(𝑥⃗, 𝑡) = 𝐹(𝑥⃗, 𝑡)𝜇𝑙 + [1 − 𝐹(𝑥⃗, 𝑡)]𝜇𝑔 (6) 

where 𝜌 is density and 𝜇 is viscosity.  

Surface tension force is included in the momentum equation using the VOF values that balance the forces 

at the interface of the two fluids. Equation 7 gives the surface tension force.  
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𝐹𝑠 =  𝜎  
𝜌𝑘∇𝐹1

0.5 (𝜌𝑔+𝜌𝑙)
 (7) 

where, 

𝑘 = ∇ ∙ 𝑛̂ (8) 

  

𝑛 =  ∇𝐹𝑞 (9) 

The surface tension effect is included, which acts along with the interface between the phases. The surface 

tension is constant.  

Evaporative mass flux:  

𝑚" = 
𝑘𝑙 𝜕𝑇

ℎ𝑓𝑔 𝜕𝑛𝑖𝑛𝑡
 (10) 

where kl is the liquid thermal conductivity, hfg is the latent heat of evaporation, and ∂T ∂nint is the 

temperature gradient at the interface along the normal direction. 

The energy conservation equation that provides the temperature for both liquid and vapor phases is given 

by: 

𝜕𝑇

𝜕𝑡
 + ∇ ∙ 𝑣⃗𝑇 = ∇ ∙ 𝛼∇𝑇 + ST 

 

(11) 

where α is the thermal diffusivity, and ST is a source term. The source term fixes the temperature of the 

interface cells to properly account for the sharp interface. The sharp interface model applies the ghost 

fluid method and the large coefficients technique to impose the interface thermal condition [101], [102]. 

The local heat transfer coefficient is given by:  

ℎ =
−𝑘𝑙 𝜕𝑇/𝜕𝑦|𝑦=0

𝑇𝑤 − 𝑇𝑠
 (12) 

where, 𝑇𝑤 wall temperature, 𝑇𝑠 saturation temperature, and 𝑘𝑙 wall thermal conductivity. 

3.5.  Ansys-Fluent customization 

To accommodate mass transfer in the simulation without air injection Ansys-Fluent was customized with 

User-Defined-Function (UDFs). UDFs used temperature gradients at the interface to estimate the mass 

source term. The UDF "Define-Adjust" was employed to perform several tasks, including identifying the 

mixture, estimating mass transfer, and setting the temperature of the mixture cells. Source terms in the 

energy equation were declared by the UDF "Define-Source" to account for the interface saturation 

temperature. The UDF "Execute-at-the-End" performed a cleaning operation on the variables. OCASIMAT 

method was adopted to perform the computation of mass transfer and interface cells temperature [103].  

The method performs a direct estimation of mass transfer with temperature gradients, imposes the 

interface saturation temperature, and segregates the mass transfer to preserve the interface sharpness. 

Perez-Raya and Kandlikar showed validation of the adopted methods with theoretical solutions of planar 

interface evaporation, spherical bubble growth, and available experiments [104]–[106]. Moreover, the 
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simulations utilized the analytical method proposed by Shipkowski and Perez-Raya [66] to accurately 

compute the interface size leading to precise modeling of interfacial heat and mass transfer.  

3.6.  Experimental setup 

The experimental setup consists of a Masterflex L/S peristaltic pump that can pump a fixed air flowrate 

through a thin tube into a pool of water. The air inlet has a diameter of 1 mm, and the center of this air 

inlet is located 1 mm from the tapered inlet. The taper inlet gap is 1 mm, and the angle is 5°. The air 

flowrate was set at 3 ml/min for the experiments, and a Photron high-speed camera was used to record 

the squeezing air bubble, and the bubble movement was captured at 2000 fps. 

4. Results 

The results section covers the effect of taper angles, flowrates, surface tension, and heating on the bubble 

dynamics. The flow was studied using contours of VOF, velocity magnitude, and temperature. Air injection 

study with single bubble departure is studied first, followed by departure of ten subsequent bubbles.  In 

addition, velocity vectors visualize the fluid interaction with the bubble as it grows and departs. As the 

flowrate changes, the variation in the flow direction of bubbles is indicated by the departure of additional 

bubbles. Results from ethanol and ethylene glycol are analyzed to study the effect of surface tension on 

the bubble departure.  

4.1.  Mesh analysis 

 

FIGURE 2: Effect of grid cell size on the bubble interface for 5o taper angle at time of 0.80 s. Water and 

injected air bubble at atmospheric conditions.  

The mesh sensitivity test was performed for the case of a 5o tapered angle. Fig. 2 shows the cells at the 

interface of the bubble generated at time 0.80 s for four grid cell sizes of 40, 100, 250, and 400 𝜇m. The 

blue color represents air, the red color represents water, and the interface shows a transition color from 

blue to red. The results show that the interface resolution shares an inverse relation with the cell size. 

With the increase in the cell size, the interface tends to degrade further. The cell sizes of a 100 and 40 𝜇m 

allow the modeling without interface deformations. We decided to adopt a grid cell size of 40 𝜇m for all 
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the studies in the present work due to a good interface resolution and an acceptable number of 

computational cells.   

4.2.  Validation of the numerical simulation 

Figure 3 compares the different stages of the bubble growth observed in the experiment and simulation. 

The flowrate is 3 ml/min, and the angle is 5o. The gray color contours on the top show experiments, 

whereas the bottom side shows the volume fractions, and each figure shows the time on the top. Results 

indicate a good agreement between the experiment and simulations in terms of bubble shape and 

behavior. The bubble departs at 0.95 s, according to the experimental data, while the bubble departs at 

1.14 s, according to the numerical simulation. The discrepancy between the departure times is 20% which 

is acceptable. The difference might be due to the 3D experiment effects that were ignored by the 

simulation.  

The numerical results in Fig. 3 show the evolution of a bubble in a tapered microgap at an inclination angle 

of 5o. The important factors to take into consideration are time of departure, the bubble shape, and 

direction of departure between the simulation and the experimental results. The figure shows five 

different time frames selected to illustrate the bubble shape from conception to departure. At the time 

of 0.02 s, the bubble is still growing and is not yet in contact with the tapered block. The bubble growth 

rate, the bubble shape match well with the experimental results. At a time equal to 0.75 s, the bubble 

continues to grow due to constant injection of air and creates a slug once it is in contact with the taper 

and keeps moving forward in the right direction towards the diverging end. This movement of the bubble 

towards the divergent end as well as the slug shape matches well with the experimental results.  At t = 

0.98 s, the bubble has completely covered the taper area and is still moving towards the diverging zone. 

At time t = 1.06 s, the bubble forms a neck at the edge of the taper and looks set to depart. This neck 

formation and bubble detachment is in good agreement with the experimental result. The bubble fully 

leaves the tapered surface at 1.14s. Throughout the process of bubble formation, movement towards 

divergent end, and departure, the bubble maintains a good curvature along the interface similar to 

experimental result and does not smear or changes shape conforming to the usage of VOF and sharp 

interface. 
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FIGURE 3: Validation of the numerical model for bubble growth at 5o taper angle against the experimental 

results. Water and injected air bubble at atmospheric conditions.  

Figure 4 shows the velocity vector of the 5o case. The velocity vectors are displayed in color with the 

magnitude varying from blue to red (low to high), the air bubble in black color, and the taper block in 

white. Initially, the bubble formation indicates the velocity vectors of maximum magnitude pushing the 

liquid toward the convergent side. As the bubble grows, the surface tension and the leading edge angle 

move the bubble toward the divergent end. At time 0.75 s, the bubble continues to grow due to constant 

injection of air and creates a slug once it is in contact with the taper and forces the liquid under the taper 

outwards which can be seen in Fig. (b). At time 0.98 s, the velocity vectors create a circular motion forcing 

the liquid to move in the lower section of the leading edge of the bubble, which leads to bubble moving 

towards the upper section of the divergent end. The change in direction eventually leads to a decrease in 

the velocity magnitude at the convergent end. The bubble can be seen separating at time 1.06 s, where 

the velocity vectors at the leading edge are pushing the liquid away, while the trailing edge sees the 

velocity vectors of higher magnitude helping in the separation of the bubble from the bigger volume of 

bubble. Once the bubble departs from the tapered microgap at 1.14 s, high fluid circulation can be 

observed around the bubble due to sudden change caused by detachment and departure. Fluid of higher 

magnitude, compared to previous time sets, can be seen at the convergent end pushing the remaining 

volume of the bubble, which should ensure departure of the bubble at the divergent end for the case of 

5o and flowrate of 3 ml/min.  
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FIGURE 4: Velocity vectors of 5o taper angle for bubble growth at three different time instances of 0.03 s, 

0.98 s, and 1.06 s. Water and injected air bubble at atmospheric conditions.  

4.3.  Effect of the tapered angle on bubble dynamics 

Figure 5 shows the growth and departure of the first bubble at an inclination angle of 10o with water as 

working fluid. The figure shows six different time frames selected to illustrate the time from the 

conception of the bubble to its departure. At t = 0.06 s, the bubble shows a similar pattern of growth 

relative to the 5o degree tapered angle case. Also, at the time of 0.608 s, it can be seen that the bubble 

continues to grow, and it goes through a squeezing effect between the taper and the bottom surface. The 

bubble then moves towards the diverging edge of the tapered microgap. The bubble forms a similar neck 

pattern as that of the 5o case. The detached bubble seen at t = 1.38 s leaves the tapered surface entirely 

at 1.44 s. The results of the simulation show a larger time of departure in the 10o relative to the 5o case 

due to the increase in flow area with a higher angle. 



15 
 

 

FIGURE 5: Growth and departure of the first bubble for taper angle 𝜃𝑇 = 10o. Water and injected air 

bubble at atmospheric conditions.  

Figure 6 shows the growth and departure of the first bubble at an inclination angle of 15o. At t = 0.06 s, 

the bubble is still far from the tapered surface. Similar to previous cases, when the bubble comes in 

contact with the tapered surface at t = 1.40 s, the bubble moves towards the divergent end. The time for 

the bubble to reach the divergent edge of the taper is relatively higher compared to the previous cases. 

This can be attributed to the more area available for the bubble to expand at the same flowrate. The 

volume of the bubble, as it moves to the right, becomes more prominent, creating a more extended 

interface between the liquid and air. Eventually, the bubble grows large enough and can neck and depart 

the microgap, which can be seen from t = 1.74 s to t = 1.79 s. The results of the simulation illustrate that 

even with a high tapered angle of 15o, the bubble still moves toward the divergent end of the tapered 

channel.  
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FIGURE 6: Growth and departure of the first bubble for taper angle 𝜃𝑇 = 15o. Water and injected air 

bubble at atmospheric conditions. 

4.4.  Direction of bubble departure 

To study the effects of the flowrates, departure of ten subsequent bubbles were simulated for three 

flowrates of 3, 15, and 30 ml/min at the three angles of 5o, 10o, and 15o. Tables 2, 3, and 4 show the 

direction of bubble escape for each analyzed case. Letter C stands for convergent and D stands for 

divergent, symbolizing the direction of bubble departure at convergent and divergent ends of the tapered 

geometry. The time of bubble departure followed by the direction of departure is mentioned in the 

columns of the bubble number.  

Departure of ten subsequent bubbles for each flowrates have been reported in Tables 2, 3, and 4 for 

analysis. This study focuses on the direction and time of departure of bubble for the three analyzed 

flowrates. Table 2 (flowrate of 3 ml/min) shows bubbles escaping only in the divergent end (D) of the 

taper. Table 3 (flowrate of 15 ml/min) shows cases for which the direction of bubble departure is 

unpredictable. Table 4 (flowrate of 30 ml/min) displays the case where the bubbles only depart in the 

convergent end (C). The first bubble for the 3 ml/min case and angles 5o, 10o, and 15o all escape at the 

divergent end. For the case of 15 ml/min and 5o tapered angle, the first bubble moves to the convergent 

end, while for 10o and 15o cases, the first bubble moves towards the divergent end. Compared to each 

case, the quickest departure of the bubbles can be seen for the 5o taper angle with a flowrate of 30 

ml/min. In each of the cases of 3 ml/min and 30 ml/min, the unidirectional departure of the bubble 

prevents it from causing a backflow condition. The case with a flowrate of 15 ml/min is a mix of the other 

two cases. The bubble escapes on either end without a particular pattern and has no cyclic pattern.  
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Bubble 

No. 
𝜽𝑻

 

1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th 

5o 
1.13 s 

(D) 

0.47 s 

(D) 

0.47 s 

(D) 

0.47 s 

(D) 

0.48 s 

(D) 

0.47 s 

(D) 

0.47 s 

(D) 

0.48 s 

(D) 

0.05 s 

(D) 

0.92 s 

(D) 

10 o 
1.44 s 

(D) 

0.73 s 

(D) 

0.75 s 

(D) 

0.74 s 

(D) 

0.74 s 

(D) 

0.74 s 

(D) 

0.73 s 

(D) 

0.74 s 

(D) 

0.73 s 

(D) 

0.73 s 

(D) 

15 o 
1.79 s 

(D) 

1.52 s 

(D) 

1.49 s 

(D) 

1.47 s 

(D) 

1.43 s 

(D) 

1.41 s 

(D) 

1.39 s 

(D) 

1.3 s 

(D) 

1.4  s 

(D) 

1.3  s 

(D) 

 

TABLE 2: Direction of departure of first 10 bubbles for the flowrate of 3 ml/min. (D) indicates bubble 

moving to the divergent end of the channel.  The number indicates the departure time from the previous 

bubble in seconds (s) it takes for the bubble to depart. Water and injected air bubble at atmospheric 

conditions. 

Results in Table 2, 3, and 4 for the flowrates of 3 ml/min, 15 ml/min, and 30 ml/min show that the time 

of departure of a bubble increases with the increase in the angle. 15o tapered angle always has the highest 

departure time for every bubble from the 1st to the 10th. As the flowrate increases, the highest departure 

time of the bubbles, i.e., for the 15o tapered angle, is lower than the 5o tapered angle of the previous case 

of lower flowrate. The bubble departure time, on average, decreased by 1.2 seconds when compared 

between the cases of 5o of 3 ml/min and 15o of 15 ml/min, and it decreased by an average of 0.2 seconds 

when compared between the cases of 5o of 15 ml/min and 15o of 30 ml/min. These comparisons further 

exemplify that the departure time of the 15o tapered angle moves closer and closer to the 5o tapered 

angle case as the flowrate increases.  

Bubble 

No. 
𝜽𝑻 

1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th 

5o 
0.31 s 

(C) 
0.23 s 

(D) 
0.11 s 

(D) 
0.19 s 

(C) 
0.2 s 
(C) 

0.22 s 
(D) 

0.14 s 
(D) 

0.12 s 
(D) 

0.14 s 
(D) 

0.12 s 
(D) 

10 o 
0.4 s 
(D) 

0.23 s 
(C) 

0.15 s 
(D) 

0.29 s 
(D) 

0.21 s 
(C) 

0.12 s 
(C) 

0.32 s 
(D) 

0.23 s 
(C) 

0.14 s 
(C) 

0.23 s 
(C) 

15 o 
0.47 s 

(D) 
0.37 s 

(D) 
0.4 s 
(D) 

0.36 s 
(D) 

0.33 s 
(C) 

0.39 s 
(D) 

0.21 s 
(C) 

0.46 s 
(D) 

0.12 s 
(C) 

0.42 s 
(D) 

 

TABLE 3: Direction of departure of first 10 bubbles for the flowrate of 15 ml/min. (C) and (D) indicates the 

bubble moving to the convergent and the divergent ends of the channel.  The number indicates the 
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departure time from the previous bubble in seconds (s) it takes for the bubble to depart. Water and 

injected air bubble at atmospheric conditions.  

In addition, results in Table 2, 3, and 4 show that in 3 ml/min, the bubble grows in the divergent end of 

the taper, which causes bubble squeezing, further increasing the bubble departure time. The bubbles 

travel the whole length of the tapered geometry before it reaches the edge, where the circulating forces 

of the liquid help break the bubble from the trailing volume and escape the surface. This is not the case 

for the bubbles departing at a flowrate of 30 ml/min. The bubbles grow under the taper but quickly move 

towards the convergent end, thus saving time by preventing them from growing under the longer side of 

the taper. Also, the volume of the departing bubble increases with the increase in tapered angle for the 

case of 3 ml/min. Another important observation made was the direction of departure of bubbles for the 

angles of 10o and 15o that are similar to the case of 5o. For the flowrate of 3 ml/min, all the bubbles for 5o 

depart at the divergent end, and the same can be seen for the angles of 10o and 15o. Similarly, for the 

flowrate of 30 ml/min, the bubbles depart at the convergent end for 5o, and a similar pattern is seen for 

10o and 15o tapered angles. For the flowrate of 15 ml/min and 5o tapered angle, bubble departure does 

not have a particular direction, and although not identical, the 10o and 15o cases face the same issue. And 

thus, it can be established that the 5o tapered angle can be used as the base case for further analysis.  

Bubble 

No. 
𝜽𝑻 

1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th 

5o 
0.19 s 

(C) 
0.07 s 

(C) 
0.13 s 

(C) 
0.09 s 

(C) 
0.1 s 
(C) 

0.1 s 
(C) 

0.1 s 
(C) 

0.1 s 
(C) 

0.1 s 
(C) 

0.1 s 
(C) 

10 o 
0.21 s 

(C) 
0.09 s 

(C) 
0.1 s 
(C) 

0.1 s 
(C) 

0.11 s 
(C) 

0.09 s 
(C) 

0.11 s 
(C) 

0.1 s 
(C) 

0.1 s 
(C) 

0.1 s 
(C) 

15 o 
0.22 s 

(C) 
0.15 s 

(C) 
0.18 s 

(C) 
0.07 s 

(C) 
0.19 s 

(C) 
0.13 s 

(C) 
0.17 s 

(C) 
0.18 s 

(C) 
0.12 s 

(C) 
0.16 s 

(C) 

TABLE 4: Direction of departure of first 10 bubbles for the flowrate of 30 ml/min. (C) indicates a bubble 

moving to the convergent end of the channel.  The number indicates the departure time from the previous 

bubble in seconds (s) it takes for the bubble to depart. Water and injected air bubbles at atmospheric 

conditions. 

It can be seen in table 5 that for the first column, the time of departure for the 15o tapered angle at 3 

ml/min is the highest because of the huge volume of the bubble that grows in the tapered microgap, 

taking significant time. But for the case of 15 ml/min, the bubble departure takes place in either of the 

ends of the tapered microgap. This significantly brings down the average time taken for bubbles to depart, 

as some of the bubble depart at the convergent end, where they do not travel the length of the tapered 

microgap, while few bubbles exit at the divergent end traveling the length of the microgap. Thus, in the 

second column, the average time of departure is comparatively lower than column one. For the third 

column, the flowrate is 30 ml/min where all the bubbles depart only in the convergent end, and thus, the 

average time of departure is lower than the other two columns for all the tapered angles.    
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Flowrate 

𝜽𝑻 
3 ml/min 15 ml/min 30 ml/min 

5o 0.475 s 0.163 s 0.098 s 

10 o 0.736 s 0.210 s 0.100 s 

15 o 1.410 s 0.340 s 0.150 s 

TABLE 5: Overall average bubble departure time for 2nd to 10th bubbles for each flowrate and tapered 

angles. 

4.5.  Effect of the fluid with ethylene glycol and ethanol  

Ethylene glycol and ethanol were used as fluids to evaluate the effect of surface tension on the departure 

time of the bubble. Table 6 shows the different fluids and the corresponding properties considered in the 

simulation with air-injection. The reported saturation temperature in the table corresponds to 

atmospheric pressure conditions. Water is a common working fluid in heat transfer systems. Ethylene 

glycol has higher boiling point compared to water and it is widely used as additive as an anti-freeze in heat 

transfer applications. Ethanol has a lower boiling point which makes it applicable for electronics cooling. 

Ethanol and ethylene glycol have good dielectric strengths. Table 7 shows the time of departure for the 

three different fluids.  Results show that for the same boundary conditions and a flowrate of 3 ml/min, 

the time of departure for water was highest compared to the other two fluids. This can be attributed to 

the fact that water has surface tension of 0.072 N/m which is higher than 0.047 and 0.022 N/m of ethylene 

glycol and ethanol. As the surface tension decreases the departure time decreases as well, hence, surface 

tension seems to be directly proportional to the time of departure of the bubble. The time of departure 

of the bubble increases with the increase in the tapered angle in all cases. Although other fluid properties 

affect the overall departure time, surface tension does seem like an important parameter affecting the 

growth and departure of a bubble. Surface tension forces act along the curvature of the bubble, which 

impacts the shape and size of the bubble. 

Fluid Surface Tension 
(N/m) 

Density 
(kg/m3) 

Viscosity 
(kg/ms) 

Saturation 
Temperature (oC) 

Water 0.072 998.2 0.001003 100 

Ethylene Glycol 0.047 1111.4 0.0157 198 

Ethanol 0.022 790 0.0012 78 

TABLE 6: Properties of the three fluids used in simulation for analyzing the effects of surface tension. 

Fluid 5o 10o 15o 

Water 1.14 s 1.44 s 1.79 s 

Ethylene glycol 1.07 s 1.37 s 1.64 s 

Ethanol 1.00 s 1.26 s 1.38 s 
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TABLE 7: Time of departure of the 1st bubble for the three analyzed fluids, at all the three angles of 

inclination, with a flowrate of 3 ml/min. 

4.6.  Effect of surface tension 

Working with different fluids (water, ethanol, and ethylene glycol) provided insights that surface tension 

plays and important role in the growth and direction of departure of the bubble. The study was further 

extended to find a zone for different surface tension values that would impact the direction of departure 

of the bubble. To find that out, we used water as the fluid, where all the other properties remained the 

same, while the surface tension was varied between 0.004 to 0.09 N/m. This study further evaluates the 

capabilities of Ansys-Fluent to simulate the whole range of variation in the surface tension values. 

Although we understand that such fluid might not exist in real applications, but understanding the impact 

of surface tension was of importance to us.  

To carry out this study a flowrate of 3 ml/min for a 5o taper angle was kept constant, with water and air 

(with an adjusted surface tension) as fluids. The surface tension varied between 0.004 N/m to 0.09 N/m. 

As seen in Fig. 7, results of the simulation showed that the bubbles only depart at the convergent end for 

the surface tension value of 0.007 N/m. At surface tension of 0.007 N/m, the bubble breaks down easily 

at the convergent end from the bigger volume and escapes. This establishes 0.007 N/m as the critical 

value impacting bubble escape direction. All the surface tension values between 0.004 N/m and 0.007 

N/m, showed bubbles departing at the divergent end. . For 𝜎  > 0.007 N/m, the bubble would grow either 

in the convergent or divergent end. Thus, the value of 0.008 N/m which is just after 0.007 N/m was 

mentioned to showcase the beginning of the transition region where bubbles will depart in either of the 

convergent of the divergent ends However, the simulation revealed that with 𝜎 = 0.03 N/m bubbles 

escape only at the divergent end. Surface tension in the range of 0.007 < 𝜎 < 0.03 N/m act as the transition 

region where the direction of the bubble departure is not fixed. For 𝜎  > 0.03 N/m the bubbles only escape 

in the divergent end. The surface tension value of 0.022 N/m is one of the values in the transition range 

and hence was mentioned to show the wide range of the transition region. This also helps establish that 

surface tension forces impact the flow direction of the bubble. As the bubble grows it experiences 

momentum force due to the velocity of air injection and surface tension forces along the curvature of the 

bubble. The balance between these two forces highly influences the direction of the bubble departure. 

This may be due to momentum forces becoming more dominant than the surface tension forces, leading 

to the departure of the bubble.  
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FIGURE 7: Effect of surface tension on the direction of departure of the first and the third bubble at a 

flowrate of 3 ml/min.  

Figure 8 shows the computed variation of the pressure difference from the trailing to the leading edge for 

different surface tension values (∆𝑃 =  𝑃𝑙𝑒𝑎𝑑𝑖𝑛𝑔 − 𝑃𝑡𝑟𝑎𝑖𝑙𝑖𝑛𝑔  ). Such a pressure difference is one of the 

driving factors causing the bubble to depart from the divergent end [107]. The pressure difference was 

calculated from the numerical simulation results when after the bubble reaches the top surface of the 

tapered microgap. Results show that as the surface tension directly affects the pressure difference. When 

𝜎 = 0.007 N/m (before the transition region), the pressure difference is already too low and the bubble 

depart from the converging end. Raghupathi and Kandlikar [108] present a theoretical model explaining 

asymmetric bubble trajectory by making a force balance accounting for the various interfacial forces 

including the evaporation momentum force [109]. 

 

FIGURE 8: Effect of surface tension on the pressure difference between the leading and trailing edge of 

the bubble at a flowrate of 3 ml/min.  
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4.7.  Effect of flowrate 

Numerical simulation were also employed to evaluate the effect of the injected mass flowrate. The range 

between 3 ml/min and 30 ml/min was divided into multiple flowrates to find the critical value where the 

bubble escape route changes from divergent end to convergent end. Throughout this study, the surface 

tension was maintained at 0.072 N/m with air and water as working fluids. The analyzed flowrates, 𝑄𝑙, 

were 3, 4, 15, 20, and 25 ml/min. Fig. 9 depicts the results of the simulation for the first and third bubble.  

𝑄𝑙   > 3 ml/min showed uncertainty in the direction of bubble escape. A flowrate in the range of 3 < 𝑄𝑙  < 

20 ml/min show a change in the bubble departure. At the flowrate of 4 ml/min, the direction of bubble 

escape becomes unpredictable as bubbles escape in both directions. At 𝑄𝑙  > 20 ml/min the direction of 

the bubble escape becomes constant again in the convergent section. With the increased dominance of 

the momentum forces (coming from the higher flowrates), the ease of escape for the bubble becomes a 

factor that influences the movement of the bubble. As the bubble grows closer to the convergent end, it 

is expected to grow and squeeze under the tapered block, and the increased diameter along the length 

helps it move toward the divergent end. But when the flowrate increases, the bubble does not get enough 

time to grow along the length of the tapered block. The bubble grows past the convergent end, finding an 

easier means of growth without a restricting geometry along the vertical-axis. The subsequent bubbles 

are affected by the sudden detachment leading to the trailing volume undergoing to-and-fro motion. 

When the bubble experiences an increased to-and-fro motion along with the increased momentum 

forces, it tends to change the direction of growth. The ease of growth of the bubble, along with the 

increased momentum forces, creates instability in the system until the bubble only escapes at the 

convergent end. 

 

FIGURE 9: Effect of air-injection flowrate on the direction of departure of the first and the third bubble at 

a surface tension of 0.072 N/m. Water and injected air bubble at atmospheric conditions. 

4.8.  Heat transfer modeling 

Simulations with a vapor bubble growing due to evaporation at the interface was conducted to evaluate 

the effect of the tapered microgap on the heat transfer characteristics. The bottom wall surface had a 

temperature of 378.15 K and initially the liquid is assumed to be superheated with a linear temperature 

profile changing from 378.15 K at the surface to 373 K at 1 mm from the surface. The leading and trailing 

angles of the bubbles were kept at default values which fluent assigns as we were interested in checking 
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if we could see a bubble grow under the tapered geometry. Fig. 10 shows the results of the simulation for 

the volume fraction contours of the first bubble. Since evaporation takes place at the interface without 

air injection, the first bubble's departure time varies significantly compared to the air injection case with 

a 5o tapered angle. As seen in Fig. 10, the patched bubble is of 0.5 mm radius, bubble growth is similar to 

air injection simulations, where the bubble grows and moves towards the divergent end due to the bubble 

squeezing between the taper and the bottom surface.  

 

FIGURE 10: Growth and departure of an air bubble at Tw = 378.15 K, for a taper angle of 5o, in water at 

atmospheric conditions. No air injection, bubble grows from liquid evaporation at the interface.  

A visualization of the temperature change is seen in Fig. 11. The color red shows Tw = 378.15 K and the 

colors gradually change to dark blue which shows Tsat = 373.15 K. Fig. 11(a) and (b) shows the bubble 

growing and, due to the squeezing effect, moving towards the divergent end. Fig. 11(c), (d), and (e) 

displays cold liquid moving under the taper geometry while the bubble escapes at the divergent end, 

which leads to thermal layer squeezing. Convective heat transfer is evident when we compare Fig. 11(a), 

where the heated red contours are close to the bubble, while in Fig. 11(c), and (d), the colder fluid, shades 

of blue contours, surround the bottom layer of the bubble. Fig. 11(e), and (f) show the recirculation of 

cold fluid as the bubble breaks at the edge of the taper and escapes. Once the bubble escapes, the 

observed fluid circulation under the taper geometry is similar to that of air injection. The circulating cold 

fluid seems to push the bubble from the trailing edge while covering the heated surface and aiding with 

the heat transfer leading to a temperature drop on the heated surface. 
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FIGURE 11: Temperature contours of boiling simulation showing growth of vapor bubble (marked with 

white boundary) in water at atmospheric conditions, fluid recirculation, and suppression of thermal 

boundary layer for a taper angle of 5o. No air injection, bubble grows from liquid evaporation at the 

interface.  

Figure 12 shows the growth of a 0.5 mm radius vapor bubble patched at the divergent end of the tapered 

microgap. The bottom wall surface had a temperature of 378.15 K and initially the liquid is assumed to be 

superheated with a linear temperature profile changing from 378.15 K at the surface to 373 K at 1 mm 

from the surface. Initially, the vapor bubble undergoes growth, and upon reaching the tapered block, it 

initiates movement towards the convergent end while continuing to expand. Eventually, the bubble fully 

develops from the convergent end, showcasing that the bubble tends to migrate towards and grow at the 

convergent end. This observation provides justification for the bubble patching at the convergent end. 

Fig. 11(a) to (e) shows the squeezing of the thermal layer due to the growth and movement of the bubble 

as well as fluid circulations, leading to temperature drop at the heated surface. Fig. 12(f) and Fig. 11(b) 

have a similar profile of the vapor bubble at the edge of the divergent end of the tapered block, and 

approximately similar time, which shows that the vapor bubble accelerates while it moves towards the 

convergent end, causing higher mixing of the liquid, evident in the temperature contour at the two ends 

of the tapered block.  
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FIGURE 12: Temperature contours of boiling simulation showing growth of vapor bubble (marked with 

white dotted boundaries) in water at divergent end, fluid recirculation, and suppression of thermal 

boundary layer for a taper angle of 5o. No air injection, bubble grows from liquid evaporation at the 

interface.  

The previous result showed that the patching of the bubble at the convergent end works well, and hence 

the study was carried forward to check the impact of multiple bubble growth. Fig. 13 shows the growth 

of three vapor bubbles each of 0.5 mm radius, patched at a distance of 1 mm apart, starting from 1 mm 

distance from the convergent end. The bottom wall surface had a temperature of 378.15 K and initially 

the liquid is assumed to be superheated with a linear temperature profile changing from 378.15 K at the 

surface to 373 K at 1 mm from the surface. We can see the three vapor bubbles patched together in Fig. 

13(a), and as they grow the second bubble from the left merges with the third bubble and they grow 

together, creating two separate entities, with liquid entrapped between them. Fig. 13(b) shows the two 

vapor bubble growing and moving towards the divergent end, and the thermal layer between them being 

ruptured. The leading bubble grows, and departs leaving behind a small volume of vapor seen in Fig. 13 

(d). This small bubble, which was not patched, starts growing on its own seen in Fig. 13(e). A fully 

developed vapor bubble can be seen detaching from the heated surface in Fig. 13(f). This shows that the 

simulation being performed works, which was the motivation to carry out the boiling study.  The 

temperature distribution observed at the divergent end exhibits significant variations due to multiple 

bubbles growing under the tapered block. This phenomenon contributes to surface cooling and promotes 

a strong interaction between the cold fluid and the liquid heated at the surface.  
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FIGURE 13: Temperature contours of boiling simulation showing growth of three vapor bubble (marked 

with white dotted boundary) at 1 mm distance from each other, in water at atmospheric conditions, fluid 

recirculation, and suppression of thermal boundary layer for a taper angle of 5o. No air injection, bubble 

grows from liquid evaporation at the interface.  

Figure 14 shows the computed heat transfer coefficients at multiple instances of time during the bubble 

growth process through the taper microgap. Fig. 14(a) shows the case of bubble growing from the 

convergent end. The results in Fig. 14(a) indicate that when the interface recedes (𝑡 < 1.89 s), the heat 

transfer coefficient decays in a small distance from the interface. However, when the interface begins to 

advance and before departure (1.89 s < 𝑡 < 2.348), the heat transfer coefficient decays in a larger length 

from the interface, which is due to the fluid circulations suppressing the thermal boundary layer. After 

bubble departure (𝑡 = 2.43 s), the high local heat transfer coefficient occurs in a larger length from the 

interface (the influence region is about 1 mm), which is due to the fluid flow rewetting the surface near 

the trailing edge. Fig. 14(b) shows the case of bubble growing from the divergent end. The results in Fig. 

14(b) indicate that when the interface advances (𝑡 < 0.243 s), the decrease in the heat transfer coefficient 

occurs in a small region near the interface. However, when the bubble moves to the inside of the tapered 

microgap (0.243 s < 𝑡 < 0.437), the region with an enhanced heat transfer coefficient becomes wider (the 

influence region is about 0.8 mm), which is due to cold fluid rewetting the surface as the bubble moves. 

When the bubble continues to recede (growing stage 𝑡 = 1.89 s), the heat transfer coefficient decays in a 

small distance from the interface. 
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Figure 14: Variation of the local heat transfer coefficient at different times during one bubble cycle for the 

cases of (a) bubble starting at convergent end, and (b) bubble starting at divergent end.  

5. Conclusion 

The present study conducts a 2D simulation analysis of bubble growth in tapered microgaps with 

numerical simulations to identify the effect of the fluid properties and tapered angle in the bubble and 

fluid dynamics behavior. Ansys-Fluent is customized with user-defined-functions (UDFs) accounting for 

the interfacial heat and mass transport, including a sharp interface and direct calculation of mass transfer 

with temperature gradients. The study was conducted using air injection and boiling simulation from the 

conception to the departure of a bubble. The present work simulated bubble growth in a taper microgap 

with taper angles of 5o, 10o, and 15o and flowrates of 3, 15, and 30 ml/min. The simulation was extended 

to varying the surface tension from 0.004 to 0.09 N/m and flowrates of 4, 15, 20, and 25 ml/min to find 

the transition region for the bubble departure. The transition region is where the direction of the bubble 

departure can be from both convergent and divergent ends of the taper block. Once the results of the air 

injection were achieved, the air injection was replaced with a heated bottom wall surface. The simulation 

was validated against the experiments, and good agreement was observed in terms of bubble growth and 

bubble shapes. The simulation results gave evidence of the fluid behavior during the bubble growth and 

departure process. The fluid circulation also aids in the separation of the bubble from the preceding 

bubble and the departure of the bubble. The 2D simulation is capable of producing experimental results. 

Overall, the simulation reproduces experimental observations at the analyzed flowrate and gives evidence 

of the relevant parameters influencing the bubble behavior in the tapered microgap. 

The present work demonstrates the use of VOF sharp interface modeling in Ansys-Fluent to simulate 

bubble growth in tapered microgaps. The simulation approach considers a sharp interface rather than 

interface smearing and the direct calculation of mass transfer with temperature gradients at the interface 

rather than employing empirical parameters. The work contributes to the analysis of boiling flows by 

numerically capturing the hydrodynamics and thermal transport phenomena near the bubble edge. Still, 

the work needs to be further developed to consider the 3D effects which will allow a more accurate 

identification of the interface curvature effects on the bubble dynamics. The 3D simulation will reveal the 

way the bubble evolves along the z-axis, which may influence the time of bubble departure and the fluid 
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dynamics. The development of the 3D simulation should consider adaptive mesh refinement to ensure 

achieving accurate sharp interface thermal modeling within reasonable computational times.  

The study varied the taper angles at 5o, 10o, and 15o while keeping the flowrate at 3 ml/min. The results 

showed that squeezing of the bubble between the taper and the bottom wall leads to the bubble escaping 

towards the divergent end and helps maintain flow stability in the system. The time of departure and the 

volume of the bubble escaping the taper increases with the increment of the taper angle. For quicker 

removal of bubble lower taper angles should be used, for higher volume of air bubble removal higher 

taper angles should be used. To understand the effect of the flowrate, the taper angle was kept constant 

at 5o, while the flowrate was varied between 3 and 30 ml/min. The results showed that as the flowrate 

increases beyond 3 ml/min, the departure of the bubble becomes unpredictable until the flowrate reaches 

20 ml/min. A transition region exists between 3 ml/min and 20 ml/min where the bubble departs on both 

ends of the taper geometry. And as the flowrate changes to 20 ml/min and higher, the bubble escapes 

only at the convergent end.  

The effect of the surface tension study showed that similar to a transition region for the flowrate, another 

transition region exists for the surface tension values. The surface tension was varied between 0.004 N/m 

to 0.09 N/m. Once the surface tension is below 0.008 N/m, the bubbles only depart at the convergent 

end. Similarly, the bubbles only depart at the divergent end above the surface tension value of 0.029 N/m. 

This led to critical surface tension values, where the transition region was between 0.007 and 0.03 N/m, 

where the bubble departure would be random. The simulation with ethylene glycol and ethanol showed 

that the time of departure of the bubble decreases at lower surface tension values, which may be due to 

a reduction in the resistance of the bubble to move along the microgap.  

Results with heat transfer indicated that the numerical model is capable of capturing the bubble growth 

process along with the development of thermal boundary layers near the contact line. It was observed 

that bubble growth in tapered microgap leads to strong fluid circulations that suppress the thermal 

boundary layer near the surface. Temperature contours indicated a significant influence of the bubble 

growth on the liquid temperatures near the heated surface. Computation of the heat transfer coefficient 

indicated high values in a range of 1 mm from the bubble edge due to fluid flow when the bubble moves 

along the tapered microgap. Overall, the results in the present work indicate that multiphase flow 

modeling identifies the thermal and fluid dynamic behavior driving the high heat dissipation observed in 

tapered microgaps.  
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