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We report the first numerical prediction of a “spin microemulsion”—a phase with undulating spin
domains resembling classical bicontinuous oil-water-surfactant emulsions—in two-dimensional systems of
spinor Bose-Einstein condensates with isotropic Rashba spin-orbit coupling. Using field-theoretic
numerical simulations, we investigated the melting of a low-temperature stripe phase with supersolid
character and find that the stripes lose their superfluidity at elevated temperature and undergo a Kosterlitz-
Thouless-like transition into a spin microemulsion. Momentum distribution calculations highlight a
thermally broadened occupation of the Rashba circle of low-energy states with macroscopic and isotropic
occupation around the ring. We provide a finite-temperature phase diagram that positions the emulsion as
an intermediate, structured isotropic phase with residual quantum character before transitioning at higher

temperature into a structureless normal fluid.
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Introduction.—Microemulsion phases are typically found
in synthetic soft matter systems [1-3], most prominently in
oil-water-surfactant mixtures [4—6]. Two immiscible species
form enriched domains while often a third minority com-
ponent stabilizes their interfaces, playing the role of a
surfactant or amphiphile. Another example is ternary poly-
mer blends, where two incompatible homopolymers can
form a bicontinuous microemulsion in the presence of a
high-molecular-weight diblock copolymer [7,8]. Beyond the
classical soft matter context, microemulsionlike phases are
proposed as intermediates between Wigner crystals and
Fermi liquids [9,10] in 2D electronic systems such as
metal-oxide-semiconductor field-effect transistors [11-13].

A microemulsion analog phase is plausible for bosons
with isotropic two-dimensional (2D) “Rashba” spin-orbit
coupling (SOC). A continuous circle with radius ¢, of
degenerate energy minima appears in the single-particle
dispersion and constitutes a massive ground-state degen-
eracy, analogous to 2D Rashba electronic systems [14—16].
The circular degeneracy provides a setting where isotropic
density modulations with dominant length scale 27z /¢, can
produce an isotropic, emulsionlike phase.

Although most experimental realizations of SOC in
cold atom systems access anisotropic or one-dimensional
SOC [17-22], arecent experiment from the NIST group [23]
achieved a Rashba-like 2D SOC, but did not quite achieve a
circular single-particle degeneracy. Exotic behavior has been
speculated: that Rashba bosons could host a Bose metal or
Rashba Luttinger liquid [24], exhibit fractional Hall-like
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states [23], or undergo a statistical transmutation into
composite fermions [25]. Bogoliubov theory, mean-field
theory, and semiclassical numerical simulations [26-31]
provide mounting evidence that bulk systems of Rashba
bosons will produce a plane-wave or stripe ground state near
T = 0, where Bose condensation occurs into one or two
minima at nonzero momenta, respectively. However, their
finite temperature physics has eluded conclusive theoretical
understanding due to a sign problem inherent to the SOC
Hamiltonian.

In this Letter, we interrogate a second-quantized model
of interacting, pseudospin-1/2 Rashba bosons at finite
temperature using an approximation-free, field-theoretic
simulation technique that overcomes the sign problem.
Our investigation reveals a novel microemulsion phase
with undulating pseudospin domains reflecting an iso-
tropic occupation of the Rashba circle of low-energy
states. We perform simulations at several SOC strengths
and temperatures to compute a phase diagram and confirm
the microemulsion’s existence between a low-temperature
superfluid spin-stripe phase and a high-temperature para-
magnetic, normal fluid.

Methods.—We incorporate 2D isotropic SOC into a
model of interacting pseudospin-1/2 bosons via a uniform
and time-independent non-Abelian gauge potential A =
hk(c*, 6”) [32], where ¢* are the spin-1/2 Pauli matrices in
the v direction and « is the SOC strength. Assemblies of
interacting pseudospin-1/2 bosons in 2D are well described
by the second-quantized Hamiltonian:
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where ,(r) is a second-quantized field operator for
pseudospin species @ obeying Bose commutation relations
[33], p = —iAV is the canonical momentum operator, / is
the 2 x 2 identity matrix for pseudospin indices, u is
chemical potential, and m is the atomic mass shared by
both pseudospin species. We assume contact pairwise
interactions where the repulsive coupling constants g, and
g, are parametrized by s-wave scattering lengths a; and
a,, for like and unlike pseudospin scattering events,
respectively, and correspond to a symmetric matrix of
coupling constants.

We define a natural length scale £ = /(% /2mpu.s) and
energy scale pu.y, where u.; is an effective chemical
potential that incorporates the SOC recoil energy p.p=

— 7?k*/m. After rescaling all field operators, spatial
derivatives, and integrals using £ and p, we identify four
dimensionless quantities that govern the model’s universal
behavior: a repulsion scale §j = 2mg,/h*, a SOC strength
k=xt, a temperature T = kT /pe, and a miscibility
parameter 7, = g;/go. For this study, we confine our
simulations to slightly immiscible conditions 7,=1.1>1,
which promote a stripe ground state at low temperatures.

To access finite temperature, we use Feynman’s imaginary
time path integral approach to convert the many-boson
problem into a coherent state quantum field theory in the
grand canonical ensemble [34]. The degrees of freedom are a
complex conjugate pair of bosonic coherent state fields
¢o(r,7), ¢i(r,7) for each pseudospin species, obeying
periodic boundary conditions in imaginary time 7. The
resulting grand partition function Z = [ D(¢h,¢p*)e S194"]
consists of functional integrals over the real and imaginary
parts of the field components at each space-imaginary time
point; ¢p and ¢* are two-component vectors in the pseudo-
spin species. A configuration’s statistical weight is described
by e~5, where S[¢h, ¢p*] is a complex-valued action functional
that presents a numerically foreboding sign problem:
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where = 1/T, imaginary time 7 € [0, /] has been discre-
tized into N, points, and the index j labels the imaginary-
time slice. We enforce periodic boundary conditions in
imaginary time, e.g., ¢, 0(r) = ¢,y (r), as well as in the
two spatial dimensions. & is a Hermitian one-body matrix
with equal diagonal entries IACTT =K W= =-V>—1, and
KTi = IC¢¢ = —ZK[ la~ -
dimensionless spatial derivative and Laplacian, respectively.
r is a dimensionless coordinate.

In our field-theoretic simulation method, we discretize
the coherent state fields in the three space-imaginary time
dimensions and numerically sample the field elements by
evolving the complex Langevin algorithm [35]
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forward in fictitious time ¢ using an exponential time-
@)

a.,j

differencing integrator [36]. n,; = 77(1). + in

a.j
;1&1]) - mfj) are complex conjugate white noise sources
that are built from real noise fields nfxlj)

(M) (e0) =0 and ) (1)) = 6,808, %
S(r—r")8(t—1¢). Our pseudospectral implementation
assumes periodic boundary conditions in all dimensions.
Observables of interest such as the pressure and internal
energy are obtained by averaging field operators (functionals
of the coherent state fields) over fictitious complex-Langevin
time trajectories. This procedure overcomes the statistical
weight’s highly oscillatory nature and provides bias-free
thermodynamic properties at finite temperature [37,38].
To identify the equilibrium phase, we -calculated
snapshots of the resulting structure’s real-space density
profile as well as thermal averages (via fictitious
Langevin time averages) of the momentum state distribu-
tion in k space, where k =2z(n,/L,,n,/L,) is the
discrete wave vector labelling momentum states with
n€Z. The density profile for pseudospin species «
and the momentum distribution were calculated via

Pald. B i) =1/N. 35 7 (0) b jo1 (v) and N{gp.gp* k] =

A /N,Zaz;\;’glsz; j,-k(.?’a, j-1k» Where ¢ refers to the
Discrete Fourier Transform of ¢, accessed numerically
via Fast Fourier Transform algorithms [35], and A =
L,L, is the system size (area).

Appearance of a microemulsion.—At low temperatures
and immiscible conditions (i, > 1), the system possesses a
stripe ground state with broken continuous translational and
rotational symmetries, shown in Fig. 1(a). The stripe phase
is a pseudospin density wave in one direction that resem-
bles spin density waves found in electronic systems [13].

*
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173403-2



PHYSICAL REVIEW LETTERS 131, 173403 (2023)

4

(3] w
Ajisuaq pezijewloN

[

0

FIG. 1. Density profiles p; (r) of pseudospin bosons in the |1)
state at K = 0.4 and interaction conditions §= 0.05, and
ny = 1.1. (a), (b) The stripe phase with Rashba SOC transitions
into an isotropic spin microemulsion above T',. Profiles are
snapshots normalized by the spatially averaged density.

However, in the presence of isotropic SOC and above
a critical temperature, the spin stripes undulate and twist
into an isotropic “spin emulsion” structure that resembles
bicontinuous microemulsions found in soft matter systems
[Fig. 1(b)]. Figure 1 qualitatively shows this transition
from a quasi-long-range ordered stripe phase to an iso-
tropic spin microemulsion via |1) density snapshots at
different temperatures. Figure 2(a) provides a wide field of
view of a larger microemulsion system with no quasi-long-
range orientational order.

The momentum distribution is shown in Fig. 2(b) and
highlights the isotropic character of the structured emulsion
phase with characteristic domain width z/2&. The signifi-
cant occupation of momentum states with wave vector
|k| =k in Fig. 2(b) suggests a massive fragmentation of
the quasicondensate onto the Rashba dispersion’s circular
manifold of states. This circular momentum distribution
presents an appealing experimental signature for the micro-
emulsion phase and could be observed in a time-of-
flight cold atom experiment, using either spin-resolved
(Stern-Gerlach) or spin-unresolved techniques.

(b) (N(K))
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FIG. 2. A spin microemulsion phase with (N) ~4.8 x 103
particles at T=179,k=12, g =20.05, and Ng = 1.1. (a) Den-
sity profile p;(r) of pseudospin bosons in the |1) basis state,
normalized by the spatially averaged density. A highlighted
section is enlarged to show the local emulsionlike structure.
(b) Thermal average momentum state occupation N (k).

To study the local pseudospin details, we calcu-
late components of the local magnetization field via

* . Nr_l * v
My[¢7 ¢ s I'] = (1/NT) Zaﬂ Zj:O ¢a,j(r>6aﬂ¢/7',j—l(r)’
where oy, represents an element of the spin-1 /2 Pauli

matrix in the v direction. Both the stripe and microemulsion
phases are characterized by strong M (r) domains shown in
the color intensity of Fig. 3. Furthermore, the stripe and
emulsion phase exhibit rich M,(r) and M(r) planar
pseudospin textures. The close-up regions in Figs. 3(a)
and 3(b) highlight planar pseudospin defects present
throughout both phases. The stripe phase hosts stable
domain walls and 1D skyrmions commensurate with the
stripe periodicity; however, thermal fluctuations induce
pairs of oppositely charged planar pseudospin vortices
between adjacent stripes [Fig. 3(a)]; in contrast, vortices
in the microemulsion phase appear free and manifest as 2D
skyrmions [Fig. 3(b)]. The shift from bound to free vortices
across the stripe to microemulsion transition suggests a
Kosterlitz-Thouless picture. These vortices in pseudospin
disappear completely upon crossing over at higher temper-
atures to the paramagnetic normal fluid.

Phase transitions.—The predicted finite-temperature
phase diagram in the T7-& plane is shown in Fig. 4 for
slightly immiscible and isotropic SOC conditions. To
observe various thermal transitions, we varied the temper-
ature at fixed & > 0.1 and monitored the thermal-averaged
momentum distributions, which revealed three distinct
phases, shown in Figs. 5(a)-5(c). Different interaction
strengths § > 0 and miscibility values n, > 1 would shift
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FIG. 3. Pseudospin textures and topological defects
visualized via M(r) at £ =04, §=0.05, and 7, = 1.1 in
(a) the stripe phase, T = 1.1, and (b) the microemulsion phase,
T =10.25. The color bar shows the magnitude of M.(r).
Arrows represent the planar vector [M,(r),M,(r)]. Boxed
regions are enlarged to show planar pseudospin domain walls
and vortices for the stripe and microemulsion phases, respec-
tively. The plotted local magnetization vector is normalized by

the local magnitude |M(r)| = \/Mf(r) + MZ(r) + M2(r).
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FIG. 4. Finite-temperature phase diagram in the 7-% plane of
interacting bosons with isotropic SOC in two dimensions,
constructed for 7, = 1.1, g = 0.05. Lines are a guide for the
eye, and error bars are discussed in Supplemental Material [39]
[see also Refs. [40—42] therein]. The blue solid line denotes the
Kosterlitz-Thouless-like critical transition, while the red line
denotes a first order phase transition into the Z-ferromagnet
(zFM) phase. The black dashed line depicts a crossover between
the spin microemulsion and homogeneous normal fluid.

phase boundaries while leaving the topology of the phase
diagram unaltered. The microemulsion emerges as a clear
and robust intermediate between the low-temperature
ordered stripe superfluid and a high-temperature homo-
geneous normal fluid.

Remarkably, the microemulsion’s appearance at moderate
T coincides with a complete loss of superfluidity [Fig. 5(d)]
from the stripe phase, showing characteristics similar to a
Kosterlitz-Thouless transition. To determine that phase
boundary for a given &, the superfluid stiffness tensor’s
diagonal normal component pgf. was tracked with increasing
temperature for x-modulated stripe phases. The superfluid
density tensor is estimated using the phase twist method [43]
Pl = (m/1PA)[0P2(a)/04,04,] -0, Where Q(q) is the
thermodynamic grand potential after an imposed superflow
proportional to q, incorporated via a pseudospin and
z-independent phase shift to each coherent state field via
¢o(r,7) = ¢o(r,7)e’d". The field operator functional used
to calculate pfy. is detailed in Supplemental Material [39].
Using our dimensionless framework and superfluid density
calculations, we estimate the stripe-microemulsion transition
temperature in 3’Rb condensates to be near 150 nK, assum-
ing a mixture of |F = 1, mp = +1) hyperfine states with an
effective chemical potential of p. = h x 0.95 kHz [44].

For vertically oriented stripes under isotropic SOC, the
stripe phase is nearly pure superfluid in X but significantly
normal fluid in y; free particlelike excitations appear in the
¥y Bogoliubov spectrum [26] and disrupt superfluidity along
the stripes. In contrast, the X excitation spectrum [26] hosts
double gapless bands that signify supersolid character

¢ 4periods
. XX 4
) ¢ 4 periods

0.75 SF 4 6 periods Ray
X 4 6 periods >0
2 R o0s0f
3‘;5 0.50 4 8 periods \%
~

4 8 periods

—$— 2 periods

—— 4 periods

—$— 6 periods
. .

0 0 3 0 25 50

T T

FIG. 5. Finite-temperature phase transitions at & = 0.5,
§=0.05, and n, = 1.1. (a)-(c) Momentum distribution N (k)
for the (a) stripe phase at 7 = 3.3, (b) spin microemulsion phase
at T =13.2, and (c) homogeneous normal fluid at 7" = 40.0.
(d) Superfluid stiffness tensor across the stripe to emulsion
thermal phase transition at various system sizes. The p& (o
fraction is shown with blue (red) markers. (e) Isothermal com-
pressibility at different system sizes, scaled for data collapse. The
universal peak near 7 = 19.4 (gray shading) highlights the
crossover from a structured microemulsion to a homogeneous
normal fluid. All error bars are standard errors of the mean
calculated during the Langevin time sample averaging process.

normal to the stripes and arise from the simultaneously
broken U(1) and continuous translational symmetries.

psy declines to zero near the critical stripe melting
temperature [Fig. 5(d)], reminiscent of the finite-size
Kosterlitz-Thouless transition in conventional 2D super-
fluids, liquid crystals, and superconductors [45]. To
determine the precise critical temperature, we conducted
a finite-size scaling analysis in Supplemental Material [39]
on pg./p to correct for finite-size errors and estimate the
Kosterlitz-Thouless transition temperature 7. in the thermo-
dynamic limit. The normal component pgp/p fraction
experiences a full variation and serves as a more appro-
priate measure than pgr/p of the helicity or superfluidity
modulus for quantifying a universal jump. Despite the
stripe’s apparent smectic character observed in a modest
simulation cell, the finite-temperature stripe phase in the
thermodynamic limit should lose long range positional
order in the presence of quantum and thermal fluctuations
to produce a 2D superfluid nematic [29], analogous to the
phonon and defect-mediated smectic to nematic transition
in classical 2D liquid crystals [46,47]. Therefore, we
expect that the observed transition would be a Kosterlitz-
Thouless transition between a superfluid nematic and the
normal fluid microemulsion in the thermodynamic limit.
Our finite-size analysis suggests a transition mediated by
the unbinding of half-vortex phase defects in the nematic
superfluid, where the magnitude of the universal jump is
modified [29].
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At higher temperatures, the spin microemulsion con-
tinuously crosses over to a disordered paramagnetic state.
On the single-particle level, this crossover overcomes an
energy difference A ~&%> between the upper helicity
branch and the degenerate circle on the lower helicity
branch of the Rashba dispersion; this scaling supports the
positive curvature of the microemulsion to homogeneous
fluid crossover curve observed (Fig. 4). The homogeneous
fluid represents a significant occupation of the single-
particle branch with positive helicity and is supported by
the momentum distribution in Figs. 5(b) and 5(c), where
the maximum occupation moves from |k| =% to k =0
as T increases. This crossover coincides with an anomaly
in the 2D isothermal compressibility k7 = —(1/A) x
(dA/dP)|; [Fig. 5(e)] that shows no statistically signifi-
cant finite-size error, suggesting a crossover rather than a
critical phase transition with diverging correlation length.
The field operator functional used to calculate x; is
detailed in Supplemental Material [39].

At low SOC strength & < 0.1 and low T, the system
reduces to a weakly interacting pseudospin-1/2 Bose gas,
where the immiscibility promotes a Z-ferromagnet (zFM)
superfluid ground state with broken Z, and U(1) sym-
metries. This state is conveniently probed in the grand
canonical ensemble where the system selects a nearly full
occupation of either pseudospin state |1) or || ) due to a
thermodynamic phase coexistence of two homogeneous
superfluids with opposing macroscopic pseudospin. The
transition between the zFM and the stripe phase was
studied via direct calculation of the grand potential Q
for each phase [48], where the phase with the lowest grand
potential is deemed more thermodynamically stable.
Supplemental Material [39] includes observed jumps in
order parameters such as the k = 0 occupation fraction
Ni—o/N and the integrated Z projection of the magnetiza-
tion M, = [d’rM_(r), which suggest that the phase
transition is first order and is confirmed by an observed
kink in the grand potential at &,.

Conclusions.—We have discovered an isotropic spin
microemulsion phase, found in Rashba spin-orbit coupled,
Bose-FEinstein condensates at finite temperature. Our
Letter details its density profile, pseudospin profile,
and momentum distribution, computed using complex
Langevin sampling of a representative coherent state field
theory. The microemulsion exhibits short-range correla-
tions in z-pseudospin magnetization on a length scale
¢ ~ n /R, consistent with the Rashba circle of degenerate
single-particle states at momentum |k| = &. This circular
momentum distribution is reminiscent of other intermediate
isotropic phases in condensed matter physics, such as the
melting of Dzyaloshinskii-Moriya three-dimensional heli-
magnets [49] and itinerant magnets [50]. We quantify the
superfluid fraction and find that the microemulsion is
entirely normal fluid; however, the robust spinor domains

highlight the microemulsion’s quantum character despite
losing quasi-long-range translational and orientational order.
This work demonstrates the first appearance of an
isotropic intermediate upon melting of a bosonic stripe
phase and contributes to the growing literature on Bose
liquid crystal analogs [51-53]. The data presented here
suggest that the stripe-emulsion transition fits well into the
broader context of a Kosterlitz-Thouless transition mediated
by unbinding topological defects in 2D [46,47]; however,
the finite-temperature transition is complicated by the
presence of simultaneous dislocation defects in the stripe
patterns, planar pseudospin vortices, and vortices in the
superfluid phase. The precise interplay and role of each
defect in the KT-like transition is a subject for future study.
This Letter provides insight into long-standing questions
regarding the finite-temperature behavior of Rashba bosons
and provides an explicit example of severely fragmented
(quasi)condensation in a circular flat band, where the
number of degenerate single-particle states is greater than
the number of atoms in the system [54]. In this case, a
singly condensed momentum state is absent and instead a
spin-correlated, structured normal fluid phase emerges with
a circular manifold of occupied momentum modes. This
first computational prediction of an emulsion phase in cold
atom systems serves to highlight a confluence among
seemingly disparate fields—soft matter physics, electronic
condensed matter physics, and atomic physics.
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