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We consider systems of N diffusions in equilibrium interacting through
a potential V . We study a “height function” which for the special choice
V pxq “ e´x, coincides with the partition function of a stationary semidis-
crete polymer, also known as the (stationary) O’Connell-Yor polymer. For a
general class of smooth convex potentials (generalizing the O’Connell-Yor
case), we obtain the order of fluctuations of the height function by proving
matching upper and lower bounds for the variance of order N2{3, the ex-
pected scaling for models lying in the KPZ universality class. The models
we study are not expected to be integrable and our methods are analytic and
non-perturbative, making no use of explicit formulas or any results for the
O’Connell-Yor polymer.
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1. Introduction. The O’Connell-Yor polymer [30], also known as the semi-discrete
polymer, is a central model of the Kardar-Parisi-Zhang (KPZ) universality class. The model
is an ensemble of up-right paths in a random environment formed by independent standard
Brownian motions B1, . . . ,BN , with partition function

(1.1) ZN,tpβq :“

ż

0ĺs1ĺ...ĺsN´1ĺt
eβ

řN
j“1 Bjpsjq´Bjpsj´1q ds1 . . .dsN´1,

where we use the conventions s0 “ 0 and sN “ t. The free energy is defined by logpZN,tpβqq.
This model, along with a stationary version also introduced in [30] (see Section 2.1 below for
the definition), has been an object of intense study over the past decade. Using the stationary
version, O’Connell and Moriarty [32] computed the limiting free energy density

(1.2) lim
NÑ8

1

N
logZN,tpβq.

Seppäläinen and Valkó [38] showed that the fluctuations of the free energy are of order N
1

3

for both the stationary and non-stationary models when N and t are tuned in a certain char-
acteristic direction (otherwise the fluctuations are Gaussian and of larger order). O’Connell
[31] introduced a multidimensional diffusion process related to Dyson Brownian motion such
that the law of logZN,t is equal to that of the “leading particle" of the process, and used this
to give a contour integral expression for its distribution. An alternate contour representation
was used by Borodin, Corwin and Ferrari [8] to show that the free energy asymptotically
has Tracy-Widom fluctuations, confirming the expectation that the model belongs to the KPZ
universality class. Virág [44] shows convergence of a suitably centered and rescaled version
of logZN,tp1q, as well as the KPZ equation, to the KPZ fixed point of Matetski, Remenik
and Quastel [27]. In this context we also note the concurrent and independent work of Sarkar
and Quastel [42] obtaining convergence to the KPZ fixed point for a broad class of exclu-
sion processes, as well as the KPZ equation itself. An alternative (but equivalent [29]), more
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geometric, description of the scaling limit is the directed landscape, obtained as the contin-
uum limit of Brownian Last Passage percolation, corresponding to β “ 8, introduced by
Dauvergne, Ortmann and Virág [10].

It has been noted by several authors (see for example [17, 31, 34, 40]) that the sequence

vjptq “ logZj,t

for j “ 1, . . . ,N satisfies a system of stochastic differential equations of the form:

dvj “ ´V 1pvj ´ vj´1qdt` dBj ,

V pxq :“ e´βx.
(1.3)

In this setting, the implication of the Burke property discovered by O’Connell and Yor for
their polymer model [30], is that the solution tvjptqu1ĺjĺN has an invariant measure of
product form. The “zero temperature" case, corresponding to the limit β Ñ 8 of the system
(1.3), has been studied by Sasamoto-Spohn as well as Ferrari, Spohn and Weiss [15, 16, 17,
34]. In this formal limit, the system consists of Brownian motions reflected off each other.
Ferrari, Spohn and Weiss’s results imply that for various classes of initial data, the distribution
of the system has explicit expressions in terms of contour integrals that can be analyzed
to find limiting distributions given by the Airy process. More recently, Nica, Remenik and
Quastel [28] showed that the scaling limit of the time-dependent system at zero temperature
is described by the KPZ fixed point.

Systems such as (1.3), as well as the equilibrium version we study below are the totally
asymmetric analog of the following classical system of interacting Brownian motions studied
in, e.g., [39] (see [18] as well for the case β “ 8):

(1.4) dvj “ pV 1pvj`1 ´ vjq ´ V 1pvj ´ vj´1qqdt` dBj .

For general convex V , this is sometimes known as the Ginzburg-Landau system [45]. Chang
and Yau [9] famously derived the fluctuations for such processes out of equilibrium. In this
symmetric case, the fluctuations are of order N

1

4 .
Diehl, Gubinelli and Perkowski [11] study the weakly asymmetric case, where (1.4) is

replaced by

dvj “ ppV 1pvj`1 ´ vjq ´ qV 1pvj ´ vj´1qqdt` dBj

with p´ q “ 1{N and show that after suitably rescaling, the field

uj :“ vj ´ vj´1,

converges to a solution of the stochastic Burgers equation. Their result holds for a class
of convex potentials with V 1 Lipschitz. The recent work [20] specifically addresses the
O’Connell-Yor case and proves convergence to the stochastic Burgers equation in the in-
termediate disorder regime.

The purpose of this paper is to probe the universality of the fluctuations of an equilibrium
version of the system (1.3). As described above, the system is exactly solvable and known
to lie in the KPZ universality class in the special case V pxq “ e´x. However, the KPZ uni-
versality is conjectured to hold for generic classes of potentials, beyond the exactly solvable
cases. For example, Ferrari, Spohn and Weiss [16, Chapter 1, p. 3] write that “the exponential
[...] can be replaced by ‘any’ function [of vj ´ vj´1] except for the linear one, and the system
is still in the KPZ universality class.” Indeed, in the special case of quadratic potentials (i.e.,
V 1pxq linear) the system can be solved exactly and we will show that the fluctuations are
Gaussian of order N1{4 as in the symmetric case (1.4).

In the main results of this paper, we will introduce a general class of convex potentials
V which includes the O’Connell-Yor case V pxq “ e´x, but are not expected to be explicitly
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solvable. The class of potentials we consider includes the Laplace transform of any finite
measure compactly supported in p0,8q. To each system of interacting diffusions we associate
a “height function” that coincides with the polymer partition function in the O’Connell-Yor
case. We prove the variance of this height function is of order OpN2{3q. In particular, we
recover the upper bounds for the known exponents for the O’Connell-Yor model [38, 33]
entirely through a dynamical approach without appealing to the polymer representation (1.1)
or any exact formulas whatsoever, as both are unavailable for the class of models we consider.
Secondly, under a curvature condition (satisfied in the O’Connell-Yor case, and a condition
that we in general expect to be generic) we complement our upper bounds with a lower bound
for the variance of the same order of magnitude.

Our upper and lower bounds provide evidence for the conjecture that this model lies in the
KPZ universality class by exhibiting the correct order of fluctuations. After introducing our
model and results we will state perspectives on why obtaining the full universality for this
model may indeed be tractable.

The strategy of proof is inspired by coupling arguments appearing in works of Balázs-
Cator-Seppäläinen for the corner growth model with exponential weights [2], Balázs-Sepp-
äläinen for the ASEP [3], Balázs-Komjáthy-Seppäläinen on zero-range and deposition pro-
cesses [4, 5], Balázs-Seppäläinen-Quastel on the KPZ equation [6] and Seppäläinen on vari-
ous models of last passage percolation and polymers in random environments [36, 37]. All of
these models are expected to belong to the KPZ universality class, and in some cases this ex-
pectation has been confirmed by rigorous results such as the existence of asymptotic random
matrix (e.g. Tracy-Widom) fluctuations.

The difference between the model we consider here and those mentioned thus far – other
than the discrete nature of the state space in most of these works – is that, without the polymer
or particle system interpretation, we do not have access to quantities which play the role of
the occupation length or second class particles when we work with perturbations of the initial
data. We therefore must rely entirely on properties of the system that may be deduced from
the dynamical interpretation (1.3) and the evolution equations we will later derive for the
perturbations.

The models we consider depend on a parameter θ ą 0, essentially controlling a drift in
one of the Brownian driving terms in (1.3). In [22], the last two authors gave an alternative
proof of the result of Seppäläinen and Valkó that the variance of the O’Connell-Yor polymer
is of OpN2{3q. A substantial component of this argument is that, due to the partition function
representation, the polymer is convex and monotone in θ. The strategy here follows this
proof in broad strokes; however, the required monotonicity and convexity are now highly
non-trivial (lacking a polymer representation) and the argument now appears quite abstract.
For reader convenience we recall the proof of [22] in Section 3.3.

Our proof of the lower bound relies on the introduction of a random functional which
plays a similar role to the polymer Gibbs measure; for lack of a better term, we introduce
the “pseudo-Gibbs measure” in Section 6. In particular, certain Malliavin derivatives of the
height function can be represented as expectations with respect to the pseudo-Gibbs mea-
sure, similar to the interpretation of a polymer partition function as a cumulant generating
function. However, the connection seems to stop at the first derivative (second derivatives are
not covariances) and so establishing various properties of the pseudo-Gibbs measure (e.g.,
monotonicity of expectations) takes place in a relatively abstract manner.

2. Definition of model and statement of results. Consider the following system of in-
teracting diffusions

(2.1)

#

du1 “ ´V 1pu1qdt` dB0 ´ θdt` dB1

duj “ pV 1puj´1q ´ V 1pujqqdt` dBj ´ dBj´1, 2 ĺ j ĺN
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Here B0, . . . ,BN are independent standard Brownian motions on R` and θ ą 0. We are
interested in the case where the initial data

up0q “
`

u1p0q, . . . , uN p0q
˘

is distributed according to the unique invariant measure for (2.1), which is a product measure
of the form,

(2.2) ωθpx1, . . . , xN q :“
1

ZpθqN

N
ź

j“1

e´θxj´V pxjq “:
N
ź

j“1

νθpxjq.

Here, Zpθq is the normalization constant,

(2.3) Zpθq :“

ż

R
e´θx´V pxqdx

and νθ is the probability measure on R defined implicitly above. The invariance can be easily
seen at the level of formal calcuation by applying the adjoint of the generator of this diffusion
to the above measure, and will be rigorously justified below (see Proposition 2.2). The class
of potentials V we consider is as follows.

DEFINITION 2.1. We say V is of O’Connell-Yor-type if V ľ 0 is a smooth convex func-
tion satisfying,

(2.4) V pxq ľ c|x|21txĺ´Cu, V 1pxq ĺ 0

and

(2.5) c0V
2pxq ĺ ´V 3pxq ĺ

1

c0
V 2pxq `C1txľ´Cu,

for some constants c0, c,C ą 0.

REMARK. As a consequence of the assumptions (2.4) we have for any θ ą 0 that,

(2.6) V pxq ` θxľ c1|x| ´C 1

for some positive c1,C 1 ą 0.
REMARK. It is easy to see that if µ is a finite positive measure whose support is compactly

contained in p0,8q, then

(2.7) Vµpxq :“

ż

e´xsdµpsq

is of O’Connell-Yor type, as is V pxq :“ Vµpxq ` εφpxq for φ P C8
c pRq and ε sufficiently

small.
Our assumptions in fact imply an exponential growth condition on V pxq and so existence

of solutions to (2.1) does not lie within the standard theory. Nonetheless, this system is well-
behaved and for completeness we give a proof of the following in Appendix A. One could
prove the following under considerably less stringent conditions on V , but this would take us
too far astride of the main goal of our work.

PROPOSITION 2.2. Let V be of O’Connell-Yor type and θ ą 0. The system (2.1) admits
a unique, global-in-time strong solution that is a Markov process with unique invariant mea-
sure given by ωθ defined in (2.2) above.
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2.1. Link with the O’Connell-Yor polymer. Let us now explain the connection between
the model introduced in [30] and the system (2.1) in equilibrium. The stationary semi-discrete
polymer is a polymer model in a random environment, defined by a variant of the partition
function (1.1). Consider a collection B0,B1, . . . ,BN of N ` 1 two-sided Brownian motions
with B0p0q “ 0 and a parameter θ ą 0. We then define

(2.8) Zθ
N,t :“

ż

´8ăs0ĺs1ĺ...ĺsN´1ĺt
eθs0´B0ps0q`

řN
j“1 Bjpsjq´Bjpsj´1q ds0 ¨ ¨ ¨dsN´1,

where sN “ t as in (1.1), but s0 is now a variable of integration. Imamura-Sasamoto [19]
derived a contour integral representation for the above model and found the Baik-Rains dis-
tribution for the limiting free energy distribution. A simple computation using Itô’s formula
shows that the quantities

uOY
1 ptq :“ logZθ

1,t `B0ptq ´ θt,

uOY
j ptq :“ logZθ

j,t ´ logZθ
j´1,t, 2 ĺ j ĺN

satisfy the stochastic differential equations (2.1) with

V pxq “ e´x.

In particular, we note the following relation involving the free energy:

(2.9) logZθ
N,t “

N
ÿ

j“1

uOY
j ptq ´B0ptq ` θt.

The main result of [30], the Burke property, implies that uOY
j has a product form invariant

measure. That is, if uOYp0q “ puOY
1 p0q, . . . , uOY

N p0qq is an iid vector with the distribution
plog 1

Xj
q1ĺjĺN , where Xj is a Gammapθq1 random variable, then uOYptq has the same

distribution at later times. In particular,

logZθ
N,t“0 “

N
ÿ

j“1

uOY
j p0q,

has the distribution of an iid sum.

2.2. Observable and statement of results. The main object of study in this paper is the
analogue of the free energy in (2.9). Namely, let V be an O’Connell-Yor type potential, and
let ujptq denote the solution to (2.1) with initial data distributed according to the product
invariant measure ωθ . Define,

(2.10) W θ
N,t :“

N
ÿ

j“1

ujptq ´B0ptq ` θt.

Recall Zpθq as defined in (2.3) and for k ľ ´1, set

(2.11) ψV
k pθq :“

dk`1

dθk`1
logZpθq.

Note that ψV
1 pθq ą 0, being the variance of a random variable distributed according to νθ .

1These random variables have density 1txą0ux
θ´1e´x dx

Γpθq
.
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From (2.10) and the invariance of ωθ , we have

(2.12) VarpW θ
N,tq ĺ 2Var

`

N
ÿ

j“1

ujp0q
˘

` 2t“ OpN ` tq.

if the initial data is distributed according to ωθ . In general, the order of this bound cannot be
improved: by Corollary 5.4 below, we have

(2.13) VarpW θ
N,tq ľ |NψV

1 pθq ´ t|,

so (2.12) is of the correct order if either one of the two parameters N or t is much larger
than the other. However, for special values of N and t depending on θ, there is cancellation
between the iid sum and the Brownian motion term in (2.10). For example, we will see below
(see Proposition 2.5) that in the special case V pxq “ x2

2 , and t “ N , the variance can be
computed exactly and the fluctuations are of order N

1

4 .
The main result of Seppäläinen and Valkó [38] for the O’Connell-Yor polymer implies

that if t and N are suitably chosen (see (2.14)), the fluctuations are of order N
1

3 , a growth
rate characteristic of the Kardar-Parisi-Zhang universality class. Our first main result is a
non-perturbative argument which extends the variance upper bound in [38] to a large class of
potentials. Seppäläinen and Valkó’s proof relies on the polymer interpretation explained in
Section 2.1, which is not available for potentials other than e´βx, β ą 0.

Our upper bound is the following and is proven in Section 4.

THEOREM 2.3. Let V be a O’Connell-Yor type potential. Fix θ ą 0 and suppose that N
and t are chosen so that

(2.14) |t´NψV
1 pθq| ĺAN

2

3 ,

for some Aą 0. Then, there exists C ą 0 such that

(2.15) VarθpW θ
N,tq ĺCN

2

3 .

REMARK. In general, if one fixes θ or allows it to vary over a compact interval supported
in p0,8q one obtains the estimate,

(2.16) VarpW θ
N,tq ĺCN2{3 ` |t´NψV

1 pθq|,

for some C ą 0 and all tą 0.
We remark here that the assumptions (2.4) are primarily used to show that the system (2.1)

is well-posed and that the solutions are differentiable with respect to various parameters. We
expect that our argument can likely be extended to any convex V satisfying (2.5) for which
well-posedness and certain differentiability properties hold.

The characteristic direction condition (2.14) is equivalent to

(2.17)
d

dθ
ErWN,tpθ, θqs “NψV

1 pθq ´ t“OpN
2

3 q.

It ensures that of the two terms
ř

j ujptq andB0ptq´θt in the sum (2.10), neither is dominant.
This can be seen from our variance representation Lemma 4.1. Here the last terms on the
right side of these representations are the covariances of B0ptq ` θt, resp.

ř

j uj , with the
sum (2.10). These covariances are shown to be essentially controlled by

E
”ˇ

ˇ

ˇ

d

dθ
WN,tpθ, θq

ˇ

ˇ

ˇ

ı

.

A similar condition appears in the context of last-passage percolation in a quadrant, where
one has to tune a parameter to ensure that neither the horizontal nor the vertical boundaries
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are too attractive. Here, the relevant condition turns out to be that the parameter be (almost)
a critical point expectation of the passage time, the analog of (2.17) (see [37]).

If, instead of the characteristic direction condition (2.14), we assume that |t´NψV
1 pθq| is

much larger than N2{3, then the fluctuations are of larger order and are in fact Gaussian. The
following is proven in Section 5.4.

COROLLARY 2.4. Fix θ ą 0 and suppose that t“ tN is such that

(2.18) lim
NÑ8

|t´ψV
1 pθq|

N2{3
“ 8.

Then,

(2.19)
W θ

N,t ´ ErW θ
N,ts

|t´ψV
1 pθq|1{2

converges to a standard Gaussian random variable as N Ñ 8.

In the case where V pxq is quadratic, the system (2.1) is linear and admits an explicit
solution as a Gaussian process. In this case, we have the following, proven in Section 8.

PROPOSITION 2.5 (The Gaussian case). Let V pxq “ x2

2 . Then, for each θ ą 0, the ran-
dom variable W θ

N,t is a Gaussian with variance,

(2.20) VarpW θ
N,tq “ pN ´ tq

ˆ

1 ´ 2

ż t

0

sN´1

pN ´ 1q!
e´sds

̇

` 2
tN

pN ´ 1q!
e´t.

When t“N , we obtain that the normalized quantity

`π

2

˘1{4W
θ
N,N

N1{4

is asymptotically a standard normal random variable as N Ñ 8.

We complement the upper bound in Theorem 2.3 with the following. The proof appears at
the end of Section 7.3.

THEOREM 2.6. Assume that V is of O’Connell-Yor type and let θ0 ą 0 satisfy ψV
2 pθ0q ă

0. Then, there is a cą 0 so that

(2.21) Var
´

W θ0
N,t

¯

ľ maxt|t´NψV
1 pθ0q|, cN2{3u

The derivative ψV
2 pθq equals (minus) the third central moment of a random variable dis-

tributed according to νθ . Lemma D.1 proves via a dynamical argument that ψV
2 pθq ĺ 0 for

O’Connell-Yor type potentials. In the case V pxq “ e´x in fact p´1qk`1ψV
k pθq ą 0 for all

k ľ 2. In the Gaussian case V pxq “ x2

2 we have ψV
2 pθq “ 0 and the fluctuations are of lower

order.

3. Tools and techniques. In [22], the last two authors gave an alternative proof of the
result of Seppäläinen and Valkó (the N1{3 fluctuations of the stationary O’Connell-Yor poly-
mer). This relied on interpreting the partition function as a log-moment generating function,
allowing for the easy proof of certain monotonicity and convexity properties of the under-
lying couplings. For example, log moment generating functions are typically trivially seen
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to be convex functions, their second derivatives being a variance of the underlying random
variable.

The argument we give proving our upper bound will follow in broad strokes that given in
[22]. For this to work, we will require perturbations of the system under various parameters
to have certain monotonicity and convexity properties. This requires careful choice of the
underlying couplings. In this section we will introduce our couplings and then give an outline
of the proof of our upper bound. We will then discuss other aspects of our proofs.

3.1. Couplings. For notational simplicity let us choose a realization of the Brownian
motions driving (2.1) so that they are continuous for every point in the underlying proba-
bility space; for example the canonical realization on Wiener space suffices. As a result of
Appendix A we have the following.

PROPOSITION 3.1. For every choice of the initial data and every realization of the Brow-
nian motions the system (2.1) has a unique strong solution tujujľ1 in that they are continuous
functions satisfying,

u1ptq ´ u1p0q “ ´

ż t

0
pV 1pu1psqq ` θqds`B0ptq `B1ptq

ujptq ´ ujp0q “

ż t

0
pV 1puj´1psqq ´ V 1pujpsqqqds`Bjptq ´Bj´1ptq, j ľ 2(3.1)

for every tľ 0.

Given the previous, we can introduce the following couplings.

DEFINITION 3.2. Let tqiu
8
i“1 be iid uniform p0,1q random variables. For any ξ ą 0

define,

(3.2) Fξpxq :“
1

Zpξq

ż x

´8

e´ξu´V puqdu,

For any η, θ ą 0 we now define ujpt, η, θq to be the solution of (2.1) with initial data,

(3.3) ujp0, η, θq :“ F´1
η pqjq.

Note that tujp0, η, θquNj“1 are distributed as the invariant measure ωη of the system (2.1) with
θ “ η.

We will refer to η as the initial data parameter and θ as the driving parameter. Given
η, θ ą 0 we introduce the two-parameter height function by,

(3.4) WN,tpη, θq :“
N
ÿ

j“1

ujpt, η, θq ´B0ptq ` θt,

so that the height function W θ
N,t defined in (2.10) has the distribution W θ

N,t
d
“WN,tpθ, θq.

3.2. Variance formula. In Section 5.1, we derive two representations for the variance in
terms of derivatives of the height function with respect to the initial data and the parameter
in the equations, respectively. For example, we have

(3.5) VarpW θ
N,tq “NψV

1 pθq ´ t` 2ErBθWN,tpη, θq|η“θs.
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Note that NψV
1 pθq ´ t “ OpN2{3q under the characteristic directions assumption (2.14) on

N and t, so the main difficulty in obtaining the upper bound is to show that the term

(3.6) ErBθWN,tpη, θq|η“θs

is of order N
2

3 .

3.3. Upper bound. In Section 4, we derive the upper bound. As stated, we must show
that the term (3.6) is OpN2{3q. At first glance, the computations we carry out in Section 4
may be puzzling. In order to explain our proof, we will discuss in this section the O’Connell-
Yor case V pxq “ e´x. In this case, the last two authors previously gave an alternative proof
of the upper bound in [22], which served as the initial inspiration for our computations.

For the O’Connell-Yor polymer, WN,tpθ, ηq has the same distribution as logZθ,η
N,t, where

(3.7) Zη,θ
N,t :“

ż

´8ăs0ĺs1ĺ...ĺsN´1ĺt
eθs

`
0 ´ηs´

0 ´B0ps0q`
řN

j“1
Bjpsjq´Bjpsj´1q ds0 ¨ ¨ ¨dsN´1.

Here s`
0 “ maxt0, s0u and s´

0 “ maxt0,´s0u are the positive and negative parts of s0.
Compare this to the log partition function (2.8), which equals logZθ,θ

N,t. In this case,

(3.8) ErBθWN,tpη, θq|η“θs “ ErEθ
N,trs

`
0 ss.

Here Eθ
N,t denotes the random measure associated to the partition function (2.8):

Eθ
N,trfps0, . . . , sN´1qs

:“
1

Zθ,θ
N,t

ż

´8ăs0ĺs1ĺ...ĺsN´1ĺt
eθs0´B0ps0q`

řN
j“1

Bjpsjq´Bjpsj´1qfps0, ¨ ¨ ¨ , sN´1qds0 ¨ ¨ ¨dsN´1.

(3.9)

The key point is that the total derivative

(3.10)
d

dθ
WN,tpθ, θq “Eθ

N,trs0s,

is easier to control than ErEθ
N,trs

`
0 ss. For example, we have

(3.11) ErEθ
N,trs0ss “ t´Nψ1pθq “ OpN

2

3 q,

under the characteristic direction assumption (2.14). Here and below we let ψk “ ψV
k in the

O’Connell-Yor V pxq “ e´x case. In this case, we have

(3.12)
B

Bθ
logZθ,η

N,t

ˇ

ˇ

ˇ

ˇ

η“θ

“Eθ
N,trs

`
0 s,

B

Bη
logZθ,η

N,t

ˇ

ˇ

ˇ

ˇ

η“θ

“ ´Eθ
N,trs

´
0 s.

Therefore,

pEθ
N,trs0sq2 “ pBθWN,tpθ, ηq|η“θq2 ` pBηWN,tpθ, ηq|η“θq2

` 2BθWN,tpθ, ηq|η“θ ¨ BηWN,tpθ, ηq|η“θ(3.13)

“ pEθ
N,trs

`
0 sq2 ` pEθ

N,trs
´
0 sq2 ´ 2Eθ

N,trs
`
0 sEθ

N,trs
´
0 s,

ľ pEθ
N,trs

`
0 sq2 ´ 2Eθ

N,trs
`
0 sEθ

N,trs
´
0 s.(3.14)

The first line is not strictly necessary for the above calculation; however, when we leave the
O’Connell-Yor case, we no longer have the Gibbs expectations to work with and things must
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be phrased in terms of derivatives of WN,t as much as possible. We see that, to replace the
s`
0 by s0, we must estimate the cross term Eθ

N,trs
`
0 sEθ

N,trs
´
0 s from above. This error term

can be expected to be small. This is because it turns out that, with respect to the random
measure Eθ

N,t, s0 is concentrated around Eθ
N,trs0s on a much smaller scale OpN1{2q than the

typical size and standard deviation of Eθ
N,trs0s “ OpN

2

3 q with respect to P. More precisely,
by invariance, we have:

(3.15) Nψ2pθq “
d2

dθ2
E rWN,tpθ, θqs “ E

“

EN,trps0 ´EN,trs0sq2s
‰

,

showing that the quenched variance is OpNq in expectation. This means that, for a given re-
alization of the Brownian motions B0, . . . ,BN , the quantity s0 lies within N1{2 of Eθ

N,trs0s

which is of the order N2{3. Therefore, s0 is very likely to have the same sign as this expecta-
tion, so that Eθ

N,trs
`
0 sEθ

N,trs
´
0 s should be small. The observation in [22] making this picture

rigorous is that the RHS of (3.15) equals
(3.16)

E
“

EN,trps
`
0 ´EN,trs

`
0 sq2s

‰

` E
“

EN,trps
´
0 ´EN,trs

´
0 sq2s

‰

` 2E
“

EN,trs
`
0 sEN,trs

´
0 s
‰

,

due to the fact that s`
0 and s´

0 have disjoint support. This shows that the cross-term on the
last line of (3.14) is at most OpNq, an acceptable error compared to the target bound for

E
”

Eθ
N,trs

`
0 s

ı2
“ OpN

4

3 q.
Next, once one has replaced BθWN,t by the total derivative, we can apply convexity of

θ ÞÑWN,tpθ, θq. That is, the derivative can be bounded in terms of difference quotients:

(3.17)
WN,tpθ, θq ´WN,tpλ´, λ´q

θ´ λ´

ĺ
d

dθ
WN,tpθ, θq ĺ

WN,tpλ`, λ`q ´WN,tpθ, θq

λ` ´ θ
,

where λ˘ “ θ ˘N´1{3. So, this implies that Eθ
N,trs

`
0 s2 can be controlled by the square of

the LHS and RHS of (3.17). But these quantities can be related back to the variance of W θ
N,t

and W λ
N,t. In order to move the λ˘ back to θ, we use the estimates,

(3.18) ErWN,tpθ, θqs ´ ErWN,tpλ˘, λ˘qs “ OpN
1

3 q

which uses the characteristic direction assumption (see (4.12) in the general setting of this
paper) as well as a similar estimate for perturbing the variance (see Lemma 4.5). Hence, we
obtain

(3.19) ErEθ
N,trs

`
0 ss ĺ ErEθ

N,trs
`
0 s2s1{2 ĺCpN1{3qpV `N1{3q

where V “ VarθpW θ
N,tq. Combined with the variance representation (3.5) we obtain,

(3.20) V ĺCN
1

3 pV
1

2 `N
1

3 q

which completes the proof.
Reproducing the above strategy in our setting requires overcoming a number of serious

obstacles. We list the most important ones below.

(1) In the O’Connell-Yor case, the expression (3.7) provides a natural coupling between the
solutions with different inital data that is monotonone and convex in η, crucial properties
for the proof. No such coupling is provided a priori for the system (2.1).

(2) For general potential V , the height function WN,tpθ, θq is only defined by analogy with
the O’Connell-Yor log partition function. It is not clear what the meaning of the Gibbs
measure Eθ

N,tr¨s or s0 should be in the general case. The interpretation of the derivatives
in terms of expectations is used crucially in several places like (3.14).
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(3) Given a suitable coupling of the initial data, the derivatives of WN,tpθ, θq in the case
of general V share certain good features, such as their sign and monotonicity, with the
corresponding quantities in the O’Connell-Yor case. We exploit these more fully in our
proof of the lower bound. However, there is no exact relation analogous to (3.16) between
the second derivative (3.15) and the cross-term in (3.13) in the general V case, and so a
different approach must be used to estimate this term.

3.4. Lower bound. Section 7 contains our proof of Theorem 2.6, our lower bound. We
will see that, due to the lower bound |NψV

2 pθq ´ t| for the variance, it suffices to consider
the case that t“NψV

2 pθq. Our proof draws some inspiration from [33]. This is essentially a
change of measure argument which attempts to make the event tW θ

N,t ´ ErW θ
N,ts ľ cN1{3u

typical by relating W θ
N,t to W λ

N,t, for λ“ θ`N´1{3.
The main observation we use from [33] is that, due to the Cameron-Martin theorem and

Cauchy-Schwarz, one can change the driving parameter θ to λ for s P r0, TN2{3s for any
T ą 0 at the cost of an overall multiplicative constant in the probabilities. After doing so, one
still must change the driving parameter in the remaining range of sľ TN2{3 as well as in the
initial data. The initial data change turns out to be monotonic in the correct direction, so only
the large time regime must be handled.

In the O’Connell-Yor case, this perturbation of the parameter would be related to the
quenched probability that ts0 ą TN2{3u. One would require a bit more concentration than is
contained in the estimate of OpN2{3q for the variance of W θ

N,t (as the variance decomposi-
tion (3.5) provides an estimate for the annealed expectation of s`

0 ). For example, one could
compute a fourth central moment.

In our case, our argument rests on our discovery of a random functional that we call the
pseudo-Gibbs measure, and denote by Epη,θq

N,t . This is introduced in Section 6. It has an ex-
plicit form as an integral over the N -simplex of positive times and is reminiscent of (3.9).
(One could extend it to negative times with a bit more work but this is unnecessary for us.)
While in fact BθWN,tpη, θq “E

pη,θq

N,t rs`
0 s as for the O’Connell-Yor polymer, this is no longer

true for higher derivatives and in general deducing desired properties of Epη,θq

N,t as function
of various parameters requires indirect reasoning. Nonetheless, it defines a measure on the
simplex with total mass less than 1 and so one can apply standard analytic arguments, e.g.,
Cauchy-Schwarz, etc.

In order to control the perturbation of θ for large times, we prove moderate deviation
exponential tail estimates of s`

0 with respect to the annealed pseudo-Gibbs measure. Here,
we roughly follow an argument of Emrah-Janjigian-Seppalainen [14]. A crucial input is that,
in analogy with a result of Rains [35] and Emrah-Janjigian-Seppalainen [14] for Last Passage
Percolation with exponential weights on Z2 (the discrete, “zero temperature” version of the
O’Connell-Yor polymer), one can derive an exact expression for

(3.21) E rexp ppη ´ θqWN,tpη, θqqs

using the Cameron-Martin formula.
We remark here that under the additional assumption ψV

2 pθq ă 0, our upper bound (2.15)
for the variance also follows from the estimates we obtain for the pseudo-Gibbs measure.
Since the derivation of these estimates is at least as involved as the proof of the upper bound
(compare for example Propositions 4.2 and 6.4), and since the upper bound can be obtained
without introducing additional definitions or assumptions, we present separate proofs for the
upper and lower bounds.
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3.5. Organization of the remainder of paper. In Section 4 we will give the proof of The-
orem 2.3, our upper bound for the variance of W θ

N,t, assuming a number of intermediate
results which are stated in the course of the proof, and whose proofs are given in Section 5.
The proof given in Section 4 follows along the general lines of the argument sketched above
in the O’Connell-Yor case.

The various auxilliary results proven in Section 5 are as follows. Our representation of the
variance is stated as Lemma 4.1 and is proven in Section 5.1. Various monotonicity properties
of the first derivatives are stated and proven in Section 5.2. In Section 5.3 we collect the
various properties of the second derivatives of WN,tpη, θq that we need. In particular, our
substitutes for the elementary convexity in the O’Connell-Yor case, which are Lemmas 4.3
and 4.4, are proven in Section 5.3.1. Our result that treats the analog of the cross term on the
last line of (3.14) is Proposition 4.2 and is proven in Section 5.3.2. Finally, a result concerning
the stability of the variance under change of parameters is stated as Lemma 4.5 and is proven
in Section 5.3.3.

Our lower bound, Theorem 2.6, is proven over the course of Sections 6 and 7. In Section
6.1 we use the Cameron-Martin theorem to derive an exact expression for certain exponential
moments of WN,tpη, θq, the quantity appearing above in (3.21). The pseudo-Gibbs measure
is introduced in Section 6.2 and in Section 6.3 we derive an upper tail bound for the random
variable s0 under the pseudo-Gibbs measure. In order to prove our lower bound, we intro-
duce a three-parameter height function in Section 7.1 which is only a slight generalization
of WN,tpη, θq. The main argument in the lower bound is given in Proposition 7.3, as it deals
with the case when the quantity t´NψV

1 pθq “ 0. The general case is an easy corollary and
so the full proof of Theorem 2.6 is given in Section 7.3.

In Section 8 we deal with the Gaussian case, giving the short proof of Proposition 2.5.
This boils down to a calculation of the variance as an integral, which in the case N “ t may
be analyzed via Stirling’s formula.

For ease of presentation, we have deferred most of the “soft” analysis to the appendices.
These include the proof of well-posedness of the equations (2.1) and the determination of
the invariant measure, which are both handled in Appendix A. Since the “drift" terms V 1pujq
appearing in the equation can have super-linear growth, the existence of global solutions does
not follow directly from the most basic existence theorems for SDEs in the case where V is
of O’Connell-Yor type. However, our assumptions on V pxq imply that it is strongly confining
for negative x and sublinear for xą 0. Two further facts which simplify the analysis are the
constant diffusion coefficients and the triangular nature of the system, that is, for each k, the
first k equations form a closed system.

As can be seen from the discussions above, we will often need to differentiate various
quantities with respect to the parameters η and θ. The differentiability is treated in Appendix
B. If the reader accepts differentiability, then this section can be safely ignored, except for
Appendix B.1 which contains a few elementary properties of triangular systems of ordinary
differential equations. The punch-line is that the various derivatives of the uj and WN,t will
satisfy triangular systems of ODEs, resulting in various a priori bounds. Appendix C con-
tains some elementary calculations using calculus primarily for the purposes of showing that
derivatives of the initial data with respect to η (recall the coupling given in Definition 3.2
above) have finite moments. This is also required to differentiate under the integral sign in
a few places throughout our proofs. Finally Appendix D contains the proof that ψV

2 pθq ĺ 0
under our assumptions.

3.6. Future perspectives. Exhibiting the KPZ universality for non-integrable random
growth models remains a challenging research direction. In this context, the system of in-
teracting diffusions studied in this work is particularly exciting as it may offer a tractable
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setting in which to prove such universality results. In particular, due to the simple way in
which the randomness of the Brownian motion terms enter in the system (2.1), it may be
possible to apply some of the ideas that appear in recent works on ergodicity of Dyson Brow-
nian motion [23, 24, 25]. Here, the main point is that by coupling general systems to those in
equilibrium (by allowing them to have the same underlying driving Brownian motion terms,
similar to how we have coupled the systems at different parameters) one derives parabolic
difference equations for their differences, allowing for the use of PDE methods to study the
time to local equilibrium (e.g., the energy method). The dynamical methods of random matrix
theory (see [13]) have inspired recent studies of the universality of lozenge tilings of general
domains [1], and it is still unclear what is the full range of applicability of these ideas.

Important to the dynamical approach is obtaining certain a priori bounds on the quantities
in play, as these are used to estimate, e.g., coefficients in the derived parabolic equations. In
the eigenvalue context these are known as the local laws or rigidity results. In our setting,
the variance estimates may be viewed as progress towards such estimates. In [22], the last
two authors obtained concentration estimates for the O’Connell-Yor polymer. The starting
point, a recursive scheme for estimating higher moments based on lower ones via Gaussian-
integration-by-parts, is applicable here (remarkably, such schemes - using cumulant expan-
sions in the place of Gaussian-integration-by-parts - have also found much recent success in
random matrix theory, and are used to derive rigidity results in this context see [12]). Both the
universality of our model as well as obtaining moderate deviations results (i.e., an exponential
tail estimates similar to [14]) are subjects of current investigation.

3.7. Notational conventions. Throughout the paper we will use the notation c,C ą 0 to
refer to generic constants whose value may change from line to line. In each proof, the value
changes at most finitely many times.

4. Proof of upper bound. Recall the two-parameter height function WN,tpη, θq as de-
fined in (3.4). We will denote derivatives with respect to the first parameter by Bη (the initial
data parameter) and those with respect to the second parameter (the driving parameter) by
Bθ . Note that we will evaluate the two-parameter height function on the diagonal θ “ η and
so the notations pBηWN,tqpθ, θq and pBθWN,tqpθ, θq, etc., are understood.

Our starting point is the following representation for the variance.

LEMMA 4.1. We have,

VarpWN,tpθ, θqq “NψV
1 pθq ´ t` 2ErpBθWN,tqpθ, θqs

“ t´NψV
1 pθq ´ 2ErpBηWN,tqpθ, θqs.(4.1)

The proof is given in Section 5.1. We record here as well the identity,

(4.2) ErWN,tpθ, θqs “ θt´NψV
0 pθq

which follows from the definition of WN,tpθ, θq in (3.4), the fact that the ujpt, θ, θq are in the
invariant distribution ωθ (2.2) and the definition of ψV

k pθq in (2.11).
From the first representation in (4.1), it suffices to prove the estimate,

(4.3) ErpBθWN,tq pθ, θqs ĺCN2{3 `CN1{3 pVarpWN,tpθ, θqqq
1{2

which will be the goal of the remainder of the proof. In order to handle the LHS, we apply
Cauchy Schwarz and estimate,

ErpBθWN,tqpθ, θqs2 ĺ ErpBθWN,tqpθ, θq2s

ĺ E

«

ˆ

d

dθ
WN,tpθ, θq

̇2
ff

´ 2E rpBηWN,tq pθ, θq pBθWN,tq pθ, θqs .(4.4)
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The cross term is difficult to estimate. We will prove the following two results which relate it
to the second derivative.

PROPOSITION 4.2. For all N, t and θ we have,

(4.5) 0 ĺ ´ pBηWN,tq pθ, θq ˆ pBθWN,tq pθ, θq ĺ pc0q´1 pBηBθWN,tq pθ, θq,

where c0 ą 0 is the constant from Definition 2.1.

LEMMA 4.3. We have for all η, θ ą 0 and N and tľ 0,

(4.6)
`

B2
θWN,t

˘

pη, θq ľ 0, pBηBθWN,tq pη, θq ľ 0.

Uniformly in η, θ varying in compact subsets of p0,8q2 we have for all N, tľ 0 that,

(4.7) E
“`

B2
ηWN,t

˘

pη, θq
‰

ľ ´CN.

Proposition 4.2 is proven in Section 5.3.2 and Lemma 4.3 is proven in Section 5.3.1. Using
the above results and the identity

2 pBηBθWN,tq pθ, θq “
d2

dθ2
WN,tpθ, θq ´

`

B2
ηWN,t

˘

pθ, θq ´
`

B2
θWN,t

˘

pθ, θq,

in (4.4) we have,

ErpBθWN,tqpθ, θq2s ĺCN ` E

«

ˆ

d

dθ
WN,tpθ, θq

̇2
ff

`C
d2

dθ2
ErWN,tpθ, θqs

ĺCN ` E

«

ˆ

d

dθ
WN,tpθ, θq

̇2
ff

(4.8)

where we used (4.2) in the second line (interchange of derivative and expectation is justi-
fied in Proposition C.4). Let now ε0 “ θ{2 and consider λ s.t. |λ ´ θ| ĺ ε0. Then by the
nonnegativity in (4.6) we have by Taylor expansion,

WN,tpλ,λq ´WN,tpθ, θq ľ pλ´ θq
d

dθ
WN,tpθ, θq

´ pλ´ θq2

˜

sup
θ1:|θ´θ1|ĺε0

`

pB2
ηWN,tqpθ1, θ1q

˘

´

¸

,(4.9)

where paq´ :“ 0_ p´aq denotes the negative part of a. For the quantity on the RHS we prove
the following in Section 5.3.1.

LEMMA 4.4. We have,

(4.10) E

»

–

˜

sup
|θ1´θ|ĺε0

`

pB2
ηWN,tqpθ1, θ1q

˘

´

¸2
fi

fl ĺCN2

Taking λ˘ :“ θ˘N´1{3 we see from (4.9) (after moving the pλ˘ ´ θq to the LHS)

E

«

ˆ

d

dθ
WN,tpθ, θq

̇2
ff

ĺC
␣

N4{3 `N2{3ErpW pλ`, λ`q ´WN,tpθ, θqq2s

`N2{3ErpW pλ´, λ´q ´WN,tpθ, θqq2s
(

(4.11)
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Since by the identity (4.2) we have d
dθErWN,tpθ, θqs “ t´NψV

1 pθq “ OpN2{3q (by the as-
sumption (2.14) that we are in a characteristic direction), we see that

(4.12) |ErWN,tpλ˘, λ˘qs ´ ErWN,tpθ, θqs| ĺCN1{3.

In addition, we have the following estimate for comparing the variance of WN,tpλ,λq back
to that of WN,tpθ, θq. It is proven in Section 5.3.3.

LEMMA 4.5. Uniformly for θ and λ varying over compact subsets of p0,8q2 we have,

(4.13) |VarpWN,tpθ, θqq ´ VarpWN,tpλ,λqq| ĺCN |θ´ λ|.

Using Lemma 4.5 as well as (4.12) we obtain,

ErpW pλ˘, λ˘q ´WN,tpθ, θqq2s ĺ 2VarpWN,tpλ˘, λ˘qq ` 2VarpWN,tpθ, θqq

` 4 pErWN,tpλ˘, λ˘qs ´ ErWN,tpθ, θqsq
2

ĺCVarpWN,tpθ, θqq `CN2{3(4.14)

Plugging this estimate into the RHS of (4.11), which in turn is used to estimate the last term
on the RHS of (4.8), we see that we have derived,

(4.15) ErpBθWN,tqpθ, θqs2 ĺCN4{3 `CN2{3VarpWN,tpθ, θqq

which is equivalent to (4.3). We have therefore derived the inequality,

(4.16) VarpWN,tpθ, θqq ĺC
´

N2{3 `N1{3 pVarpWN,tpθ, θqqq
1{2

¯

which, after applying Cauchy-Schwarz to the RHS, proves Theorem 2.3.

5. Proofs of auxilliary results used in upper bound. In this section we collect the
proofs of the various estimates used in the proof of Theorem 2.3 given in Section 4.

5.1. Variance representation. In this section we prove our variance representation,
Lemma 4.1. We comment here that existence of the derivatives is justified by Corollaries
B.6 and B.8. We first prove the following.

LEMMA 5.1. We have,

(5.1) ErB0ptqWN,tpη, θqs “ ´E rpBθWN,tq pη, θqs

PROOF. Let us temporarily indicate the explicit dependence of WN,tpη, θq on the Brown-
ian motion B0 by introducing the notation W̃N,tpη, θ,B0q. Then,

(5.2) WN,tpη, θ` hq “ W̃N,tpη, θ` h,B0q “ W̃N,tpη, θ, B̃0,hq

where,

(5.3) B̃0,hpsq :“B0psq ´ hs.

By the Cameron-Martin formula,

(5.4) ErW̃N,tpη, θ, B̃0,hqs “ ErW̃N,tpη, θ,B0qe´hpB0ptq´ h2

2
ts.

Therefore,

(5.5)
ErWN,tpη, θ` hqs ´ ErWN,tpη, θqs

h
“ E

«

W̃N,tpη, θ,B0q

˜

e´hB0ptq´ h2t

2 ´ 1

h

¸ff
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By dominated convergence (using Proposition C.5 together with Cauchy-Schwarz) the RHS
converges to,

(5.6) lim
hÑ0

E

«

W̃N,tpη, θ,B0q

˜

e´hB0ptq´ h2t

2 ´ 1

h

¸ff

“ ´ErWN,tpη, θqB0ptqs.

On the other hand, by Proposition C.4 we have,

(5.7) lim
hÑ0

ErWN,tpη, θ` hqs ´ ErWN,tpη, θqs

h
“ E rpBθWN,tq pη, θqs .

This yields the claim.
REMARK. As can be seen from the above proof, the derivative pBθWN,tq pη, θq can be

expressed as the directional (or Malliavin) derivative of WN,t obtained by perturbing the
Brownian motion B0 in the direction ´

ş¨

0 1r0,tsds. The interested reader will find more infor-
mation on the terminology “Malliavin derivative" in [26, Section 1.2], but note that we will
not be using any refined properties of these objects, other than the ones that can be obtained
directly from the equations.

PROOF OF LEMMA 4.1. Define

(5.8) RN,tpη, θq :“
N
ÿ

j“1

ujpt, η, θq.

Then,

(5.9) Var pWN,tpθ, θqq “ Var pRN,tpθ, θqq ´ t´ 2ErWN,tpθ, θqB0ptqs.

The first line of (4.1) now follows from Lemma 5.1 and the fact that,

(5.10) Var pRN,tpθ, θqq “NVarpu1pt, θ, θqq “NψV
1 pθq.

The second follows from the identity,
(5.11)

t´NψV
1 pθq “

d

dθ
ptθ´NψV

0 pθqq “
d

dθ
ErWN,tpθ, θqs “ ErpBηWN,tq pθ, θqs`ErpBθWN,tq pθ, θqs,

where the differentiation under the integral is justified by Proposition C.4.

5.2. First derivatives. In this intermediate section we prepare a few results about the
signs of the first derivatives of the quantities involved in our proof. For the reader’s conve-
nience, we first restate Corollaries B.6 and B.8 as follows.

PROPOSITION 5.2. The derivatives,

(5.12) hjpt, η, θq :“ pBθujq pt, η, θq, kjpt, η, θq :“ pBηujq pt, η, θq

exist and satisfy the systems of ODEs,

Bth1ptq “ ´V 2pu1ptqqh1ptq ´ 1

Bthjptq “ ´V 2pujptqqhjptq ` V 2puj´1ptqqhj´1ptq, j ľ 2(5.13)

and

Btk1ptq “ ´V 2pu1ptqqk1ptq

Btkjptq “ ´V 2pujptqqkjptq ` V 2puj´1ptqqkj´1ptq, j ľ 2(5.14)

where we abbreviated hjptq “ hjpt, θ, ηq, etc. The initial data is hjp0q “ 0 for all j and
kjp0q ĺ 0.
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Using the above we can easily derive the following (in fact, some of the signs appearing
below were already stated in Corollaries B.6 and B.8, but the idea of using the systems of
ODEs satisfied by the various quantities to deduce monotonicity properties is important for
our methods and so the repetition is warranted).

PROPOSITION 5.3. We have that for all tľ 0 and all j,n and all η, θ ą 0 that,

(5.15) hjpt, θ, ηq ĺ 0, kjpt, θ, ηq ĺ 0.

(5.16) pBθWN,tq pη, θq ľ 0, pBηWN,tq pη, θq ĺ 0.

PROOF. The inequalities (5.15) follow from Lemmas B.1 and B.3 and the fact that
V 2pxq ľ 0. The second inequality of (5.16) is immediate. For the first inequality we note
that wjptq :“ BθWj,tpη, θq satisfies the system,

Btw1ptq “ ´V 2pu1ptqqw1ptq ` V 2pu1ptqqt

Btwjptq “ ´V 2pujptqqwjptq ` V 2pujptqqwj´1ptq,(5.17)

with 0 initial condition. The nonnegativity of the wjptq then follows from Lemma B.2.

COROLLARY 5.4. We have the estimate,

(5.18) VarpWN,tpθ, θqq ľ |NψV
1 pθq ´ t|.

PROOF. This follows immediately from using the two representations of Lemma 4.1 and
the inequalities (5.16).

5.3. Second derivatives. In this section we prove the various auxilliary results used in
the proof of Theorem 2.3 that rely on the second derivatives. We first state the following,
whose proof is deferred to Appendix B.3.1.

PROPOSITION 5.5. The functions ujpt, η, θq are C2 in the parameters pη, θq. Consider
the system of ODEs for the functions fjptq given the inhomogeneous terms gjptq,

Btf1ptq “ ´V 2pu1ptqqf1ptq ´ V 3pu1ptqqg1ptq

Btfjptq “ ´V 2pujptqqfjptq ` V 2puj´1ptqqfj´1ptq

´ V 3pujptqqgjptq ` V 3puj´1ptqqgj´1ptq,(5.19)

where ujptq “ ujpt, η, θq as usual. The second deriviatives upθθq

j , u
pθηq

j and upηηq

j all are solu-
tions of this system, with gj “ h2j , hjkj , k

2
j , respectively, where the kj and hj are the deriva-

tives described in Proposition 5.2. In each case, gjptq ľ 0 for all t and furthermore the initial
conditions for upθθq

j and upθηq

j are upθθq

j p0q “ u
pθηq

j p0q “ 0.

5.3.1. Signs of second derivatives; proofs of Lemma 4.3 and 4.4. The entirety of this
subsection is devoted to the proofs of Lemma 4.3 and Lemma 4.4. Consider first the case
wjptq “

`

B2
θWj,t

˘

pη, θq or wjptq “ pBθBηWj,tq pη, θq. From Proposition 5.5 we see that these
solve the system,

Btwjptq “ ´V 2pujptqqwjptq ` V 2pujptqqqwj´1ptq ´ V 3pujptqqgjptq(5.20)

where the gjptq are nonnegative and we defined w0ptq “ 0. Since V 3 ĺ 0 we see that wjptq ľ

0 for all t and j by Lemma B.2.
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We turn now to the claimed estimates for
`

B2
ηWN,t

˘

pη, θq. Let us decompose

(5.21) u
pηηq

j pt, θ, ηq “ fjptq `mjptq

where fjptq satisfies the system (5.19) with 0 initial condition and gjptq “ kjptq
2. Thenmjptq

is the solution to the homogeneous system of ODEs,

Btm1ptq “ ´V 2pu1ptqqm1ptq

Btmjptq “ ´V 2pujptqqmjptq ` V 2puj´1ptqqmj´1ptq(5.22)

with initial condition mjp0q “ u
pηηq

j p0q. Then, arguing as above in the cases of B2
θWj,t and

BηBθWj,t we see that

(5.23)
N
ÿ

j“1

fjptq ľ 0

for all times t. On the other hand, by the last estimate of Lemma B.3 we see that,

(5.24)

ˇ

ˇ

ˇ

ˇ

ˇ

N
ÿ

j“1

mjptq

ˇ

ˇ

ˇ

ˇ

ˇ

ĺ

N
ÿ

j“1

|u
pηηq

j p0q| “:Xpηq.

From this, we see that for any η and θ,

(5.25)
`

B2
ηWN,t

˘

pθ, ηq ľ ´Xpηq.

From Corollary C.3 we have that,

(5.26) Ersup
ηPI

|Xpηq|2s ĺCN2

for any compact interval I Ď p0,8q. This completes the proof of Lemma 4.3. Lemma 4.4
now follows from the above estimate and that we have shown that for all compact intervals I
we have,

(5.27) inf
pη,θqPI2

`

B2
ηWN,t

˘

pη, θq ľ ´ sup
ηPI

|Xpηq|.

This completes the proofs of Lemmas 4.3 and 4.4.

5.3.2. Mixed partials; proof of Proposition 4.2. The entirety of this subsection is devoted
to the proof of Proposition 4.2. The first estimate follows from (5.16). Define,

(5.28) Ajptq :“ pBηBθWj,tpη, θq ` c0BθWj,tpη, θqBηWj,tpη, θqq

ˇ

ˇ

ˇ

ˇ

η“θ

,

where c0 ą 0 is the constant in the first inequality of (2.5). It suffices to prove that Anptq ľ 0
for all n and t. This will be proven by induction.

In the remainder of the proof we suppress the arguments pη, θq in all of the functions
considered. We will always consider these functions evaluated on the diagonal η “ θ, but the
proof applies equally well off the diagonal.

We recall here that,

BtBθWj,t “ ´V 2pujptqqhjptq

BtBηWj,t “ ´V 2pujptqqkjptq(5.29)

and

(5.30) BtBηBθWj,t “ ´V 2pujptqqu
pθηq

j ptq ´ V 3pujptqqkjptqhjptq
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which follow from Propositions 5.2 and Proposition 5.5, respectively. Therefore,

d

dt
Anptq “

d

dt

„

c0
B

Bθ
Wn,t

B

Bη
Wn,t `

B2

BθBη
Wn,t

ȷ

“ ´V 2punptqq

„

c0knptq
B

Bθ
Wn,t ` c0hnptq

B

Bη
Wn,t `

B2

BθBη
unpsq

ȷ

´ V p3qpunptqqhnptqknptq.(5.31)

We now start the induction. When n “ 1, we have k1 “ BηW1,t and BθBηu1 “ BθBηW1,t.
Therefore, when n“ 1, we obtain from (5.31) that,

(5.32)
d

dt
A1ptq “ ´V 2pu1ptqqA1ptq ´

”

c0V
2pu1ptqq ` V p3qpu1ptqq

ı

h1ptqk1ptq

By the assumption (2.5) and that h1, k1 are both negative by (5.15), the the last term of (5.32)
is positive, giving

(5.33)
d

dt
A1ptq ľ ´V 2pu1ptqqA1ptq.

Since A1p0q “ 0, we see that

(5.34) A1ptq ľ 0,

for all tľ 0. Next, for ną 1, we have,

knptq
B

Bθ
Wn,t ` hn

B

Bη
Wn,t “

B

Bη
Wn,t

B

Bθ
Wn,t ´

B

Bη
Wn´1,t

B

Bθ
Wn,t ` hn

ˆ

kn `
B

Bη
Wn´1,t

̇

“
B

Bη
Wn,t

B

Bθ
Wn,t ´

B

Bη
Wn´1,t

ˆ

hn `
B

Bθ
Wn´1,t

̇

` hn

ˆ

kn `
B

Bη
Wn´1,t

̇

“
B

Bθ
Wn,t

B

Bη
Wn,t ´

B

Bθ
Wn´1,t

B

Bη
Wn´1,t ` hnptqknptq,

(5.35)

In the first equality we substituted kn “ BηWn,t ´ BηWn´1,t and BηWn,t “ kn ` BηWn´1,t.
In the second equality we substituted BθWn,t “ hn ` BθWn´1,t. Therefore, using the above
equality in (5.31) as well as BθBηun “ BθBηpWn,t ´Wn´1,tq we find,

d

dt
Anptq “ ´V 2puTn ptqq rAnptq ´An´1ptqs ´ pc0V

2puTn ptqq ` V p3qpuTn ptqqqhTn ptqkTn ptq

“ ´V 2puTn ptqqAnptq

` V 2puTn ptqqAn´1ptq ´

”

c0V
2puTn ptqq ` V p3qpuTn ptqq

ı

hTn ptqkTn ptq.(5.36)

As in the case case n “ 1, since kn and hn are nonpositive by (5.15) and by (2.5), we have
that the last term on the last line is positive. Since V 2pxq ľ 0 and by the induction assumption
that An´1 ľ 0 we see that in fact the entire last line of (5.36) is positive so that

(5.37)
d

dt
Anptq ľ ´V 2punptqqAnptq.

Using the initial condition Anp0q “ 0, we conclude the proof.
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5.3.3. Variance comparison; proof of Lemma 4.5. The entirety of this subsection is de-
voted to the proof of Lemma 4.5. Let λą θ. We have,

VarpWN,tpθ, θqq “NψV
1 pθq ´ t` 2ErpBθWN,tq pθ, θqs

ĺNψV
1 pθq ´ t` 2ErpBθWN,tq pλ,λqs

“NψV
1 pθq ´NψV

1 pλq ` VarpWN,tpλ,λqq.(5.38)

In the first and third lines we used the first representation in (4.1). In the second line we used
that the function pη, θq Ñ pBθWN,tq pη, θq is increasing in both of its arguments by Lemma
4.3. Therefore,

(5.39) VarpWN,tpθ, θqq ´ VarpWN,tpλ,λqq ĺNpψV
1 pθq ´ψV

1 pλqq.

For the lower bound using instead the second representation in (4.1) we have,

VarpWN,tpθ, θqq “ t´NψV
1 pθq ´ 2ErpBηWN,tq pθ, θqs

ľ t´NψV
1 pθq ´ 2ErpBηWN,tq pλ,λqs ´CNpλ´ θq

“NpψV
1 pλq ´ψV

1 pθqq ´CNpλ´ θq ´ VarpWN,tpλ,λqq.(5.40)

In the second line we used the second estimate of Lemma 4.3 which results in the extra
CNpλ´ θq term compared to the upper bound. The claim now follows.

5.4. Proof of Corollary 2.4. The entirety of this subsection is devoted to the proof of
Corollary 2.4. Fix θ ą 0 and let t0 :“NψV

1 pθq. If tľ t0 we may write,
(5.41)

W θ
N,t´ErW θ

N,ts “

˜

N
ÿ

j“1

ujpt, θ, θq ´ pB0ptq ´B0pt´ t0qq ` θt0 ´ ErW θ
N,t0s

¸

`B0pt´t0q.

The first term on the RHS has the same distribution as W θ
N,t0

´ErW θ
N,t0

s and so has variance
OpN2{3q by Theorem 2.3. On the other hand, B0pt´ t0q is a Gaussian random variable of
variance t´ t0 "N2{3.

If tĺ t0 we note that W θ
N,t has the same distribution as the random variable,

(5.42) Z :“

˜

N
ÿ

j“1

ujpt` t0, θ, θq ´ pB0pt` t0q ´Bpt0qq ` θt

¸

.

We then decompose,
(5.43)

Z´ErZs “

˜

N
ÿ

j“1

ujpt` t0, θ, θq ´ pB0pt` t0q ´Bptqq ` θt0 ´ ErW θ
N,t0s

¸

`Bpt0q´Bptq.

The first term on the RHS has the same distribution as W θ
N,t0

´ErW θ
N,t0

s and so has variance
OpN2{3q by Theorem 2.3, and the second term is a Gaussian with variance |t0 ´ t|. The claim
follows.

6. Pseudo-Gibbs measures and concentration. This section is devoted to the introduc-
tion of the pseudo-Gibbs measures and proving tail estimates of the “first jump” time on the
scale N2{3 with respect to the annealed measure. In the O’Connell-Yor case, these estimates
results can be interpreted as an analog of Proposition 3.3 of [14] for exponential last passage
percolation.
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Before introducing the pseudo-Gibbs measure, we will first give an exact calculation of
a generating function in Section 6.1. Then, we will introduce the pseudo-Gibbs measures in
Section 6.2 and as well as give them a dynamical interpretation. Finally, in Section 6.3 we
prove the advertised tail estimates.

6.1. The Rains-EJS generating function. In this section we derive the analog in our set-
ting of a generating function considered by Rains [35] and Emrah-Janjigian-Seppalainen [14]
for Last Passage Percolation with exponential weights on Z2 (the discrete, “zero temperature”
version of the O’Connell-Yor polymer).

PROPOSITION 6.1. Let WN,tpη, θq be as in (3.4) and define,

(6.1) φpθq :“NψV
´1pθq ´

1

2
θ2t“N logpZpθqq ´

1

2
θ2t.

Then,

(6.2) E rexp ppη ´ θqWN,tpη, θqqs “ exp pφpθq ´φpηqq .

PROOF. We write,
(6.3)
E rexp ppη ´ θqWN,tpη, θqqs “ E rexp tpη ´ θqpWN,tpη, θq ´W0,tpη, θqqu exp tpη ´ θqW0,tpη, θqus

where,

(6.4) W0,tpη, θq :“ ´B0ptq ` θt.

Since,

(6.5) WN,tpη, θq ´W0,tpη, θq “

N
ÿ

j“1

ujpt, η, θq

and

pη ´ θqW0,tpη, θq “ pθ´ ηqB0ptq ´
1

2
pθ´ ηq2t

`
1

2
pη2 ´ θ2qt,(6.6)

we may apply the Cameron-Martin theorem to find,

E rexp ppη ´ θqWN,tpη, θqqs “ E

«

exp

˜

pη ´ θq

N
ÿ

j“1

ujpt, η, θq

¸

epθ´ηqB0ptq´ 1

2
pθ´ηq2t

ff

e
1

2
pη2´θ2qt

“ E

«

exp

˜

pη ´ θq

N
ÿ

j“1

ujpt, η, ηq

¸ff

e
1

2
pη2´θ2qt

“
ZpθqN

ZpηqN
e

1

2
pη2´θ2qt,(6.7)

where in the last equality we used that the ujpt, η, ηq are distributed as iid νη , this being the
invariant measure. The claim now follows from the definition of φ.
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6.2. Pseudo-Gibbs measure. For any pN, t, η, θq let us define the measureEpη,θq

N,t on r0, ts

by its action on, say, bounded measureable F : r0, ts Ñ R via,
(6.8)

E
pη,θq

N,t rF s :“

ż

0ăs0ă¨¨¨ăsN´1ăt
exp

˜

´

N´1
ÿ

j“0

ż sj`1

sj

V 2pujpuqqdu

¸

F ps1q

N´1
ź

j“0

V 2puj`1psjqqds,

where we use the convention sN “ t. We will only need a few specific choices of (deter-
ministic) F in this paper which are all continuous or piecewise continuous and bounded. For
f :R` Ñ R piecewise continuous, consider the solution hpfq

j pt, η, θq to the following system

of ODEs with initial condition hpfq

j p0q “ 0 for all j,

Bth
pfq

1 ptq “ ´V 2pu1ptqqh
pfq

1 ptq ´ fptq

Bth
pfq

j ptq “ ´V 2pujptqqh
pfq

j ptq ` V 2puj´1ptqqh
pfq

j´1ptq, j ľ 2.(6.9)

We abbreviated ujptq “ ujpt, η, θq and hpfq

j ptq “ h
pfq

j pt, η, θq.
The connection between these two objects is as follows.

PROPOSITION 6.2. Let F : r0, ts Ñ R be of the form,

(6.10) F psq “

ż s

0
fpuqdu

for piecewise continuous f . Then,

(6.11) E
pη,θq

N,t rF s “

N
ÿ

j“1

h
pfq

j pt, η, θq ` F ptq.

Moreover, for all F ,

(6.12) |E
pη,θq

N,t rF s| ĺ }F }8

and Epη,θq

N,t defines a positive measure that assigns to r0, ts weight less than or equal to 1. If
f is nonnegative, then

(6.13) h
pfq

j ptq ĺ 0

for all j and t.

PROOF. In the proof we suppress explicit dependence on pη, θq of the various quantities
involved where convenient. By definition we have,

E
pη,θq

1,t rF s “

ż t

0
e

´
şt

s0
V 2pu1puqqdu

V 2pu1ps0qqF ps0qds0,

E
pη,θq

n,t rF s “

ż t

0
e

´
şt

sn´1
V 2punpuqqdu

V 2punpsn´1qqE
pη,θq

n´1,sn´1
rF sdsn´1, nľ 2(6.14)

Denote temporarily,

(6.15) Ẽn,t :“
n
ÿ

j“1

h
pfq

j ptq ` F ptq.

Then,

BtẼn,t “ ´V 2punptqqẼn,t ` V 2punptqqẼn´1,t(6.16)



24

where Ẽ0,t :“ F ptq. The solution to this system of ODEs is given by (6.14), proving the
desired equality. Temporarily denote now Ên,t :“ E

pη,θq

n,t r1s. We prove by induction that
Ên,t ĺ 1. Clearly by (6.14) all the ÊN,t are nonnegative since V is convex. We have,

(6.17) Ê1,t “

ż t

0
e

´
şt

s0
V 2pu1puqqdu

V 2pu1ps0qqds0 “ 1 ´ e´
şt

0
V 2pu1puqqdu ĺ 1.

Assuming that Ên´1,t ĺ 1 have,

Ên,t “

ż t

0
e

´
şt

sn´1
V 2punpuqqdu

V 2punpsn´1qqÊn´1,tdsn

ĺ

ż t

0
e

´
şt

sn´1
V 2punpuqqdu

V 2punpsn´1qqdsn´1

“ 1 ´ e´
şt

0
V 2punpuqqdu ĺ 1(6.18)

which completes the proof that the Ên,t ĺ 1 for all n and t. Finally, the nonpositivity of the
h

pfq

j ptq in the case of nonnegative f follows from Lemma B.1.

REMARK. The functions hpfq

j ptq can be obtained by adding the parameter ´δf to the RHS
of the equation for u1ptq in (2.1), differentiating with respect to δ and setting δ “ 0. In the
language of Malliavin derivatives discussed above in the context of the proof of Lemma 5.1,
the hpfq

j are the Malliavin derivatives of the uj obtained by perturbing the Brownian motion

B0 in the direction ´
ş¨

0 fpsqds. For example, when f “ 1, one obtains that hpfq

j “ Bθuj .

6.3. Upper tail bound with respect to Pseudo-Gibbs measure.

6.3.1. Preliminaries. In order to prove our upper tail estimate, we will need to change
some of the parameters in the measureEpη,θq

N,t in order to apply Proposition 6.1. The following
two lemmas establish the required monotonicity properties which are then applied to the
observable of interest in Corollary 6.5.

LEMMA 6.3. Let F be of the form,

(6.19) F psq “

ż s

0
fpuqdu

for piecewise continuous nonnegative f . Then, the function,

(6.20) θ ÑE
pη,θq

N,t rF s

is differentiable in θ and nondecreasing.

PROOF. Differentiability of Epη,θq

N,t rF s follows easily from its definition as an iterated in-
tegral and the fact that V is smooth and the ujpt, η, θq are differentiable.

We now turn to proving the monotonicity. We temporarily denote the derivatives by
vjptq :“ BθE

pη,θq

N,t rF s and denote ujptq “ ujpt, θ, ηq. They satisfy,

Btvjptq “ ´V 2pujptqqvjptq ` V 2pujptqqvj´1ptq ´ V 3pujptqqph
pfq

j ptqqpBθujptqq(6.21)

with the convention that v0ptq “ 0. By (5.15) and Proposition 6.2 we have,

(6.22) ´ V 3pujptqqph
pfq

j ptqqpBθujptqq ľ 0

for all t. From Lemma B.2 we have that vjptq ľ 0 for all t. The claim follows.
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LEMMA 6.4. Let V be of O’Connell-Yor type and let 0 ă aĺ c0 where c0 is the constant
from (2.5). Let F be of the form,

(6.23) F psq “

ż s

0
fpuqdu

for nonnegative piecewise continuous f . Then, the function

(6.24) η Ñ eaWN,tpη,θqE
pη,θq

N,t rF s

is increasing.

REMARK. In the O’Connell-Yor case, one can take a “ 1 and in fact the quantity under
consideration is independent of η. Indeed, in this case the prefactor cancels the appearance of
partition function in (3.9) and all that remains is an integral restricted to s0 ľ 0 which does
not depend on η.

PROOF. By differentiation (differentiability follows as in the previous lemma), it suffices
to prove that

(6.25) a pBηWN,tq pη, θqE
pη,θq

N,t rF s ` BηE
pη,θq

N,t rF s ľ 0.

The argument will be similar to the proof of Proposition 4.2. We denote the quantity on
the right in the above display by AN ptq and suppress dependence of other quantities in the
proof on the parameters pη, θq where convenient. Recall the notation kjptq “ Bηujpt, η, θq.
By directly differentiating (6.11) with respect to t (recall the hpfq

j ’s satisfy (6.9)) we have,

(6.26) BtE
pη,θq

n,t rF s “ ´V 2punptqqhpfq
n ptq

and so differentiating with respect to η we have,

BtBηE
pη,θq

n,t rF s “ ´V 2punptqqBηh
pfq
n ptq ´ V 3punqhpfq

n ptqknptq

“ ´V 2punptqqBηE
pη,θq

n,t rF s ` V 2punptqqBηE
pη,θq

n´1,trF s ´ V 3punptqqhpfq
n ptqknptq,(6.27)

where we use the convention Epη,θq

0,t rF s :“ F ptq (and so BηE
pη,θq

0,t rF s “ 0). The second line

follows from substituting Bηh
pfq
n ptq “ BηE

pη,θq

n,t rF s ´ BηE
pη,θq

n´1,trF s.
By Proposition 5.2 we have,

(6.28) BtBηWn,t “ ´V 2punptqqknptq.

From this and (6.26) we have,

Bt

!

pBηWn,tqE
pη,θq

n,t rF s

)

“ ´ V 2punptqqpBηWn,tqh
pfq
n ptq ´ V 2punptqqknptqE

pη,θq

n,t rF s

“ ´ V 2punptqqpBηWn,tqE
pη,θq

n,t rF s

`V 2punptqqpBηWn´1,tqE
pη,θq

n´1,trF s ´ hpfq
n ptqV 2punptqqknptq,(6.29)

where we use the convention W0,tpη, θq “ ´B0ptq ` θt, and so BηW0,tpη, θq “ 0. Above, the
second line follows from substituting hpfq

n ptq “ E
pη,θq

n,t rF s ´ E
pη,θq

n´1,trF s in the first term of

the first line, and Epη,θq

n,t rF s “ h
pfq
n ptq `E

pη,θq

n´1,trF s in the second term, and then simplifying
using BηWn,t ´ knptq “ BηWn´1,t.
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Therefore, combining (6.27) and (6.29) we obtain,

BtAnptq “ ´V 2punptqqAnptq ` V 2punptqqAn´1ptq

` phpfq
n ptqqknptqp´V 3punptqq ´ aV 2punptqqq.(6.30)

where A0ptq “ 0. By the assumption on a and the fact that knptq ĺ 0 by (5.15) and hpfq
n ptq ĺ

0 by Proposition 6.2 we have that the last line above is a positive function. The nonnegativity
of the Anptq now follows from Lemma B.2.

COROLLARY 6.5. Let 0 ĺ t0 ĺ t and let,

(6.31) F psq “ 1tsľt0u.

Let 0 ă aĺ c0 where c0 is from (2.5). Then, the functions

(6.32) θ ÑE
pη,θq

N,t rF s

and

(6.33) η Ñ eaWN,tpη,θqE
pη,θq

N,t rF s

are nondecreasing.

PROOF. Let

(6.34) fnpuq :“ n1tt0ĺuĺt0`n´1u

and

(6.35) Fnpsq :“

ż s

0
fnpuqdu.

From the definition (6.8) we see that

(6.36) E
pη,θq

N,t rF s “ lim
nÑ8

E
pη,θq

N,t rFns.

The previous two lemmas apply to Fn and so the claim follows.

6.3.2. Tail estimates. We now turn to the proof of the moderate deviation estimates of
the first jump time with respect to the pseudo-Gibbs measure in the equilibrium case η “ θ.
We first derive an estimate for the probability that the first jump time is positive, and then use
stationarity to deduce a general tail estimate from the first case.

PROPOSITION 6.6. Let θ0 ą 0 be such that,

(6.37) ψV
2 pθ0q ă 0.

Let ε0 ą 0 be,

(6.38) ε0 :“
1

2
pc0 ^ θ0q ,

where c0 is the constant from Assumption 2.5. There is a constant C0 ą 0 that depends only
on

(6.39) sup
|θ´θ0|ĺε0

|ψV
3 pθq|

so that for t“NψV
1 pθ0q we have for all θ satisfying 0 ă θ0 ´ θ ă ε0 that

(6.40) E
”

E
pθ,θq

N,t r1ts0ą0us

ı

ĺ exp

ˆ

N
ψV
2 pθ0q

16
pθ0 ´ θq3 `NC0pθ0 ´ θq4

̇
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PROOF. Let 4a“ θ0 ´ θ ą 0. Define also,

(6.41) λ :“ θ` 2a.

We claim that,

E
pθ,θq

N,t r1tsą0us ĺE
pθ,λq

N,t

“

1tsą0u

‰

ĺ eapWN,tpθ0,λq´WN,tpθ,λqqE
pθ0,λq

N,t

“

1tsą0u

‰

ĺ eapWN,tpθ0,λq´WN,tpθ,λqq.(6.42)

Here, since λą θ the first inequality follows from (6.32) of Corollary 6.5. Since θ0 ą θ, the
second inequality follows from (6.33) of Corollary 6.5. The final inequality follows from
(6.12). By Cauchy-Schwarz and Proposition 6.1,

E
”

eapWN,tpθ0,λq´WN,tpθ,λqq
ı2

ĺ E
”

e2aWN,tpθ0,λq
ı”

e´2aWN,tpθ,λq
ı

“ E
”

epθ0´λqWN,tpθ0,λq
ı”

epθ´λqWN,tpθ,λq
ı

“ exp

ˆ

Np2ψV
´1pλq ´ψV

´1pθ0q ´ψV
´1pθqq `

t

2
pθ20 ` θ2 ´ 2λ2q

̇

.(6.43)

A Taylor expansion at θ0 gives

2ψV
´1pλq ´ψV

´1pθ0q ´ψV
´1pθq “ ´4ψV

1 pθ0qa2 ` 8ψV
2 pθ0qa3 ` Opa4q.(6.44)

On the other hand,

(6.45) θ20 ` θ2 ´ 2λ2 “ 8a2.

We conclude using t“NψV
1 pθ0q.

LEMMA 6.7. Let 0 ă τ ă t. We have the equality in distribution,

(6.46) E
pθ,θq

N,t r1ts1ąτus
d
“E

pθ,θq

N,t´τ r1ts1ą0us.

PROOF. By the definition (6.8) we have,

E
pθ,θq

N,t r1tsąτus “

ż

0ăs0ă¨¨¨ăsN´1ăt
exp

˜

´

N´1
ÿ

j“0

ż sj`1

sj

V 2pujpuqqdu

¸

1ts0ąτu

N
ź

j“1

V 2pujpsj´1qqds

“

ż

τăs0ă¨¨¨ăsN´1ăt
exp

˜

´

N´1
ÿ

j“0

ż sj`1

sj

V 2pujpuqqdu

¸

1ts0ąτu

N
ź

j“1

V 2pujpsj´1qqds

“

ż

0ăs0ă¨¨¨ăsN´1ăt´τ
exp

˜

´

N´1
ÿ

j“0

ż sj`1

sj

V 2pujpu` τqqdu

¸

1ts0ą0u

N
ź

j“1

V 2pujpsj´1 ` τqqds

(6.47)

Now, tujps ` τqu1ĺjĺN,0ĺsĺt has the same distribution as tujpsqu1ĺjĺN,0ĺsĺt since the
solution to (2.1) is a Markov process and we are assuming that the distribution of tujp0quNj“1
is invariant. Therefore, the last line has the same distribution as,
(6.48)
ż

0ăs0ă¨¨¨ăsNăt´τ
exp

˜

´

N´1
ÿ

j“0

ż sj`1

sj

V 2pujpuqqdu

¸

1ts0ą0u

N
ź

j“1

V 2pujpsj´1qqds“E
pθ,θq

N,t´τ

“

1ts0ą0u

‰

.
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This yields the claim.
The following is the main technical result of this section, and gives an upper tail estimate

for the first jump time under the pseudo-Gibbs measure. We remark here that the upper bound,
Theorem 2.3 also follows from the following result, given the variance representation on the
first line of (4.1). However, this approach requires the additional assumption ψV

2 pθq ă 0.

PROPOSITION 6.8. Let I0 be a compact interval supported in p0,8q on which ψV
2 pθq ă 0

for all θ P I0. Then there is a δ ą 0 and C0 ą 0 so that for all pairs pt, θq satisfying θ P I0
and

(6.49) |t´NψV
1 pθq| ĺ δN

we have for all 0 ĺw ĺ δN that,

(6.50) E
”

E
pθ,θq

N,t r1ts0ąepθ,tq`wus

ı

ĺ exp

ˆ

´
w3

16N2ψV
2 pθq2

`C0N
´3w4

̇

where,

(6.51) epθ, tq :“ t´NψV
1 pθq

as long as epθ, tq `w ľ 0.

PROOF. Let δ1 ą 0 be such that ψV
2 pθq ă 0 for all θ P I1 :“ I0 `r´δ1, δ1s and this interval

remains strictly contained in p0,8q. Let us take δ ą 0 so small that for all 0 ĺw0 ĺ 10δ and
all θ P I0, the equation

(6.52) ψV
1 pθq ´ψV

1 pvq “w0.

has a (necessarily unique) solution v P I1 admitting the expansion,

(6.53) pθ´ vq “ ´
w0

ψV
2 pθq

` Opw2
0q,

and that

(6.54) |θ´ v| ĺ
1

10
pc0 ^ pinf I1qq

where c0 is the constant in (2.5). Now, given θ P I0 and t andw satisfying |t´NψV
1 pθq| ĺ δN

and 0 ĺw ĺ δN let ν P I1 satisfy,

(6.55) ψV
1 pθq ´ψV

1 pνq “
w

N
.

The claim is vacuous if epθ, tq ` w ľ t (the LHS of the desired inequality is then 0), so
assume that 0 ĺ epθ, tq ` w ĺ t (alternatively we could also reduce the value of δ ą 0 to
enforce this). By Lemma 6.7 we have,

(6.56) E
”

E
pθ,θq

N,t r1ts0ąepθ,tq`wus

ı

“ E
”

E
pθ,θq

N,t´epθ,tq´wr1s0ą0s

ı

Now by definition,

(6.57) t´ epθ, tq ´w “ ψV
1 pνq.

We may apply Proposition 6.6 with the θ0 there equal to the ν here and the θ there equal to
the θ here. Therefore,

ErE
pθ,θq

N,t´epθ,tq´wr1s0ą0ss ĺ exp

ˆ

N
ψV
2 pνq

16
pν ´ θq3 `NCpν ´ θq4

̇

ĺ exp

ˆ

´
w3

16N2ψV
2 pθq2

`C0N
´3w4

̇

(6.58)
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and the claim follows.
Finally, we derive a corollary that is suited for application in the next section.

COROLLARY 6.9. Let θ0 ą 0 be such that ψV
2 pθ0q ă 0. Let

(6.59) t0 :“NψV
1 pθ0q, λ :“ θ0 `N´1{3.

There are C ą 0 and cą 0 so that for all Y ą 0 we have,

(6.60) ErE
pλ,λq

N,t0
rps0 ´ Y N2{3q`ss ĺC

´

N2{3e´cpY ´Cq3` ` e´cN
¯

.

PROOF. Note that epλ, tq “ OpN2{3q. By Proposition 6.8 there is an ε1 ą 0 so that,

(6.61) ErE
pλλq

N,t0
r1ts0ąε1N{2uss ĺCe´cε31N

and for all 0 ă y ă ε1N we have,

(6.62) ErE
pλ,λq

N,t0
r1ts0ąyuss ĺCe´cN´2py´CN2{3q3` .

The measure defined by Epλ,λq

N,t0
is supported in the interval r0, t0s and so we have almost-

everywhere with respect to to the pseudo-Gibbs measure that,

(6.63) ps0 ´ Y N2{3q` ĺ t0 ĺCN.

Therefore,

(6.64) ErE
pλ,λq

N,t0
rps0 ´ Y N2{3q`1ts0ąε1N{2uss ĺCNErE

pλλq

N,t0
r1ts1ąε1N{2uss ĺCe´cN

for some c,C ą 0. On the other hand,

ErE
pλ,λq

N,t0
rps0 ´ Y N2{3q`1ts0ăε1N{2uss “

ż 8

0
ErE

pλ,λq

N,t0
r1tY N2{3`uăs0ăε1N{2ussdu

“N2{3

ż 8

0
ErE

pλ,λq

N,t0
r1tpY `uqN2{3ăs0ăε1N{2ussdu

ĺN2{3

ż 8

0
Ce´cpY `u´Cq3`du

ĺCN2{3e´cpY ´Cq3`(6.65)

In the first inequality we used (6.62). This yields the claim.

7. Lower bound. In this section we give the proof of our lower bound for the variance,
Theorem 2.6. We first introduce a three-parameter version of the height function WN,tpη, θq

denoted by W̃N,tpη, θ1, θ2q below. The role of η as the initial data parameter will remain the
same. We separate the drift or driving parameter into two regimes, when s1 ÀN2{3 and when
s1 " N2{3. The first is the regime of “strong dependence” and the second of “weak depen-
dence.” The weak dependence of the three-parameter W̃N,tpη, θ1, θ2q on its last argument is
quantified by the concentration estimates of Corollary 6.9.

Let us remark here that all questions of well-posedness and differentiability of the three-
parameter system are almost identical to the two-parameter one. Further discussion is de-
ferred to Appendix B.3.2.
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7.1. Three-parameter height function. We introduce a three-parameter height function
W̃N,tpη, θ1, θ2q as follows. Fix a Y ą 0. This parameter will later be chosen to be large
depending on some other constants that appear in the proof of Proposition 7.3 below. Then,
define ũjpt, η, θ1, θ2q as the solution to,

dũ1pt, η, θ1, θ2q “ ´V 1pũ1pt, η, θ1, θ2qqdt` dB0 ` dB1 ´ θ11ttPr0,Y N2{3sudt´ θ21ttąY N2{3udt

dũjpt, η, θ1, θ2q “ ´V 1pũjpt, η, θ1, θ2qq ` V 1pũj´1pt, η, θ1, θ2qq ´ dBj´1 ` dBj ,
(7.1)

with initial data equal to ũjp0, η, θ1, θ2q “ Hηpqiq. That is, we set the drift parameter equal
to θ1 for time up to Y N2{3 and then θ2 for all later times t. Then, W̃N,t is defined by,

W̃N,tpη, θ1, θ2q :“
N
ÿ

j“1

ũjpt, η, θ1, θ2q ´B0ptq

`

ż t

0
θ11tsPr0,Y N2{3sudt` θ21tsąY N2{3uds(7.2)

The point of this definition is that, due to the concentration estimates of the previous section,
the height function depends strongly only on θ1 and only weakly on θ2 for Y large enough.

The next lemma establishes some monotonicity properties similar to the case of the two-
parameter height function.

LEMMA 7.1. For any η, θ1, θ2 ą 0 we have,

(7.3)
´

BηBθ2W̃N,t

¯

pη, θ1, θ2q ľ 0,
´

B2
θ2W̃N,t

¯

pη, θ1, θ2q ľ 0,

for all N and tľ 0.

PROOF. For notational convenience we drop dependence of the various quantities on the
arguments pη, θ1, θ2q. Define h̃jptq :“ Bθ2 ũjptq and k̃jptq :“ Bηũjptq. The h̃j obey,

Bth̃1ptq “ ´V 2pũ1ptqqh̃1ptq ´ 1ttľY N2{3u

Bth̃jptq “ ´V 2pũjptqqh̃jptq ` V 2pũj´1ptqqh̃j´1ptq(7.4)

with initial data h̃jp0q “ 0. By Lemma B.1 we have h̃jptq ĺ 0 for all t. For the k̃j we have
that they obey,

Btk̃1ptq “ ´V 2pũ1ptqqk̃1ptq

Btk̃jptq “ ´V 2pũjptqqk̃jptq ` V 2pũj´1ptqqk̃j´1ptq(7.5)

with initial data k̃jp0q ĺ 0. By Lemma B.3 it follows that k̃jptq ĺ 0 for all t. Then, with
Fjptq :“ B2W̃N,t for B2 “ BηBθ2 or B2 “ B2

θ2
we have that these obey the equations,

(7.6) BtFjptq “ ´V 2pũjptqqFjptq ` V 2pũjptqqFj´1ptq ´ V 3pũjptqqgjptq

where gjptq “ h̃jptq
2 or gjptq “ h̃jptqk̃jptq, with initial data Fjp0q “ 0 and the convention

that F0ptq “ 0. In either case, gjptq ľ 0 and so since V 3pxq ĺ 0 for all x, the nonnegativity
of Fjptq for all t and j follows from Lemma B.2.

The following relates the derivative of W̃N,t to the pseudo-Gibbs measure.

LEMMA 7.2. For any θ ą 0 we have, We have,

(7.7) pBθ2W̃N,tqpθ, θ, θq “E
pθ,θq

N,t rps1 ´ Y N2{3q`s.
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PROOF. First, note that the functions Bθ2 ũjptq equal the hpfq

j ptq as defined in (6.9) with the
choice fpsq “ 1tsąY N2{3u. Indeed, by (7.4), they are solutions to the same system of ODEs
with the same initial data. Therefore,

Bθ2W̃N,t “

N
ÿ

j“1

h
pfq

j ptq `

ż t

0
1ts0ąY N2{3uds

“E
pθ,θq

N,t

„
ż s0

0
fpuqdu

ȷ

“E
pθ,θq

N,t rps0 ´ Y N2{3q`s(7.8)

where in the second equality we used (6.11).

7.2. Proof of lower bound when “first jump” expectation vanishes. We first prove the
lower bound in the special case that the quantity t ´ NψV

1 pθq “ 0 vanishes.2 The general
case will be seen to follow easily from a perturbation argument and the general lower bound
of Corollary 5.4.

Parts of the following proof draw some inspiration from the proof of the lower bound of
[33]. Our proof involves lower bounding WN,tpθ0, θ0q by WN,tpλ,λq for some λ close to
θ0. However, we have written the proof in the “backwards” direction, starting with a lower
bound for WN,tpλ,λq and upper bounding this quantity by WN,tpθ0, θ0q. While this has the
side effect of making some steps appear unmotivated (they are more easily motivated if one
reads the proof in the other “forwards” direction), it is easier to verify the logic involved due
to upper bounds being somehow conceptually simpler in this setting than lower bounds.

PROPOSITION 7.3. Let θ0 ą 0 be such that ψV
2 pθ0q ă 0. Define

(7.9) t0 :“NψV
1 pθ0q.

There is a constant c1 ą 0 so that,

(7.10) Var pWN,t0pθ0, θ0qq ľ c1N
2{3

for all sufficiently large N .

PROOF. Let us denote,

(7.11) Q :“ ErWN,t0pθ0, θ0qs

and define λ by

(7.12) λ :“ θ0 `N´1{3.

Choose a c˚ ą 0 so that,

(7.13) Q` c´1
˚ N1{3 ľ ErWN,t0pλ,λqs ľQ` 4c˚N

1{3,

for all sufficiently large N . Here we use the fact that the function θ Ñ ErWN,t0pθ, θqs “

θt0 ´NψV
0 pθq has a derivative that vanishes at θ “ θ0 and a strictly positive second derivative

in a small neighborhood of θ0 by the assumption that ψV
2 pθ0q ă 0.

2If one formally extends the pseudo-Gibbs measure to start from ´8, then this quantity is the annealed
expectation of the variable s0; this can be seen clearly in the O’Connell-Yor case.
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Defining Z :“WN,t0pλ,λq ´Q we have by the Paley-Zygmund inequality,

PrWN,t0pλ,λq ľQ` 2c˚N
1{3s ľ P

„

Z ľ
1

2
ErZs

ȷ

ľ
1

4

ErZs2

VarpZq ` ErZs2

ľ 2c1(7.14)

for some c1 ą 0 and all N sufficiently large. In the last line we used that c˚N
1{3 ĺ ErZs ĺ

CN1{3 for some C ą 0 and that VarpZq ĺ CN2{3 by Theorem 2.3. From (5.16) we have
that,

(7.15) WN,t0pλ,λq ĺWN,t0pθ0, λq

and so,

(7.16) PrWN,t0pθ0, λq ľQ` 2c˚N
1{3s ľ PrWN,t0pλ,λq ľQ` 2c˚N

1{3s ľ 2c1,

for all sufficiently largeN . Consider now the three parameter height function W̃N,t as defined
in the previous section. We have,

WN,t0pθ0, λq “ W̃N,t0pθ0, λ,λq

“ W̃N,t0pθ0, λ, θ0q `

ż λ

θ0

pBθ2W̃N,t0qpθ0, λ, θ2qdθ2.(7.17)

Now, by Lemmas 7.1 and 7.2, respectively, we have
ż λ

θ0

pBθ2W̃N,t0qpθ0, λ, θ2qdθ2 ĺ

ż λ

θ0

pBθ2W̃N,t0qpλ,λ,λqdθ2

“N´1{3pBθ2W̃N,t0qpλ,λ,λq

“N´1{3E
pλ,λq

N,t0
rps0 ´ Y N2{3q`s.(7.18)

By Corollary 6.9 and Markov’s inequality, we have that for Y sufficiently large and all N
sufficiently large,

(7.19) P
”

N´1{3E
pλ,λq

N,t0
rps0 ´ Y N2{3q`s ą c˚N

1{3
ı

ĺ c1.

Therefore, for N sufficiently large we have,

(7.20) PrWN,t0pθ0, λq ľQ` 2c˚N
1{3s ĺ PrW̃N,t0pθ0, λ, θ0q ľQ` c˚N

1{3s ` c1

and so,

(7.21) PrW̃N,t0pθ0, λ, θ0q ľQ` c˚N
1{3s ľ c1.

Now, by the Cameron-Martin theorem and Cauchy-Schwarz,

PrW̃N,t0pθ0, λ, θ0q ľQ` c˚N
1{3s2

“E
”

1
tW̃N,t0

pθ0,θ0,θ0qľQ`c˚N1{3u
epθ0´λqB0pY N2{3q´Y pλ´θ0q2N2{3{2

ı2

ĺPrWN,t0pθ0, θ0q ľQ` c˚N
1{3se´Y Ere2pθ0´λqB0pY N2{3qs

“PrWN,t0pθ0, θ0q ľQ` c˚N
1{3seY(7.22)

We therefore conclude that there is some c2 ą 0 so that for all N sufficient large,

(7.23) PrWN,t0pθ0, θ0q ´ ErWN,t0pθ0, θ0qs ľ c2N
1{3s ľ c2.

The claim now follows.
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7.3. Lower bound, general case. We first show that the variance is Lipschitz in the time
parameter.

LEMMA 7.4. For any s, tą 0 and θ ą 0 we have,

(7.24) |Var pWN,tpθ, θqq ´ Var pWN,spθ, θqq| ĺ |t´ s|

PROOF. We have,

(7.25) Bt pBθWN,tq pθ, θq “ ´V 2puN pθ, θqqhN pt, θ, θq ľ 0

where the last inequality follows from (5.15) as well as

(7.26) Bt pBηWN,tq pθ, θq “ ´V 2puN pθ, θqqkN pt, θ, θq ľ 0

where we again use (5.15).
Assume now są t. Then using the first line of (4.1) we have,

(7.27) VarpWN,tpθ, θqq ĺNψV
1 pθq ´ t` 2ErpBθWN,sqpθ, θqs “ VarpWN,spθ, θqq ` s´ t.

Similarly, the second line of (4.1) gives,

(7.28) VarpWN,tpθ, θqq ľ t´NψV
1 pθq ´ 2ErpBηWN,sqpθ, θqs “ VarpWN,spθ, θqq ` t´ s

and so we conclude.

7.3.1. Proof of Theorem 2.6. The entirety of this subsection is devoted to the proof of
Theorem 2.6. Fix θ0 ą 0 satisfying the hypotheses of the theorem. Let t0 “ NψV

1 pθ0q. By
Lemma 7.4 and Proposition 7.3 we have that there is a cą 0 so that for all t satisfying,

(7.29) |t´ t0| ĺ cN2{3

we have,

(7.30) VarpWN,tpθ0, θ0qq ľ cN2{3.

On the other hand, if |t´ t0| “ |t´NψV
1 pθ0q| ľ cN2{3 then by Corollary 5.4 we have,

(7.31) VarpWN,tpθ0, θ0qq ľ |t´NψV
1 pθ0q| ľ cN2{3.

We conclude the proof.

8. Gaussian case. In this short section we provide the proof of Proposition 2.5 and ana-
lyze the case V pxq “ x2

2 . In this case, the system (2.1) reads

du1 “ p´θ´ u1qdt` dB0 ` dB1

duj “ puj´1 ´ ujqdt` dBj ´ dBj´1(8.1)

These equations have explicit solutions

u1ptq “

ż t

0
e´

şt

s
drp´θds` dB0psq ` dB1psqq ` e´tu1p0q

(8.2)

“ θpe´t ´ 1q `

ż t

0
e´pt´sqdB0psq `

ż t

0
e´pt´sqdB1psq ` e´tu1p0q,

(8.3)
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ujptq “

ż t

0
e´

şt

s
drpuj´1psqds` dBjpsq ´ dBj´1psqq ` e´tujp0q

(8.4)

“

ż t

0
e´pt´squj´1psqds`

ż t

0
e´pt´sqdBjpsq ´

ż t

0
e´pt´sqdBj´1psq ` e´tujp0q for j ľ 2.

(8.5)

In particular, by induction we see that each ujptq is a linear combination of tuip0qu1ĺiĺj

and Wiener integrals against the Biptq. In particular, in this case the height function W θ
N,t

is a linear combination of jointly Gaussian random variables and so is Gaussian, and its
distribution is therefore completely determined by its mean and variance.

Consider now the functions,

(8.6) hnptq :“ ´

ż t

0

sn´1

pn´ 1q!
e´sds

and

(8.7) fnptq :“ ´ErunptqB0ptqs

Clearly,

(8.8) h1ptq “ f1ptq “ e´t ´ 1.

On the other hand we have,

(8.9) fnptq “

ż t

0
e´pt´sqfn´1psqds.

Now by integration by parts,

(8.10) hnptq “
tn´1e´t

pn´ 1q!
´ hn´1ptq “ ´Bthnptq ´ hn´1ptq.

Therefore,

(8.11) hnptq “

ż t

0
e´pt´sqhn´1psqds

and so hnptq “ fnptq for all n and t. We have,

(8.12) VarpW θ
N,tq “N ´ t´ 2ErW θ

N,tB0ptqs

Now, since dW θ
N,t “ ´uN ptqdt` dBN we have,

´ErW θ
N,tB0ptqs “ ´

ż t

0
hN psqds

“

ż t

0

ż s

0

rN´1

pN ´ 1q!
e´rdrds

“

ż t

0

ż t

r

rN´1

pN ´ 1q!
e´rdsdr

“

ż t

0
pt´ rq

rN´1

pN ´ 1q!
e´rdr

“ ´thN ptq `NhN`1ptq
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“ pN ´ tqhN ptq `N rhN`1ptq ´ hN ptqs

“ pN ´ tqhN ptq `
tN

pN ´ 1q!
e´t.

Therefore,

VarpW θ
N,tq “N ´ t´ 2ErW θ

N,tB0ptqs

“ pN ´ tq r1 ` 2hN ptqs ` 2
tN

pN ´ 1q!
e´t.

When t“N we use Stirling’s approximation to get

(8.13)
VarpW θ

N,N q
?
N

“
2NNe´N

pN ´ 1q!
?
N

“ 2

ˆ

N

e

̇N
?
N

N !
“

c

2

π
` op1q

This yields the claim.

APPENDIX A: WELL-POSEDNESS; GENERATOR AND INVARIANT MEASURE

The purpose of this appendix is to prove Proposition 2.2. The well-posedness component
of the proposition statement follows from Proposition A.2. The characterization of the invari-
ant measure is the content of Appendix A.2.

A.1. Well-posedness. In this section we deal with well-posedness of the system (2.1).
Since the coefficients of the Brownian terms are constant, the system (2.1) may be re-
interpreted as a system of ordinary differential equations, for which classical results allow
one to obtain a solution. The only thing that must be checked is that the system does not
explode in finite time, that is, the solution remains bounded on bounded time intervals. Here,
the main point is that due to the confining nature of the potential and triangular nature of the
system, it is straightforward to check the non-explosion. The following lemma will be used
iteratively in the just-described proof.

LEMMA A.1. Let W :R Ñ R be a continuous function satisfying,

(A.1) W pxqsignpxq ľ ´Lp|x| ` 1q

for some L ą 0. Let fpsq : R` Ñ R be a continuous function and let uptq be a continuous
function satisfying,

(A.2) uptq “ ´

ż t

0
W pupsqqds` fptq

on some time interval r0, T s. If M ą 1 satisfies

(A.3) M ľ sup
sPr0,T s

|fpsq| ` |up0q|

then,

(A.4) sup
tPr0,T s

|uptq| ĺ 1 ` p4M `LT q
`

1 ` TLeLT
˘

“:CT .

PROOF. Suppose for a contradiction that there exists a tă T such that |uptq| “CT . Let

(A.5) t˚ :“ inftt P r0, T s : |uptq| “CT u.
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We assume that upt˚q “CT ą 0. The case when upt˚q “ ´CT ă 0 is similar. Let,

(A.6) s˚ “ suptt P r0, t˚s : |uptq| “ 2Mu.

Then since uptq is continuous we have 0 ă s˚ ă t˚ ĺ T , and moreover, for s˚ ĺ tĺ t˚,

(A.7) ups˚q “ 2M ĺ uptq ĺCT “ upt˚q.

It follows that for s P rs˚, t˚s that W pupsqq ľ ´Lpupsq ` 1q and so for t P ps˚, t˚s we have

(A.8) uptq “ ups˚q ` fptq ´ fpsq ´

ż t

s˚

W pupsqqdsĺ p4M `LT q `

ż t

s˚

Lupsqds

By Gronwall’s integral inequality,

(A.9) uptq ĺ p4M `LT q
`

1 ` TLeLT
˘

,

which yields a contradiction upon taking t“ t˚.

PROPOSITION A.2. Let V be of O’Connell-Yor type. For each choice of initial data and
each realization of the Brownian motions, there exists a unique global-in-time solution of
(2.1). Moreover, for each fixed realization of the Brownian motion, the solutions of (2.1) are
uniformly bounded as t, θ and the initial data vary over compact subsets of r0,8q ˆ p0,8q ˆ

RN . Consequently, the system (2.1) defines a Markov process taking values inCpr0,8q,RN q.

PROOF. The system (2.1) has the form of an N -dimensional stochastic differential equa-
tion:

(A.10) dx“ bpxqdt` σdB,

with smooth coefficients

(A.11) bpxq “ p´θ´ V 1px1q, V 1px1q ´ V 1px2q, . . . , V 1pxN´1q ´ V 1pxN qqT P RN ,

and σ PMNˆpN`1qpRq is given by

(A.12) σ “

¨

˚

˚

˚

˚

˚

˚

˚

˝

1 1
´1 1

´1 1
. . .
´1 1

´1 1

˛

‹

‹

‹

‹

‹

‹

‹

‚

,

and the Brownian motion B is B “ pB0,B1, . . . ,BN qT .
We start by considering, for a fixed continuous f :R` Ñ RN , the equations

(A.13) xptq “ xp0q `

ż t

0
bpxpsqqds` fptq.

This is a system of integral equations with right-hand side F px, tq “
şt
0 bpxpsqqds ` fptq,

where F locally Lipschitz in x (the Lipschitz constant does not depend on f ). By classical
results (see for example [43, Theorem 1, Chapter 21]) there exists, for each initial data xp0q “

x0 and each continuous f , a maximal time τ “ τ8pfq ą 0 of existence and a unique solution
xptq “ xpt, u0, fq P RN of (A.13) on p0, τq. Moreover, if τ8pfq ă 8, then limtÑτ´

8
|xptq| “

8. τ8pfq is called the explosion time.
We now claim that the explosion time satisfies τ8pfq “ 8, for every choice of f . First,

note that by assumption of (2.4) we have V 1pxq ĺ 0 for all x. By this and the convexity
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of V pxq we see that W pxq “ V 1pxq satisfies the assumptions of Lemma A.1. Applying this
lemma we see that x1ptq does not explode in finite time. For higher j, we write the system
(2.1) as

(A.14) xjptq “ ´

ż t

0
V 1pxjpsqqds` F ptq,

where F ptq depends on xj´1 and the Brownian motion terms. Arguing inductively we see
that Lemma A.1 implies that if xj´1 does not explode in finite time, then neither does xj .
Evaluating the solution of (A.13) at each realization of the Brownian motion sample paths
yields the solution to the system (2.1). This shows that the system has global-in-time so-
lutions. The claim about uniform boundedness follows from tracking the constants in the
iterative applications of Lemma A.1. The fact that this defines a Markov process is clear, as
the solution to (A.13) depends only on the initial data and the increments of the Brownian
motion sample paths.

A.2. Generator and invariant measure. Denote Bj “ B
Bxj

. We begin by remarking that
system (2.1) is an Itô diffusion with generator

L“
1

2
pB1q2 `

1

2

N
ÿ

j“2

pBj ´ Bj´1q
2

`
1

2
pBN q

2

`
`

´V 1pu1q ´ θ
˘

B1 `

N
ÿ

j“2

“

V 1puj´1q ´ V 1pujq
‰

Bj .

(A.15)

This generator L has the form

(A.16) L“
1

2
∇Ta∇ ` bT∇

where a PMNˆN pRq is given by,

(A.17) a :“

¨

˚

˚

˚

˚

˚

˚

˚

˝

2 ´1
´1 2 ´1

´1 2 ´1
. . .
´1 2 ´1

´1 2

˛

‹

‹

‹

‹

‹

‹

‹

‚

“ S ` ST ,

where the difference operator has matrix elements Sij “ δij ´ δi´1,j , and the function b is as
in (A.11). Note that if we define U by

(A.18) U “

N
ÿ

j“1

V pujq ` θuj .

then b“ ´S∇U . From this we immediately see that the function e´U satisfies the equation
L˚e´U “ 0. Indeed, we have

(A.19)
1

2
∇Ta∇e´U “ ∇TS∇e´U “ ´∇T pe´US∇Uq “ e´U

`

p∇UqTS∇U ´ ∇TS∇U
˘

as well as,

(A.20) ∇T
`

Sp∇Uqe´U
˘

“ e´U
`

∇TS∇U ´ p∇UqTS∇U
˘

,

from which it follows L˚e´U “ 0. In order to show that e´U indeed defines an invariant
measure we make a change of variable bringing L into the form of a perturbation of the
Laplacian. For this, we first establish the following.
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PROPOSITION A.3. The symmetric matrix a is positive definite.

PROOF. First, we establish that the eigenvalues of the matrix a are nonnegative. Indeed,
we have,

1

2
ξtaξ “

1

2
e´x¨ξ∇Ta∇ex¨ξ

“ e´x¨ξ

#

1

2
pB1q2 `

1

2

N
ÿ

j“2

pBj ´ Bj´1q
2

`
1

2
pBN q

2

+

ex¨ξ ľ 0,(A.21)

where the second line follows from the fact that 1
2∇

Ta∇ gives the second-order part of
the generator L in (A.15). Moreover, denoting by Dn the determinant of the matrix a in
dimension n, we have for nľ 2

Dn “ 2Dn´1 ´Dn´2, D1 “ 2, D2 “ 3.

from which one easily verifies Dn “ n` 1 ą 0.

Now, let A “ a´1{2 be the unique positive definite symmetric square root of a´1 and
consider the coordinates v “Au. Since,

(A.22) c}x}2 ĺ }Ax}2 ĺC}x}2

for some c,C ą 0 we see that the process defined by vptq “ Auptq explodes if and only if
u does. We conclude that v is also a Markov process with no explosion and moreover the
invariant measures of v are in one-to-one correspondence with those of u. By the change of
variable,

(A.23) ∇u “A∇v

we see that the generator L̃ of v given by

(A.24) L̃“
1

2
pA∇vqTaA∇v ` bpA´1vqTA∇v “

1

2
∆v ` b̃pvqT∇v

where we defined b̃pvq :“AbpA´1vq. We will obtain the uniqueness of the invariant measure
from the following result [43, Ch. 31, p. 254], which is formulated for perturbations of the
Laplacian such as L̃.

THEOREM A.4. Let D “ 1
2∆ ` B ¨ ∇ for which the corresponding diffusion does not

explode, that is, it almost surely remains bounded on bounded time intervals. (See [43,
Chapter 24] for more information, including criteria for non-explosion.) Assume Bpxq is
C8pRN ;RN q. Define the formal adjoint D˚ of D by

D˚ “
1

2
∆ ´ ∇ ¨B.

Suppose there exists a smooth function φ such thatD˚φ“ 0, φľ 0. Then µpAq “
ş

Aφpyqdy
defines a unique invariant distribution for the process.

If ΦA denotes the (unitary) composition map pΦAfqpxq :“ detpAq´1{2fpAxq then, noting
that L̃ “ Φ˚

ALΦA, and so L̃
˚

“ Φ˚
AL

˚ΦA we see that Φ´1
A pe´U q defines a unique invariant

measure for L̃. From the above discussion we see that the measure ωθ is the unique invariant
measure for the Markov process with generator L.
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APPENDIX B: DERIVATIVES

In this section we deal with proving differentiability of the solutions ujpt, η, θq in the
parameters η and θ. In general, the finite difference quotients and the derivatives satisfy
various systems of ODEs. Therefore, we begin with a short section containing a few different
kinds of systems of ODEs that we encounter and state some of their positivity-preserving
properties, as well as standard contractivity properties, etc.

B.1. ODE lemmas.

LEMMA B.1. Let Wj : R` Ñ R be nonnegative continuous functions. Let f : R` Ñ R
be a nonnegative piecewise continuous function. Then, the solution of the inhomogeneous
linear system of ODEs,

Btv1ptq “ ´W1ptqv1ptq ´ fptq

Btvjptq “ ´Wjptqvjptq `Wj´1ptqvj´1ptq, j ľ 2(B.1)

with vjp0q “ 0 for all j satisfies,

(B.2) 0 ĺ ´vjptq ĺ

ż t

0
fpsqds“: F ptq

for all t. We also have,

(B.3) 0 ľ

ż t

0
Wjpsqvjpsqdsľ

ż t

0
Wj´1psqvj´1psqdsľ . . .ľ ´F ptq.

PROOF. Recall the solution of Btu“ ´Wu´ g is given by

(B.4) uptq “ exp

ˆ

´

ż t

0
W psqds

̇

up0q ´

ż t

0
exp

ˆ

´

ż t

s
W puqdu

̇

gpsqds.

Applying this we first see that v1ptq ĺ 0 for all t and then that vjptq ĺ 0 for all t if vj´1ptq ĺ 0
for all t. Hence, we see that the vj’s are all nonpositive. The bound v1ptq ľ ´F ptq follows
from integrating

(B.5) Btv1ptq “ ´W1ptqv1ptq ´ fptq ľ ´fptq.

On the other hand we also obtain,

(B.6)
ż t

0
W1psqv1psqds“ ´F ptq ´ v1ptq ľ ´F ptq.

Integrating the equation for Btvj gives,

(B.7)
ż t

0
Wjpsqvjpsqds“

ż t

0
Wj´1psqvj´1psqds´ vjptq ľ

ż t

0
Wj´1psqvj´1psqds,

and so (B.3) follows by induction. Similarly, by integrating the equations for Btvj

(B.8) vjptq ľ

ż t

0
Wj´1psqvj´1psq ľ ´F ptq.

This finishes the proofs.
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LEMMA B.2. Let Wnptq be continuous nonnegative functions and gnptq be nonnegative
piecewise continuous. The solution wnptq to the system

Btw1ptq “ ´W1ptqw1ptq ` g1ptq

Btwjptq “ ´Wjptqwjptq `Wjptqwj´1ptq ` gjptq, j ľ 2(B.9)

with initial data wnp0q “ 0 for all n satisfies wnptq ľ 0 for all n and t.

PROOF. This follows immediately from (B.4) and induction.

LEMMA B.3. Let Wj : R` Ñ R be continuous nonnegative functions. Consider the ho-
mogeneous linear ODE,

Btv1ptq “ ´W1ptqv1ptq

Btvjptq “ ´Wjptqvjptq `Wj´1ptqvj´1ptq, j ľ 2(B.10)

If the initial data are nonnegative then the vjptq are nonnegative for all times t. Moreover,

(B.11) 0 ĺ

n
ÿ

j“1

vjptq ĺ

n
ÿ

j“1

vjp0q,

and

(B.12)
ż t

0
Wnpsqvnpsqdsĺ

n
ÿ

j“1

vjp0q

For arbitrary initial data we have,

(B.13)

ˇ

ˇ

ˇ

ˇ

ˇ

n
ÿ

j“1

vjptq

ˇ

ˇ

ˇ

ˇ

ˇ

ĺ

n
ÿ

j“1

|vjp0q|.

PROOF. First consider the case of nonnegative initial data. From the explicit form (B.4)
of the solution we conclude the non-negativity of the vjptq for all times t. We have,

(B.14) Bt

˜

n
ÿ

j“1

vjptq

¸

“ ´W ptqvjptq ĺ 0

and so (B.11) follows. Via direct integration we have
(B.15)
ż t

0
Wnpsqvnpsqds“ vnp0q´vnptq`

ż t

0
Wn´1psqvn´1psqdsĺ vnp0q`

ż t

0
Wn´1psqvn´1psqds

and so the other estimate follows by induction.
For the second claim, consider the solution gjptq of (B.10) with initial data gjp0q “ |vjp0q|.

Then wjptq :“ gjptq ´vjptq also solves (B.11) and is nonnegative for all times t, as the initial
data is nonnegative. Hence,

(B.16)
n
ÿ

j“1

vjptq ĺ

n
ÿ

j“1

gjptq ĺ

n
ÿ

j“1

gjp0q “

n
ÿ

j“1

|vjp0q|

where in the second inequality we applied (B.11) to gjptq. The upper bound of (B.13) follows.
The lower bound follows by considering wjptq :“ gjptq ` vjptq.
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LEMMA B.4. Let Wj , gj : R` Ñ R be nonnegative continuous functions. Consider the
system of ODEs,

Btv1ptq “ ´W1ptqv1ptq ` g1ptq

Btvjptq “ ´Wjptqvjptq `Wj´1ptqvj´1ptq ` gjptq ´ gj´1ptq,(B.17)

with vjp0q “ 0. Then for any n we have for all t,

(B.18)
n
ÿ

j“1

vjptq ľ 0,

and the estimates

(B.19) ´

n´1
ÿ

j“1

ż t

0
gjpsq ĺ vnptq ĺ

n
ÿ

j“1

ż t

0
gjpsqds.

PROOF. The partial sums ek :“
ř

jĺk vj satisfy,

(B.20) Btekptq “ ´Wkptqpekptq ´ ek´1ptqq ` gkptq,

where e0 “ 0. From Lemma B.2 we conclude that enptq ľ 0 for all n and t.
We now turn to the estimates. For any k ľ 1 let tmk

j ptqu8
j“1 satisfy,

Btm
k
1ptq “ ´W1ptqmk

1ptq ´ δ1kg1ptq

Btm
k
j ptq “ ´Wjptqm

k
j ptq `Wj´1m

k
j´1ptq ´ δjkgjptq, j ľ 2(B.21)

with initial condition mk
j p0q “ 0 and for k ľ 2 let twk

j u8
j“1ptq satisfy,

Btw
k
1ptq “ ´W1ptqwk

1ptq

Btw
k
j ptq “ ´Wjptqw

k
j ptq `Wj´1w

k
j´1ptq ´ δjkgj´1ptq, j ľ 2(B.22)

with initial condition wk
j p0q “ 0. Note that mk

j and wk
j are identically 0 for j ă k and more-

over,

(B.23) vnptq “

n
ÿ

k“1

pwk
j ptq ´mk

j ptqq,

by linearity of the equations, where we set w1
j “ 0. By Lemma B.1 we have,

(B.24) 0 ĺ ´wk
j ptq ĺ

ż t

0
gk´1psqds, 0 ĺ ´mk

j ptq ĺ

ż t

0
gkpsqds.

The claim follows.

B.2. First derivatives. We now apply the results of the prior section to the solutions
ujpt, η, θq defined in Definition 3.2. The notation ujpt, η, θq refers to these solutions for the
remainder of Appendix B.

PROPOSITION B.5. Let V be of O’Connell-Yor type. Fix θ, η ą 0. For |h| ă θ^ 1 define
the difference quotient,

(B.25) ∆
pdq

j,hpt, η, θq :“
ujpt, η, θ` hq ´ ujpt, η, θq

h
.
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Then, the estimate,

(B.26) 0 ĺ ´∆
pdq

j,hpt, η, θq ĺ t

holds. Additionally, define,

(B.27) Fjptq :“

ż 1

0
V 2pτujpt, η, θ` hq ` p1 ´ τqujpt, η, θqqdτ,

Then we have the estimate,

(B.28)
ż t

0
p´∆

pdq

j,hpsqqFjpsqdsĺ t.

PROOF. For notational simplicity, let us denote ∆
pdq

j ptq “ ∆
pdq

j,hpt, η, θq. By direct calcula-

tion the ∆
pdq

j satisfy,

Bt∆
pdq

1 ptq “ ´F1ptq∆
pdq

1 ptq ´ 1

Bt∆
pdq

j ptq “ ´Fjptq∆
pdq

j ptq ` Fj´1ptq∆
pdq

j ptq, j ľ 2(B.29)

where Fj is as above. The initial data satisfies ∆
pdq

j p0q “ 0. The claim now follows from
Lemma B.1, since V 2 ľ 0 by assumption.

COROLLARY B.6. Let V be of O’Connell-Yor type. The functions ujpt, η, θq are differ-
entiable in θ and the derivatives,

(B.30) hjptq “ hjpt, η, θq :“ Bθujpt, θ, ηq

satisfy the system of ODEs,

Bth1ptq “ ´V 2pu1ptqqh1ptq ´ 1

Bthjptq “ ´V 2pujptqqhjptq ` V 2puj´1ptqqhj´1ptq, j ľ 2(B.31)

where ujptq “ ujpt, η, θq. Moreover, the hj are jointly continuous in θ and η and satisfy,

(B.32) 0 ĺ ´hjptq ĺ t.

PROOF. Denote the solution to (B.31) by hjptq and the difference quotients of Proposition
B.5 by ∆

pdq

j ptq. By the calculations given there we have that the difference wj :“ hj ´ ∆
pdq

j
satisfies,

Btw1ptq “ ´V 2pu1ptqqw1ptq ` ∆
pdq

1 ptqpV 2pu1ptqq ´ F1ptqq

Btwjptq “ ´V 2pujptqqwjptq ` V 2puj´1qwj´1ptq

` ∆
pdq

j ptqpV 2pujptqq ´ Fjptqq ´ ∆
pdq

j´1ptqpV 2puj´1ptqq ´ Fj´1ptqq, j ľ 2,(B.33)

where the Fj are as in the proof of Proposition B.5. The estimates of Proposition B.5 and the
fact that V is smooth imply that the inhomogeneous terms in the above system all tend to 0
uniformly in any interval r0, T s. Therefore, by the explicit form of the solution of the above
system, one sees that the wj tend to 0 as hÑ 0 uniformly in t.

The joint continuity follows from the fact that the coefficients in the ODEs satisfied by the
hj’s are continuous in θ and η.
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Recall the initial data ujp0, η, θq are given by Hθpqjq where Hθ “ F´1
θ . Defining

Gpθ,x, yq :R` ˆ p0,1q ˆ R Ñ R by

(B.34) Gpθ,x, yq :“ Fθpyq ´ x

we see that by the implicit function theorem and the smoothness of F that the functionHθpxq

which satisfies Gpθ,x,Hθpxqq “ 0 is smooth in θ and x.
Let X denote a random variable distributed according to νη . Then,

(B.35) BηFηpuq “ ´CovpX,1tXĺuuq ľ 0,

where we used the general fact that CovpY,F pY qq ľ 0 for any random variable Y and in-
creasing F , provided the covariance exists. Moreover by differentiating FηpHηpqqq “ q we
see that,

(B.36) BηHηpqq “ ´
pBηFηqpHηpqqq

F 1
ηpHηpqqq

ĺ 0.

PROPOSITION B.7. Let V be of O’Connell-Yor type. Fix θ, η ą 0. For |h| ă η^ 1 define
the difference quotient,

(B.37) ∆
piq
j,hpt, η, θq :“

ujpt, η ` h, θq ´ ujpt, η, θq

h
.

Then, the ∆
piq
j,hpt, η, θq are all non-positive and we have the estimate,

(B.38) ´

n
ÿ

j“1

∆
piq
j,hpt, η, θq ĺ ´

n
ÿ

j“1

∆
piq
j,hp0, η, θq

Additionally, define,

(B.39) Gjptq :“

ż 1

0
V 2pτujpt, η ` h, θq ` p1 ´ τqujpt, η, θqqdτ.

Then we have the estimate,

(B.40)
ż t

0
p´∆

piq
j,hpt, η, θqqGjpsqdsĺ

j
ÿ

k“1

∆
piq
k,hp0, η, θq

PROOF. For notational simplicity we denote ∆
piq
j ptq “ ∆

piq
j,hpt, η, θq. By direct calculation

they satisfy the system of ODEs,

Bt∆
piq
1 ptq “ ´G1ptq∆

piq
1 ptq

Bt∆
piq
j ptq “ ´Gjptq∆

piq
j ptq `Gj´1ptq∆

piq
j´1ptq, j ľ 2.(B.41)

The claim follows by Lemma B.3 and the fact that (B.36) implies that ∆piq
j p0q ĺ 0 for all

j.
Given the above proposition, the proof of the following is almost identical to the proof

of Corollary B.6 given Proposition B.5 and is omitted. Note that (B.36) gives that the kjp0q

defined below satisfy kjp0q ĺ 0 for all j.

COROLLARY B.8. Let V be of O’Connell-Yor type. The functions ujpt, η, θq are differ-
entiable in η and the derivatives

(B.42) kjptq “ kjpt, η, θq “ Bηujpt, η, θq
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satisfy the system of ODEs,

Btk1ptq “ ´V 2pu1ptqqk1ptq

Btkjptq “ ´V 2pujptqqkjptq ` V 2puj´1ptqqkj´1ptq, j ľ 2(B.43)

where ujptq “ ujpt, η, θq. Moreover, the kj are jointly continuous in θ and η and satisfy the
inequality,

(B.44) 0 ĺ ´knpt, η, θq ĺ ´

n
ÿ

j“1

kjp0, η, θq.

B.3. Second derivatives.

PROPOSITION B.9. Consider the difference quotients,

(B.45) ∆
pddq

j,h pt, η, θq :“
hjpt, η, θ` hq ´ hjpt, η, θq

h

Then,

(B.46) |∆
pddq

j,h pt, η, θq| ĺCjt2p1 ` tq

for some C ą 0.

PROOF. For simplicity of notation let ∆pddq

j ptq “ ∆
pddq

j,h pt, η, θq. These satisfy the system
of ODEs,

Bt∆
pddq

1 ptq “ ´V 2pu1pt, η, θqq∆
pddq

1 ptq ´Q1ptq ¨ h1pt, η, θ` hq

Bt∆
pddq

j ptq “ ´V 2pujpt, η, θqq∆
pddq

j ptq ` V 2puj´1pt, η, θqq∆
pddq

j´1ptq

`Qjptq ¨ hjpt, η, θ` hq ´Qj´1ptq ¨ hj´1pt, η, θ` hq(B.47)

where,

(B.48) Qjptq :“ ∆
pdq

j,hpt, θ, ηq

ż 1

0
V 3pτujpt, η, θ` hq ` p1 ´ τqujpt, η, θqqdτ.

By the assumption that 0 ĺ ´V 3pxq ĺCpV 2pxq ` 1q we see that,

(B.49) 0 ĺQjptq ĺ ´C∆
pdq

j,hpt, η, θqpFjptq ` 1q

where Fj are from Proposition B.5. The estimates now follow from Lemma B.4 and the
estimates of the time integrals of the Fj of Proposition B.5, as well as the estimate for hjptq
given in Corollary B.6.

PROPOSITION B.10. Consider the difference quotients,

(B.50) ∆
piiq
j,h pt, η, θq :“

kjpt, η ` h, θq ´ kjpt, η, θq

h
.

We have,
(B.51)

|∆
piiq
n,hpt, η, θq| ĺ

n
ÿ

j“1

|∆
piiq
n,hp0, η, θq|`Cnp1`tq

˜

n
ÿ

j“1

|∆
piq
j,hp0, η, θq|

¸˜

n
ÿ

j“1

´kjp0, η ` h, θq

¸
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PROOF. Denote ∆
piiq
j ptq “ ∆

piiq
j,h pt, η, θq for simplicity. We have that the ∆

piiq
j ptq satisfy

the system,

Bt∆
piiq
1 ptq “ ´V 2pu1pt, η, θqq∆

piiq
1 ptq ´Q1ptq ¨ k1pt, η ` h, θq

Bt∆
piiq
j ptq “ ´V 2pujpt, η, θqq∆

piiq
j ptq ` V 2puj´1pt, η, θqq∆

piiq
j´1ptq

`Qjptq ¨ kjpt, η ` h, θq ´Qj´1ptq ¨ kj´1pt, η ` h, θq(B.52)

where,

(B.53) Qjptq :“ ∆
piq
j,hpt, θ, ηq

ż t

0
V 3pτujpt, η ` h, θq ` p1 ´ τqujpt, η, θqqdτ.

Let now fj solve

Btf1 “ ´V 2pu1pt, η, θqqf1

Btfj “ ´V 2pujpt, η, θqqfj ` V 2puj´1pt, η, θqqfj´1(B.54)

with initial data fjp0q “ ∆
piiq
j p0q. By Lemma B.3 we have,

(B.55) |fnptq| ĺ 2
n
ÿ

j“1

|∆
piiq
j p0q|.

Let wjptq “ ∆
piiq
j ptq ´fjptq so that it satisfies the system of equations (B.52) with initial data

wjp0q “ 0. By the assumption that 0 ĺ ´V 3pxq ĺCpV 2pxq ` 1q we see that,

(B.56) 0 ĺQjptq ĺ ´C∆
piq
i,hpt, η, θqpGjptq ` 1q

where Gj are from Proposition B.7. Applying now Lemma B.2, Proposition B.7 to estimate
the time integrals of the Gj as well as the estimates for kj of Corollary B.8, we find

(B.57) |wnptq| ĺCnp1 ` tq

˜

n
ÿ

j“1

|∆
piq
j,hp0, η, θq|

¸˜

n
ÿ

j“1

´kjp0, η ` h, θq

¸

.

The claim follows.

PROPOSITION B.11. Consider the difference quotients,

(B.58) ∆
pidq

j,h pt, η, θq :“
kjpt, η, θ` hq ´ kjpt, η, θq

h

We have,

(B.59) |∆
pidq

n,h pt, η, θq| ĺCntp1 ` tq

˜

n
ÿ

j“1

´kjp0, η, θq

¸

.

PROOF. Denote ∆
pidq

j ptq “ ∆
pidq

j,h pt, η, θq for simplicity. We have that they satisfy,

Bt∆
pidq

j ptq “ ´V 2pu1pt, η, θqq∆
pidq

1 ptq ´Q1ptq ¨ k1pt, η, θ` hq

Bt∆
pidq

j ptq “ ´V 2pujpt, η, θqq∆
pidq

j ptq ` V 2puj´1pt, η, θqq∆
pidq

j´1ptq

`Qjptq ¨ kjpt, η, θ` hq ´Qj´1ptq ¨ kj´1pt, η, θ` hq(B.60)
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where,

(B.61) Qjptq :“ ∆
pdq

j,hpt, θ, ηq

ż t

0
V 3pτujpt, η, θ` hq ` p1 ´ τqujpt, η, θqqdτ,

with initial data 0. We now proceed in a similar fashion to the previous two propositions by
applying Lemma B.4. The Qj can be controlled by the Fj of Proposition B.5 using (B.49).
The time integrals are then estimated using Proposition B.5 as well as Corollary B.8 to control
the kj’s.

PROPOSITION B.12. Consider the difference quotients,

(B.62) ∆
pdiq
j,h pt, η, θq :“

hjpt, η ` h, θq ´ hjpt, η, θq

h

Then,

(B.63) |∆
pdiq
n,h pt, η, θq| ĺCntp1 ` tq

˜

n
ÿ

j“1

´∆piqp0, θ, ηq

¸

PROOF. Denote ∆
pdiq
j ptq “ ∆

pdiq
j,h pt, η, θq for simplicity. They satisfy,

Bt∆
pdiq
j ptq “ ´V 2pu1pt, η, θqq∆

pdiq
1 ptq ´Q1ptq ¨ h1pt, η ` h, θq

Bt∆
pdiq
j ptq “ ´V 2pujpt, η, θqq∆

pdiq
j ptq ` V 2puj´1pt, η, θqq∆

pdiq
j´1ptq

`Qjptq ¨ hjpt, η ` h, θq ´Qj´1ptq ¨ hj´1pt, η ` h, θq(B.64)

with 0 initial condition where

(B.65) Qjptq :“ ∆
piq
j,hpt, θ, ηq

ż t

0
V 3pτujpt, η ` h, θq ` p1 ´ τqujpt, η, θqqdτ.

We now proceed in a similar fashion to the previous two propositions by applying Lemma
B.4. The Qj can be controlled by the Gj of Proposition B.7 using (B.56). The time integrals
are then estimated using Proposition B.7 as well as Corollary B.6 to control the hj’s.

B.3.1. Proof of Proposition 5.5. In this section we summarize the proof Proposition 5.5.
It is straightforward given the four propositions stated and proven in Appendix B.3 for each
of the four different sets of finite difference quotients. First, note that Section B.2 establishes
that in particular the ujpt, θ, ηq are all jointly continuous in pt, η, θq. Since V is smooth it
follows from representing the solutions hjpt, η, θq and kjpt, η, θq as some combination of
iterated integrals (i.e., repeatedly iterating (B.4)) that they are continuous in pt, η, θq. Then, by
representing any of the finite difference quotients ∆pddq

j,h ptq,∆
pdiq
j,h ptq, etc., as iterated integrals

in a similar fashion, one sees that as hÑ 0 these converge uniformly to the solutions of the
systems of ODEs described in Proposition 5.5. We also conclude the continuity of the second
derivatives in the parameters.

B.3.2. Three-parameter height function. In Section 7.1 we introduced a three parameter
system via (7.1) and associated height function in (7.2). In this section we discuss well-
posedness and differentiability of the system. Much of what is needed follows either directly
or with similar proofs in two parameter case.

Well-posedness of the system (7.1) can either be proven via the same method as the two-
parameter system, relying on Lemma A.1, or can be constructed via concatenating the solu-
tion maps at the time t“ Y N2{3 that were constructed in the two-parameter case in Appendix
A for each of the θ1 and θ2. Due to uniqueness, this results in the same solution.



KPZ DIFFUSIONS 47

In order to prove that each of the ũjpt, η, θ1, θ2q are differentiable in the latter three param-
eters one considers the finite difference quotients as in Section B.2. Proceeding in the exact
same fashion as in Proposition B.5 one finds for |h| ă θ1,

(B.66) 0 ĺ ´
ũjpt, η, θ1 ` h, θ2q ´ ũjpt, η, θ1 ` h, θ2q

h
ĺ t,

and a similar estimate for the difference quotient in θ2 (in fact, a slightly better estimate
is true but not required). For the finite difference quotient in η one finds the same estimate
as in Proposition B.7. From these estimates, one sees that the ũjpt, η, θ1, θ2q are continuous
functions of all four parameters. Then, proceeding as in the proof of Corollaries B.6 and B.8,
one finds that they are differentiable in pη, θ1, θ2q.

At this point, one obtains that the first order derivatives satisfy a system of ODEs of trian-
gular form, similar to the cases of hjptq and kjptq outlined above. These ODEs have explicit
representations of integrals of V and its derivatives applied to the functions ũjpt, η, θ1, θ2q.
Since these later functions are continuous, it follows easily that the first order derivatives of
the ũj are themselves continuous functions of pη, θ1, θ2q. One can then easily repeatedly dif-
ferentiate these integral expressions repeatedly to find that the ũjptq are Ck in the parameters
pη, θ1, θ2q. This is sufficient for the purposes of Section 7.

APPENDIX C: ESTIMATES OF MOMENTS OF INITIAL DATA DERIVATIVES

We require some estimates on the moments of derivatives of the ujp0, η, θq introduced in
Definition 3.2 with respect to to η. They are consequences of some direct calculations which
we present in this section. Before beginning, we recall that as in Appendix B we define

(C.1) Hηpqq :“ F´1
η pqq

where Fη is defined in (3.2) of Definition 3.2. With this notation, we have

(C.2) ujp0, η, θq “Hηpqjq

where qj were iid uniform p0,1q.

LEMMA C.1. Let V be a potential of O’Connell-Yor type and let η0 ą 0. There is aC ą 0
so that for all η0 ĺ 2η ĺ 4η0 we have,

(C.3) |BηHηpqq| ĺCp1 ` |Hηpqq|q

and

(C.4) |B2
ηHηpqq| ĺCp1 ` |Hηpqq|2qp1 ` V pHηpqqqq

PROOF. By direct calculation,

(C.5) BηHηpqq “
CovpX,1tXĺuuq

F 1
ηpuq

where X is distributed according to νη and u“Hηpqq. First assume uľ 0. Then, using that
0 ĺ V pxq ĺC for xľ 0 we have,

(C.6) |CovpX,1tXĺuuq| “ |CovpX,1tXľuuq| ĺC

ż 8

u
p1 ` sqe´ηsdsĺCp1 ` uqe´ηu,

and the desired estimate follows for uľ 0. The convexity of V and the growth assumptions
at ´8 imply that limxÑ´8 V 1pxq “ ´8. For xă y using V pyq ´ V pxq ĺ py´ xqV 1pyq we
see that for să uĺ 0 there is a constant cą 0 such that,

(C.7) V psq ` ηsľ V puq ` ηu` cpu´ sq ´ c´1.
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So for uĺ 0 we have,

(C.8) |CovpX,1tXĺuuq| ĺC

ż u

´8

p1 ` |s|qe´pV psq`ηsqdsĺCp1 ` |u|qe´V puq`ηu.

The estimate for BηHη follows. By direct calculation,

B2
ηHηpqq “ ´

F 2
η puqpBηHηpqqq2

F 1
ηpuq

´ 2
BηF

1puqpBηHηpqqq

F 1
ηpuq

´
B2
ηFηpuq

F 1
ηpuq

.(C.9)

By the previous result we have,

(C.10)

ˇ

ˇ

ˇ

ˇ

ˇ

F 2
η puqpBηHηpqqq2

F 1
ηpuq

ˇ

ˇ

ˇ

ˇ

ˇ

ĺCpV puq ` 1qp1 ` |Hηpqq|q2

where we used that |V 1pxq| ĺCpV pxq`1q (which follows by integrating the second inequal-
ity in (2.5) twice). Similarly,

(C.11)
ˇ

ˇ

ˇ

ˇ

BηF
1puqpBηHηpqqq

F 1
ηpuq

ˇ

ˇ

ˇ

ˇ

ĺCp1 ` |Hηpqq|q.

By direct calculation,

B2
ηFηpuq “ CovpX1tXĺuu,Xq ´ ErXsCovp1tXĺuu,Xq ´ PrX ĺ usVarpXq

“ ´CovpX1tXľuu,Xq ` ErXsCovp1tXľuu,Xq ` PrX ľ usVarpXq(C.12)

For uľ 0, using the second line we easily see in a similar manner as above that,

(C.13) |CovpX1tXľuu,Xq| ` |PrX ľ usVarpXq| ĺCp1 ` |Hηpqq|q2e´ηu.

Similarly, using the first line we have for uĺ 0 that,

(C.14) |CovpX1tXĺuu,Xq| ` |PrX ĺ usVarpXq| ĺCp1 ` |Hηpqq|q2e´V puq`ηu

We have already estimated the ErXsCovp1tXĺuu,Xq term previously. This completes the
proof.

PROPOSITION C.2. Let η2 ą η1 ą 0. Let q be uniform on p0,1q. Define I :“ rη1, η2s. For
any pľ 1 and k “ 0,1,2 we have,

(C.15) Ersup
ηPI

|Bk
ηHηpqq|ps ĺCp

Define now the difference quotients,

(C.16) ∆
piq
h pηq :“

Hη`hpqq ´Hηpqq

h

and

(C.17) ∆
piiq
h pηq :“

BηHη`hpqq ´ BηHηpqq

h
.

Then,

(C.18) Er sup
ηPI,|h|ăη1{2

|∆
piq
h pηq|ps ĺC

and

(C.19) Er sup
ηPI,|h|ăη1{2

|∆
piiq
h pηq|ps ĺC
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PROOF. Since η ÞÑHη and V pxq are monotonic functions we see first that,

(C.20) sup
ηPI

|Hηpqq| ` sup
ηPI

|V pHηpqqq| ĺ |Hη1
pqq| ` |V pHη1

pqqq| ` |Hη2
pqq| ` |V pHη2

pqqq|

The quantities on the RHS have finite moments of all orders as Hηpqq is distributed as νη .
We conclude the estimates (C.15) from Lemma C.1. The estimates for the difference quo-
tients follow from estimating them by the supremum of |BηHη| and |B2

ηHη| over the intervals
rη1{2,2η2s.

COROLLARY C.3. Let I be any compact interval supported in p0,8q. Then there is a
C ą 0 so that for all θ (the expression inside the expectation on the LHS, by definition, does
not depend on θ)

(C.21) E

»

–sup
ηPI

ˇ

ˇ

ˇ

ˇ

ˇ

N
ÿ

j“1

B2

Bη2
ujp0, η, θq

ˇ

ˇ

ˇ

ˇ

ˇ

2
fi

fl ĺCN2.

PROOF. We have,

E

»

–sup
ηPI

ˇ

ˇ

ˇ

ˇ

ˇ

N
ÿ

j“1

B2

Bη2
ujp0, η, θq

ˇ

ˇ

ˇ

ˇ

ˇ

2
fi

fl ĺ

N
ÿ

i,j“1

E

«

sup
η1PI

ˇ

ˇ

ˇ

ˇ

B2

Bη21
ujp0, η1, θq

ˇ

ˇ

ˇ

ˇ

sup
η2PI

ˇ

ˇ

ˇ

ˇ

B2

Bη22
uip0, η2, θq

ˇ

ˇ

ˇ

ˇ

ff

ĺCN2E

«

sup
ηPI

ˇ

ˇ

ˇ

ˇ

B2

Bη2
u1p0, η, θq

ˇ

ˇ

ˇ

ˇ

2
ff

(C.22)

where in the second inequality we applied Cauchy-Schwarz and the fact that ujp0, η, θq are
all iid. Since by (C.2) we have u1p0, η, θq “ Hηpqq for q uniform in p0,1q, we have from
Proposition C.2 that

(C.23) E

«

sup
ηPI

ˇ

ˇ

ˇ

ˇ

B2

Bη2
u1p0, η, θq

ˇ

ˇ

ˇ

ˇ

2
ff

ĺC

and the claim follows.

PROPOSITION C.4. For B “ Bη,Bθ,B
2
η,B

2
θ ,BηBθ we have,

(C.24) BErWn,tpη, θqs “ ErBWn,tpη, θqs

PROOF. We claim that this follows from the dominated convergence theorem. First,
note that the difference quotients all converge pointwise to the appropriate derivatives of
WN,tpη, θq by the differentiability established in Appendix B. All that is required is an esti-
mate for the supremum of the difference quotients over h. For these, we see that any differ-
ence quotient not involving the initial data parameter η is bounded by a constant (that may
depend on t and N of course) independent of h, by the estimates proven in Appendix B, i.e.,
Propositions B.5 and B.9.

For any difference quotient involving the initial data parameter η we see by the remaining
propositions of Appendix B that they are all bounded in terms of the difference quotients
or deriviatives of the initial data. By Proposition C.2 the supremum over h and η of such
quantities have finite moments of all orders, and so we can apply dominated convergence to
pass the limit hÑ 0 inside the integrand, yielding the claim.

PROPOSITION C.5. We have,

(C.25) Er|WN,tpη, θq|2s ĺCN2p1 ` tq2
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PROOF. We have,

(C.26) Er|ujpt, η, θq|2s ĺCt2 ` Er|ujpt, η, ηq|2s ĺCpt2 ` 1q.

This is sufficient to prove the required estimate via Cauchy-Schwarz.

APPENDIX D: NONPOSITIVITY OF ψV
2 pθq

LEMMA D.1. Let V be a potential of O’Connell-Yor type. Then for all θ ą 0 we have,

(D.1) ψV
2 pθq ĺ 0.

PROOF. Consider the solution vpt, θq of

(D.2) dvptq “ ´V 1pvpt, θqqdt´ θdt` dB0ptq ` dB1ptq,

with initial data vp0, θq “ 0. It follows from the calculations of Appendix B.3 that for all t,
the function θ Ñ vpt, θq is convex in θ. Therefore, for all hą 0 sufficiently small we have,

(D.3) vpt, θ` hq ` vpt, θ´ hq ´ 2vpt, θq ľ 0.

The claim will then follow by proving that for all θ ą 0,

(D.4) lim
tÑ8

Ervpt, θqs “

ż

xdνθpxq,

as the previous two results imply that 2ψV
0 pθq ´ψV

0 pθ´ hq ´ψV
0 pθ` hq ľ 0 for all θ and h

sufficiently small.
So we turn to proving the convergence (D.4). Along the way we will also see that the

expectations on the LHS are well-defined. Let now uptq “ upt, θq be the solution to (D.2) but
with initial data distributed according to the invariant measure νθ and let wptq :“ uptq ´ vptq.
Then,

(D.5) Btwptq “

ˆ

´

ż 1

0
V 2psuptq ` p1 ´ sqvptqqds

̇

wptq “: ´F ptqwptq.

Since F ptq ľ 0 we see that |wptq| ĺ |wp0q| “ |up0q| for all t (showing that the expectations
in (D.4) are indeed well-defined) and moreover that wptq has the same sign as wp0q. The
assumption that V pxq ľ 0 and the monotonicity of V 1pxq implies that limxÑ8 V 1pxq “ 0.
Therefore, integrating the first inequality of (2.5) gives that

(D.6) V 2pxq ľ ´c0V
1pxq ľ ´ε0V

1pxq

for all x P R and all c0 ľ ε0 ą 0. It follows that,

(D.7)
ż 1

0
V 2psuptq ` p1 ´ sqvptqqdsľ ε0

ˆ

´

ż 1

0
V 1psuptq ` p1 ´ sqvptqqds

̇

Since wptq has the same sign as wp0q it follows that either vptq ą uptq for all t or vptq ă uptq
for all t. In the first case, using that V 1pxq is monotonic, we have,

ż t

0
´

ż 1

0
V 1prupsq ` p1 ´ rqvpsqqdrdsľ

ż t

0
´V 1pvpsqqds

“ θt` vptq ´ vp0q ´B0ptq ´B1ptq

ľ θt´ |uptq| ´ |up0q| ´ |B0ptq| ´ |B1ptq|.(D.8)

In the case vptq ă uptq we arrive at a similar estimate using the same method. Let,

(D.9) Ft :“ t|B0ptq| ` |B1ptq| ĺ p1 ` t3{4qu
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so that PrFc
t s ĺCe´t1{10

.
It follows that,

Er|wptq|s ĺ Erexp

ˆ

´

ż t

0
F psqds

̇

|wp0q|1Ft
s ` Er|wp0q|1Fc

t
s

ĺCe´ε0θt`t3{4Ereε0p|uptq|`|up0q|q||up0q|s `Ce´t1{10{2Er|up0q|2s1{2

ĺCe´ct1{10

(D.10)

as long as ε0 ă θ{100 so that Ere10ε0|up0q|s ă 8. This completes the proof.
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