
1.  Introduction
1.1.  Background

Hillslopes form most of Earth's land surface and therefore their response to hydroclimatic forcings is a key factor 
to better understand landscape evolution. In drylands, hillslopes are often situated along cliff bands (Bryan, 1940; 
Duszyński et al., 2019; Dutton, 1882; King, 1953) and their evolution deviates from that of soil-covered hillslopes, 
where sediments are transported primarily by diffusion-like processes in the absence of overland flow (Howard 
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& Kochel, 1988; Howard & Selby, 1994, 2009; Schmidt, 2009). Rainstorms in deserts are a primary driver for 
changes at or near the Earth's surface at short time scales (Li et al., 2022; Naylor et al., 2017) as well as over 
time-scales of landscape evolution (Bull, 1991; Bull & Schick, 1979; Enzel et al., 2012; Yair & Lavee, 1990). 
Capturing hydro-geomorphic dynamics during short-lived (minutes to few hours) rainstorms is challenging as 
rainstorm-associated processes are infrequent, small-scale, and discontinuous (Goodrich et al., 1995; Marra & 
Morin, 2018; Sharon, 1979). Landscape evolution models (LEMs) constitute essential tools for understanding 
the effects of external forces on topography (Chen et al., 2014; Coulthard et al., 2013; Tucker & Hancock, 2010; 
Valters,  2016; Willgoose,  2005). However, conventional LEMs are commonly based on long-term-averaged 
(≫daily) climate forcing and simplified hydrological and erosion laws, which leave long-term geomorphic 
imprints of intra-storm hydrological and erosional interactions poorly understood (Skinner et al., 2020; Temme 
et al., 2017).

In this study, we develop a LEM for dryland hillslope profiles that incorporates an explicit representation of 
storm-scale hydrology and erosion. We first test the model under a control case of cliff degradation in which 
analytical solutions exist. We then examine hillslope response to rainstorm magnitude and to patterns of cliff 
weathering represented by the grain size of cliff-derived debris. A site-specific data-driven numerical experiment 
was conducted to examine the degree to which differences in storm magnitude and sediment size can explain 
the observed topographic differences along a 40-km hyperarid escarpment in the central Negev Desert, Israel. 
Last, we investigate long-term hillslope evolution under varying storm regimes of different rain intensity levels. 
The experiments reported herein quantify hydrogeomorphic processes on dryland hillslopes under short-duration 
rainstorms and their resulting topographic changes. This contributes insights toward developing testable and 
quantitative form-processes relations.

1.2.  Dominant Processes on Dryland Hillslopes

Dryland hillslopes that are underlain by layered rocks often consist of a steep (near-vertical) resistant layer 
(commonly termed a caprock) that overlies a moderately inclined slope in less resistant rocks (lower slope, 
Figure  1). A primary erosional mode of hillslope evolution in drylands is lateral cliff retreat (Bryan,  1940; 
Dutton, 1882) caused by physical and chemical weathering processes such as freeze-thaw cycles (French, 2017; 
Schumm & Chorley, 1966), salt weathering (Goudie, 1993), and differential thermal stresses (Lamp et al., 2017) 
that disintegrate rock fragments in a way that maintains steep slopes (Kirkby,  1988). The material that falls 
from the cliff can range from grains (granular disintegration) to an entire rock slab (Schumm & Chorley, 1964; 
Terzaghi, 1962) depending on the release mechanism, caprock resistance, and joint spacing and size (Brunsden 
& Prior, 1984; Kirkby, 1988). The particle size of the collapsed debris varies from meter-scale blocks (Glade 
et al., 2017; Howard & Selby, 1994) to sand grains (in collapses with high energy and fragile lithologies) (Schumm 
& Chorley,  1964). Particle size in turn affects surface processes such as infiltration, runoff generation, and 
runoff-driven sediment transport (Greenbaum et al., 2020; Poesen & Lavee, 1994; Yair & Klein, 1973). Runoff 
is generated on the slopes mostly during high-intensity rainstorms and when the infiltration rate is lower than the 
rainfall rate (infiltration-excess mechanism, e.g., Wilcox et al., 1997). Even though it is infrequent, transporta-
tion of up to gravel-size material by Horton overland flow is a dominant mechanism (Bracken & Kirkby, 2005; 
Michaelides et al., 2012; Schmidt, 2009, 100 mm). In cases where the debris is larger than the maximum size that 
is transportable by overland flow, the removal of debris requires its prior breakdown into smaller pieces (Howard 
& Selby, 2009; Koons, 1955). Gravitation-controlled, creep-like debris transport is triggered on rocky desert 
slopes by rain-splash and other disturbance processes that can directly move centimeter-scale clasts on steep 
slopes (Bracken & Kirkby, 2005; Kirkby, 1988).

The evolution of rocky hillslopes, sometimes with heterogeneous lithology, is also known as scarp retreat: 
a process that has been a central theme in geomorphology for the last century (King,  1953; Kirkby,  1988; 
Koons, 1955; Wood, 1942). Previous conceptual models suggested that scarp evolution is controlled by the 
ratio between the rate of debris production from the caprock and the rate of debris breakdown and transport 
downslope from the lower layer to the pediment or stream (Ahnert, 1960; Carson & Kirkby, 1972; Schmidt, 2009; 
Schumm & Chorley, 1966). If sediment production outpaces evacuation, the cliff will be buried by its own 
debris (Selby et  al.,  1982). On the other hand, if sediment can be weathered and removed faster than it is 
produced, the lower slope will not be mantled by debris and free cliffs will persist (Carson & Kirkby, 1972; 
Schumm & Chorley,  1966). Base-level lowering through tectonic mechanisms and climate-driven changes 
in local geomorphic processes were suggested to alter the sediment budget, pacing the evolution of hillslope 
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landforms. Hillslope evolution without base-level lowering has piqued scientific curiosity for decades (Carson 
& Kirkby,  1972; King,  1953; Penck,  1953). However, with the exception of a few recent studies (Glade & 
Anderson, 2018; Glade et al., 2017; Ward et al., 2011), little attention has been paid to dryland rocky hillslopes 
and how climatic factors, and especially rainstorm properties, affect surface processes and topographic changes. 
There is a need to revisit these questions using tools from modern quantitative geomorphology; this gap stands 
at the center of this study.

1.3.  Previous Associations Between Hillslope Evolution and Climatic Changes

The role of climate in hillslope evolution in drylands and associated surface processes has long been debated 
(Schmidt, 2009; Twidale, 1959; Twidale & Milnes, 1983). Although some researchers suggested viewing the 
evolution of dryland hillslopes in light of autogenic variations independent of climate variations (Bryan, 1940; 
Koons, 1955), others pointed out a strong link between hillslope evolution and climatic forcing at different scales, 
most commonly, at the scale of Quaternary glacial-interglacial cycles (Ahnert, 1960; Bull, 1991; Gerson, 1982). 
The relatively common, two-phase climatic-control model (Ahnert, 1960; Bull, 1991; Grossman & Gerson, 1987) 
suggests that during wet and cold climate phases, debris production increased by enhanced moisture availability, 
whereas debris evacuation was hindered by greater vegetation cover and gentler precipitation that hinder runoff 
generation and diffusion-like transport processes such as rain splash. Drier and hotter phases were hypothe-
sized to be associated with decreasing sediment production and enhanced debris removal due to low vegeta-
tion cover and storms characterized by higher intensities, promoting slope dissection and cliff undermining. 
Dating of colluvial deposits in certain semi-arid regions has suggested that sediment accumulation tends to 
occur during the cold phases of Quaternary glacial cycles (Gutiérrez et al., 2006, 2010; Pena-Monné et al., 2022; 
Roqué et al., 2013; Sheehan & Ward, 2018). However, evidence from the arid Negev desert indicates that signif-
icant hillslope geomorphic transitions took place under continuous hyper-arid conditions and do not follow the 
proposed changes in the mean glacial-interglacial climates (Boroda et al., 2011). Rather, it was hypothesized that 
transitions between a stable phase in which the caprock and slope are debris-mantled, and a caprock-undermining 
phase (in which the debris-free sub-cliff slope is dissected), were driven by variations in frequency-magnitude 
relationships of erosion-effective high-intensity rainstorms (Boroda et al., 2013; Enzel et al., 2012), estimated 
by Shmilovitz et al. (2020) to reach or exceed the modern 100-year event. Changes in climate at scales that are 
finer than the general glacial-interglacial cycles were also recently suggested as the primary trigger for alterna-
tion between accumulation/evacuation phases in the Book Cliffs escarpment in the southwestern United States 
(McCarroll et al., 2021).

Figure 1.  Examples of cliff-related hillslopes in various drylands. Cyan dashed lines approximate the lithological contacts 
between the caprock and the softer lower layers. (a) Basalt (caprock) over sandstone (lower layer), Namib Desert, Namibia 
(Lat: 25.5056, Lon: 16.8121, Airbus Landsat/Copernicus, 14 May 2014-newer). (b) Limestone over clay and marls, Ebro 
basin, Spain (41.3275, 2.2016 Landsat/Copernicus, 3 October 2018-newer). (c) Quartzite and meta-sedimentary rocks, 
Northern Territory, Australia (Lat: 22.7333, Lon: 130.5803, Maxar Technologies, Airbus, Landsat/Copernicus). (d) 
Limestone over claystone and marlstone, High Atlas, Morocco (Lat: 31.4918, Lon: 5.5746, Airbus, Landsat/Copernicus, 
7 December 2022-newer). (e) Limestone and dolostone over sandstone, Ramon crater, Israel (Lat: 30.5143, Lon: 34.6501, 
Maxar Technologies, Mapa GISrael, Landsat/Copernicus, 22 February 2021-newer). (f). Sandstone over shale, Book Cliffs, 
Utah, USA (Lat: 38.9559, Lon: 109.8866, Landsat/Copernicus, 15 October 2022-newer). All images are from Google Earth.
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Progress toward understanding climatic influences on desert slopes requires a process-level perspective. However, 
to date, the quantification of rainstorm-scale rainfall effects on hillslope sediment budgets and associated long-
term geomorphic imprints is still lacking. Here, we seek to fill this gap by focusing on the following research 
questions: (a) Under what conditions, in terms of rainstorm intensity and cliff-derived debris grain size, are cliffs 
preserved (or not)? (b) What are the effects of changes in the intra-storm temporal pattern of rain intensity on 
hillslope erosion, cliff persistence, and retreat? (c) Is there a recognizable relation between rainstorm regime and 
hillslope morphology? (d) How do alternating rainstorm regimes affect hillslope morphology? Answering these 
fundamental questions should lead to a better understanding of the controlling processes and their frequency of 
occurrences, and generate insights into how variability in rainstorm properties affects long-term hillslope evolu-
tion in drylands.

2.  Approach
We model dryland hillslopes as landforms that evolve under the influence of short-duration (<24  hr) severe 
rainstorms (Shmilovitz et al., 2020). Accordingly, we developed a LEM that captures what we hypothesize to be 
the main hydrological and erosional processes activated by short-duration severe rainstorms. Incorporation of 
storm forcing and hillslope hydrology and geomorphology distinguishes our approach from previous hillslope 
LEMs (e.g., Anderson et al., 2019; Glade et al., 2017; Johnstone & Hilley, 2015) enabling us to investigate how 
rainstorm properties affect hillslope topography. The model distinguishes between two main lithological bedrock 
units: a resistant layer (caprock) that overlies a softer layer (lower layer). The model also includes a layer of 
mobile debris (debris layer, loosely consolidated granular material) with a thickness that can vary in space and 
time and may be zero (i.e., the bedrock surface is exposed at that point). As the grain size of cliff-derived debris 
plays a crucial role in surface processes in dry regions (Carson & Kirkby, 1972; de Figueiredo & Poesen, 1998; 
Howard & Selby, 2009), the debris layer in this study honors heterogeneous grain-size distributions sub-divided 
into various size classes.

During the simulations, the topography is updated according to four basic and commonly considered geomorphic 
processes: (a) production and ravel of debris from bedrock; (b) sediment transport by diffusion-like soil creep 
processes; (c) sediment transport by overland flow, and (d) incision of bedrock by overland flow. Given the 
disparity in time scales between landscape evolution (centuries to >millennia) and time scales of hydrological and 
overland flow processes such as runoff generation, infiltration, and sediment transport during storms (<minutes), 
it was necessary to compromise. As runoff-driven erosion in drylands is episodic, short-term, and associated with 
rare, high-intensity rainstorms, we run the model in an event-based framework. In such a framework, individual 
rainstorms are simulated, assuming that during inter-storm intervals, erosion by overland flow is negligible (cliff 
weathering and hillslope diffusion are considered during inter-storm intervals). By applying this approach, we 
were able to simulate a large number of rainstorms, for example, 1,000 rainstorms corresponding to rare storms 
characterized by a return period of 100 years (1% exceedance probability), and thus provide an estimation for the 
topographic change over 100 ka years. Figure 2 illustrates the model setup and the main processes it represents.

3.  Model Description
3.1.  Topographic Evolution

The model treats the temporal evolution of a topographic profile perpendicular to the strike of a hypothetical cliff. 
The model considers the evolution over time (t) of topographic elevation, η(x, t)[L], at a given position along the 
profile, x, as the net balance of change in debris layer thickness, H(x, t)[L], and bedrock elevation, R(x, t)[L]:

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
=

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
+

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
� (1)

The thickness of the debris layer is updated according to the sum of the sediment flux by (a) overland flow trans-
port, qs[L 2T −1], (b) soil creep transport, qd[L 2T −1], (c) underlying bedrock weathering, W[LT −1], and (d) local 
ravel and net flux of cliff-derived debris Dls[LT −1]:

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
=

1

1 − 𝜙𝜙𝑠𝑠𝑠𝑠𝑠𝑠

(𝐷𝐷𝑙𝑙𝑙𝑙 −𝑊𝑊 ) − ∇𝑞𝑞𝑠𝑠 − ∇𝑞𝑞𝑑𝑑� (2)
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where ϕsed is the sediment porosity. Bedrock elevation is a function of the weathering rate, W, and the bedrock 
erosion rate by overland flow E[LT −1]:

𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
= 𝐸𝐸 +𝑊𝑊� (3)

3.2.  Runoff-Driven and Hillslope Diffusion Transport

Sediment transport on drylands slopes occurs mainly by the combined action of wash processes and gravity. 
As the grain size of cliff debris ranges from sand to large boulders (Carson & Kirkby,  1972; Schumm & 
Chorley, 1966), commonly, only a portion of the sediment on the hillslope can be transported by overland 
flow (Howard & Selby, 2009; Michaelides et al., 2012). Therefore, we include a particle-size-dependent trans-
port law in the runoff-driven transport equation. The runoff-driven sediment flux is calculated using the 
normalized volumetric sediment flux of the Meyer-Peter-Müller bed load transport equation (Meyer-Peter & 
Müller, 1948) that depends on the difference between the normalized bed shear stress and the critical Shields 
stress:

𝑞𝑞∗𝑠𝑠𝑖𝑖 = 8
(

𝜏𝜏∗
𝑖𝑖
− 𝜏𝜏∗

𝑐𝑐𝑐𝑐

)

3

2
1

1 − 𝜙𝜙𝑠𝑠𝑠𝑠𝑠𝑠

� (4)

where 𝐴𝐴 𝐴𝐴∗𝑠𝑠𝑖𝑖 is the volumetric dimensionless sediment flux of size class i, eight is the coefficient found by Meyer-Peter 
and Müller (1948), 𝐴𝐴 𝐴𝐴∗

𝑖𝑖
 is the dimensionless normalized bed shear stress and 𝐴𝐴 𝐴𝐴∗

𝑐𝑐𝑐𝑐
 is the dimensionless critical Shields 

stress for sediment entrainment of size class i.

Field and experimental studies have shown that in a medium with grains of multiple sizes, the critical shear 
stress for the movement of a given particle depends not only on its absolute size but also on the surroundings 

Figure 2.  Model description. (a) General model setting separating the three major units represented by the model: an upper 
resistant layer (caprock), a lower softer layer, and a debris layer that varies in thickness (H) and comprises several grain 
size classes. Sediment transport includes size-dependent runoff-driven flux qs and hillslope gravitational flux qd. Erosion 
into the softer lower layer by overland flow, at rate E, occurs where there is no debris cover. The boundary condition at the 
outlet allows any runoff/sediment to be transported away (no accumulation) and the elevation at the base is held constant over 
time (no base level lowering/uplift). (b) A schematic of the presented cliff retreat mechanism. Cliff-normal weathering rate 
ωh, is imposed on all cliff sections as a function of the debris cover. Downcutting into the softer layer results in slab failure of 
an entire rock slab based on the spacing of incipient fractures. (c) Hydrological processes represented by the model: P, is the 
1-min resolution rainfall intensity, I is surface water infiltration, and qw is the discharge flux from/to surrounding grid nodes.
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(Andrews, 1983; Ashworth & Ferguson, 1989; White & Day, 1982). To account for this effect, a mobility correc-
tion can be implemented in the form:

𝜏𝜏∗𝑐𝑐𝑖𝑖 = 𝑏𝑏

(

𝑑𝑑𝑖𝑖

𝑑𝑑𝑟𝑟𝑟𝑟𝑟𝑟

)𝛼𝛼

� (5)

where 𝐴𝐴 𝐴𝐴∗𝑐𝑐𝑖𝑖 is the dimensionless critical stress for size fraction i, di[L] is the particle diameter (commonly consid-
ered as the b-axis) and dref[L] is a reference diameter (here selected as the median grain size in the grid node, 
dref = d50), and b, α are empirical constants. Here we used b = 0.086 and α = −0.68 following Komar (1987). The 
bed shear stress τ[Pa] is given by:

𝜏𝜏 = 𝜌𝜌𝜌𝜌𝜌𝑤𝑤𝑆𝑆𝑤𝑤� (6)

where ρ[ML −3] is the fluid density, g[LT −2] is gravitational acceleration, hw[L] is the water depth, and Sw[LL −1] is 
the local water surface gradient. The normalized shear stress is defined as:

𝜏𝜏∗𝑖𝑖 =
𝜏𝜏

(𝜌𝜌𝑠𝑠 − 𝜌𝜌)𝑔𝑔𝑔𝑔𝑖𝑖
� (7)

The dimensionless volumetric sediment flux can be converted to the actual volumetric flux by:

𝑞𝑞𝑠𝑠𝑖𝑖 =

⎧

⎪

⎨

⎪

⎩

𝑞𝑞∗𝑠𝑠𝑖𝑖

((

𝜌𝜌𝑠𝑠 − 𝜌𝜌

𝜌𝜌

)

𝑔𝑔𝑔𝑔𝑖𝑖

)0.5

𝑑𝑑𝑖𝑖, 𝜏𝜏∗
𝑖𝑖
> 𝜏𝜏∗𝑐𝑐𝑖𝑖 𝑎𝑎𝑎𝑎𝑎𝑎 𝑎𝑎 𝑎 0.

0, otherwise.

� (8)

where ρs[ML −3] is the sediment density. Dryland slopes can experience similar gravitational-controlled trans-
port processes to those on soil-covered hillslopes, including rain splash (where vegetation is minimal), wet-dry 
cycles and freeze-thaw creep (where temperatures regularly cross the water freezing point). We compute the 
gradient-driven movement of sediments according to the local topographic slope with no dependency on the 
grain size:

𝑞𝑞𝑑𝑑 =

⎧

⎪

⎨

⎪

⎩

𝐷𝐷𝐷𝐷𝐷 𝐷𝐷 𝐷 0.

0, otherwise.

� (9)

where qd[L 2T −1] is the sediment flux by diffusion, S[LL −1], is the topographic slope, and D[L 2T −1] is transport 
efficiency (or diffusivity).

3.3.  Bedrock Erosion

Bedrock incision is presumed to occur whenever the bedrock is exposed (defined where the thickness of the 
debris layer is zero). A common way to describe the erosion resistance of soft bedrock or soil is by a threshold 
shear stress, τcb[Pa], below which the rate of material detachment is negligible (Howard & Kerby, 1983):

𝐸𝐸 =

⎧

⎪

⎨

⎪

⎩

−𝑘𝑘(𝜏𝜏 − 𝜏𝜏𝑐𝑐𝑐𝑐), 𝜏𝜏 𝜏 𝜏𝜏𝑐𝑐𝑐𝑐 and𝐻𝐻 = 0.

0, otherwise.

� (10)

where k is a bedrock erodibility coefficient, τ is the bed shear stress, and τc is the detachment critical shear stress.

3.4.  Debris Production

In this model, cliff debris is produced by two processes: cliff weathering and caprock slab failure. We assume 
that mechanical weathering disintegrates caprock fragments in a way that maintains parallel retreat at a given 
horizontal rate ωh[LT −1]. Then, the vertical descent rate W[LT −1] following the horizontal rate can be calculated:

𝑊𝑊 = 𝜔𝜔ℎ𝑆𝑆𝑆� (11)

 21699011, 2024, 2, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2023JF007478, W

iley O
nline Library on [23/05/2024]. See the Term

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline Library for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons License



Journal of Geophysical Research: Earth Surface

SHMILOVITZ ET AL.

10.1029/2023JF007478

7 of 25

To represent the protective role of sediment cover on the disintegration of bedrock fragments, we adopt one of 
the most commonly applied formulas for soil production, in which the sediment production rate from the under-
lying bedrock is an inverse-exponential function of soil thickness (Ahnert, 1976; Armstrong, 1976; Heimsath 
et al., 1997):

𝜔𝜔ℎ = −𝑊𝑊ℎ exp
−𝐻𝐻∕𝐻𝐻𝑐𝑐� (12)

where here Wh[LT −1] is the slope-perpendicular retreat rate for bare bedrock (H = 0) and Hc[LT −1] is a charac-
teristic soil depth.

A failure of an entire caprock slab occurs when the layer beneath the caprock is exposed and the overlying 
caprock is undermined. We treat the undermining and collapse process as a discrete event that occurs when 
the topographic gradient between the caprock base and the adjacent downslope node exceeds a strength 
threshold (Glade et al., 2017; Ward et al., 2011). The thickness of the slab is defined by the incipient fracture 
spacing, assuming the fracture angle parallels the free cliff face at the beginning of the simulation (nearly 
vertical).

3.5.  Transport and Deposition of Cliff-Derived Debris

Debris created by cliff weathering and/or slab failure is redistributed over the hillslope using a non-linear scheme 
proposed by Carretier et al. (2016), in which the sediment deposition rate declines as the slope increases toward 
an imposed threshold. This scheme is also non-local in the sense that sediment supplied from the upslope can 
continue downslope if the deposition rate is insufficient to deposit all the sediment:

𝐷𝐷𝑙𝑙𝑙𝑙 =
𝑞𝑞𝑙𝑙𝑙𝑙

𝐿𝐿
� (13)

where Dls[LT −1] represents the deposition flux per area, and qls[L 2T −1] represents the landslide-derived sediment 
flux per unit width. The local transport distance L[L] is calculated as:

𝐿𝐿 =
𝜆𝜆

1 −

(

𝑆𝑆

𝑆𝑆𝑐𝑐

)2� (14)

where λ is a reference length scale for transport distance (here set to grid cell width Δx in the numerical solu-
tion), and Sc[LL −1] is a theoretically derived critical slope gradient. In our simulations, we assume Sc to be equal 
to the angle of repose of the debris material. When S approaches Sc, no deposition will occur at the considered 
grid cell. When S > Sc, L is considered effectively infinite, such that Dls = 0 and there is no deposition at that 
grid cell.

3.6.  Clast Fragmentation

We consider physical weathering as the dominant process for the in situ fragmentation of cliff-derived debris 
sediment. Assuming a negligible loss of material by chemical weathering, fragmentation can be described as a 
mass transfer from a parent particle to smaller daughter particles (Cohen et al., 2009, 2010). Physical fragmenta-
tion is implemented in the model following the mARM model approach (Cohen et al., 2009) in which the mass 
in each size-fraction is represented by a state vector, G[W], and the change in grain size over time is derived by 
a transition matrix A:

𝐺𝐺𝑡𝑡+1 = 𝐺𝐺𝑡𝑡 + Δ𝐹𝐹𝐹𝐹𝐹𝐹𝑡𝑡� (15)

The matrix A determines how many daughter fragments and to what sizes a parent clast splits into (the frag-
mentation pattern), and ΔF defines the fragmentation rate (how many parent clasts split) in each time step. Here 
we follow Cohen et  al.  (2009, 2015) in using a “split-by-half” fragmentation pattern (particles split into two 
equal-volume daughter fragments) for A, which shows a good fit to experimental and field data (Román-Sánchez 
et al., 2021; Wells et al., 2008).
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3.7.  Hydrology

Storms are represented in the model by time-varying, 1-min rainfall intensity, each lasting ∼15–95 min. During 
each rainstorm, the model tracks the water volume in each grid-cell accounting for rainfall, infiltration, and over-
land flow routing. The water depth hw is given by:

𝜕𝜕𝜕𝑤𝑤

𝜕𝜕𝜕𝜕
= −∇𝑞𝑞𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 + 𝑃𝑃 − 𝐼𝐼� (16)

where qwater[L 2T −1] is the water discharge per unit width, P[LT −1] is the rainfall intensity, and I[LT −1] is the infiltra-
tion rate of surface water into the soil. The water routing is modeled using a simplified form of the shallow-water 
equations that uses a numerical approximation to represent the momentum term (Adams et al., 2017; de Almeida 
et al., 2012). Infiltration is calculated following the Green and Ampt (1911) formula:

𝐼𝐼 = 𝐾𝐾𝑠𝑠

[

1 +
(ℎ𝑤𝑤 + 𝜓𝜓𝑓𝑓 )(𝜙𝜙𝑠𝑠𝑠𝑠𝑠𝑠 − 𝜃𝜃𝑖𝑖)

𝐹𝐹

]

� (17)

where Ks[LT −1] is the saturated hydraulic conductivity, ψf[L] is the capillary pressure head at the wetting front, 
F[L] is the cumulative infiltrated depth and θi is the initial soil moisture volumetric content.

4.  Model Experiments
4.1.  Numerical Implementation

The governing equations were solved on a 80–200 × 3 square raster grid (i.e., effectively, 1-D model, because 
the perimeter grid nodes are all treated as boundaries). The model is implemented in Python and built upon the 
existing Earth surface modeling platform Landlab (Barnhart et al., 2020; Hobley et al., 2017). Water infiltra-
tion and overland flow routing are calculated by the Landlab components SoilInfiltrationGreenAmpt (Rengers 
et al., 2016) and OverlandFlow (Adams et al., 2017), respectively. Dry-ravel of cliff-derived debris is calculated 
according to the sediment run-out component of the HyLands model (Campforts et al., 2020). All other processes 
in the model are implemented using new algorithms that are developed based on the Landlab platform.

4.2.  Initial and Boundary Conditions

We set all boundaries except the lower edge of the slope to be closed, that is, not allowing the escape of runoff 
or sediment. The outlet at the base of the slope is held at a fixed elevation over time (i.e., no base level change). 
Any water or sediment reaching the slope outlet is assumed to be transported away, preventing water ponding 
or sediment aggradation at the lower boundary. All other edges of the domain are treated as no-flux (runoff/
sediment) boundaries.

All experiments start with a nearly vertical cliff section, a lower layer with a constant slope beneath the cliff, 
and a 0.5 m thick debris cover. The initial nearly vertical cliff resembles an erosional scarp and is similar to the 
initial condition used in other hillslope-scale landscape evolution studies (Carson & Kirkby, 1972; Penck, 1953). 
The median grain size of the initial debris cover beneath the cliff was set to 10 mm, similar to the median grain 
diameter measured on arid pediment/alluvial surfaces (D’Arcy et al., 2017; Greenbaum et al., 2020; Shmilovitz 
et al., 2020). The masses of all other size fractions were distributed around the median size assuming a normal 
distribution with a standard deviation of 8 mm and the total grain mass was set to fit the 0.5 m thick debris cover. 
The caprock is slightly tilted (inclination = 1°–3°) in the opposite direction to the surface gradient adjacent to 
the lower layer (i.e., the cliff top does not drain to the lower layer). For simplicity, we only calculated water and 
sediment flow on the cliff-facing side of the domain.

4.3.  Base-Line Parameters and Storm Input

As described above, we run the model with an event-based approach, in which short-duration rainstorms are 
simulated in a series, one by one. We define a reference storm, termed hereafter the “base-storm” (Figure 3), 
which is a 30-min-long storm that corresponds to a 100-year return period in the central Negev (Shmilovitz 
et al., 2023). The storm consists of three 10-min intensity bins and the maximal intensity for 10, 20, and 30 min 

 21699011, 2024, 2, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2023JF007478, W

iley O
nline Library on [23/05/2024]. See the Term

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline Library for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons License



Journal of Geophysical Research: Earth Surface

SHMILOVITZ ET AL.

10.1029/2023JF007478

9 of 25

represents the 100-year intensity (for those durations) as computed by an intensity-duration-frequency (IDF) 
curve (Figure S1 in Supporting Information S1). These bins were combined into a 30-min-long storm using the 
alternating block approach (Te Chow et al., 1988). We selected a duration of 30 min based on a typical duration 
for heavy rainfall events in the Negev (Shmilovitz et al., 2020). A duration of 30 min is also commonly used in 
physical rainfall experiments in drylands (Dunkerley, 2021). Our use of rainfall statistics from the Negev was not 
intended to “tune” our experiments to this region (except for experimental set c, see below), but rather to provide 
a reference and to ensure that simulated rainstorm properties are realistic. All of the other storms in our experi-
ments were generated by scaling the base-storm intensity bins (see below). Between storms, we assume the soil 
is completely dry, as supported by the low frequency of rainfall events in drylands in contrast with the high rate 
of potential evaporation (Nicholson, 2011). Given the limited area of a single hillslope (commonly <0.5 km 2), we 
also assume that rain is uniformly distributed over the hillslope.

In each of the experiments, we set a constant rate for lateral cliff retreat, ωh, of 10  mm between the simu-
lated storms, which is similar to published rates in drylands considering storm return period of 50–100 years 
(Duszyński et al., 2019; Shmilovitz et al., 2022). In each simulation, we also determine the median size fraction 
of the cliff-derived debris (hereafter cliff-derived grain size, or CGS), assuming that the masses of all other size 
fractions are normally distributed around it using a coefficient of variation of 0.8 as found by field observations 
(Duller et al., 2010; Whittaker et al., 2010). In all of our simulations, CGS ranges between 0.01 and 1 m which 
is in agreement with clast measurements in the Negev (Shmilovitz et al., 2020, 2022) and other published values 
from the literature (Verdian et al., 2021). For tuning the fragmentation module to arid environments rate, we cali-
brate ΔF against surface clast measurements from dated arid alluvial surfaces (Figure S2 in Supporting Informa-
tion S1). Infiltration parameters for the debris and lower layers were defined based on infiltration measurements 
and soil texture in the central Negev (Shmilovitz et al., 2023) and we assumed that no water infiltrates into the 
caprock. Table 1 summarizes the model parameters used in all simulations.

4.4.  Experiments

We conduct five sets of model experiments. In each set, we conduct one or more experiments of 1,000–5,000 
storms with different model configurations assumed as representing time intervals in the order of 100–500 thou-
sand years.

4.4.1.  Control-Run Experiment

The first experiment is a control run used to validate the modeled cliff retreat in comparison to the Fisher-Lehmann 
analytical model (Fisher, 1866; Lehmann, 1933). The Fisher-Lehmann model is one of the earliest analytical 

Figure 3.  Hyetograph of the designed storms used in the model experiments. (a) Storms with varying total rainfall that were 
simulated in the experiment set (b) The black bins represent the 100-year storm in the central Negev (base-storm). (b) Storms 
that were simulated in experiments sets (c) and (d) (the total rainfall depth is the same for all storms). Red and blue solid lines 
show the high-intensity and low-intensity storms, respectively, given by the increase/decrease of magnitude (given by the 
rainfall intensity factor, RIF) and duration (given by the rainfall duration factor of the base-storm intensity bins (black solid 
line)). Gray solid lines are storms with various intensity levels that were simulated in experimental set (e).
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models for cliff degradation. It was later used and modified by others (Scheidegger, 2012), among them, the 
modification of Bakker and Le Heux (1947). There are a few fundamental assumptions that underlie these analyt-
ical solutions. First, no material is supplied to the slope from above its crest, and there is no removal of material 
from the toe. The retreat rate is assumed to be equal for all the exposed cliff bedrock, while beneath the accu-
mulating debris, the bedrock is protected from further weathering. The resulting debris accumulates at the cliff 
foot as a rectilinear debris pile of constant angle. A few field experiments and observations support the validity 
of these analytical solutions (Bell & Fox, 1996; Hutchinson, 1998; Hutchinson & Stuart, 2003). We conduct a 
control-run experiment in which there is no hillslope transport either by overland flow or creep processes. As in 
the Fisher-Lehmann model, we defined bedrock weathering as zero where the debris layer is >0. We compare the 
simulated topography and bedrock profiles to the Fisher-Lehmann analytical solution (for an additional descrip-
tion see Text S1 in Supporting Information S1). For completeness, we also compare our result to the model of 
Bakker and Le Heux (1947).

4.4.2.  Hillslope Morphology Sensitivity to Grain Size and Rainfall Intensity

We test how hillslope morphology changes in response to the grain size of sediment supplied from the cliff 
(the median grain size, CGS, is adjusted) and the rainfall intensity, which is adjusted by a rainfall intensity 

Parameter Description

Experiments set

Control
Sensitivity to rainfall intensity and 

grainsize Data-driven Single-storm type
Variable-storm 

type

Rows (–) Domain rows 80 200 300 200 200

Columns (–) Domain columns 3 3 3 3 3

dx (m) Grid x spacing 1 1 1 1 1

dy (m) Grid y spacing 1 1 1 1 1

nstorms (–) Number of storms – 1,000 1,500 5,000 4,000

Hc (m) Debris production decay depth – 0.5 0.5 0.5 0.5

ΔF (1/storm) Debris fragmentation rate – 10 –4 10 –4 10 –4 10 –4

Ks (m/s) Debris layer infiltration rate – 10 –6 10 –6 10 –6 10 –6

Ksl (m/s) Lower layer infiltration rate – 10 –7 10 –7 10 –7 10 –7

Ksc (m/s) Caprock infiltration rate – 10 –10 10 –10 10 –10 10 –10

ψf (m) Capillary pressure head at the wetting front – 0.28 0.28 0.28 0.28

ϕs (–) Sediment porosity – 0.2 0.2 0.2 0.2

ρs (kg/m 3) Debris density – 2,000 2,000 2,000 2,000

θi (–) Initial soil moisture content – 0.05 0.05 0.05 0.05

D (m 2/storm) Hillslope diffusivity – 0.03 0.03 0.03 0.03

n (–) Manning's roughness – 0.04 0.04 0.04 0.04

kl (m 2s 2/kg) Lower layer bedrock erodibility – 5 ⋅ 10 −5 5 ⋅ 10 −5 5 ⋅ 10 −5 5 ⋅ 10 −5

kc (m 2s 2/kg) Caprock bedrock erodibility – 10 –10 10 –10 10 –10 10 –10

τcb (Pa) Lower layer bedrock critical shear stress – 1 1 1 1

CH (m) Initial caprock cliff height 50 15 100 15 15

θ (deg) Caprock inclination 1 1 3 1 1

α (deg) Lower layer slope 1 10 14 30 30

Sc (deg) Critical slope gradient 40 33 33 33 33

Wh (m/storm) Cliff weathering rate – 0.01 0.02 0.01 0.01

CGS (mm) Median grain size of cliff-derived debris – 10, 50, 100, 1,000 60, 40 50 50

RIF (–) Rainfall intensity factor – 0.5, 0.7, 1, 1.3, 1.5 0.8, 1.2 0.5, 1, 2 0.31–2

RDF (–) Rainfall duration factor – 1 1 0.5, 1, 2 0.5–3.2

Table 1 
Experiments Parameter Table
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factor (RIF). We focused on CGS and RIF because they are among the most widely discussed factors governing 
hillslope evolution in drylands (Ahnert, 1976; Carson & Kirkby, 1972; Howard & Selby, 2009). We conduct 
20 model configurations of hillslope evolution under 1,000 rainstorms each, considering various combinations 
of CGS and RIF (the rainfall duration factor, RDF is held constant at 1). Changes in the CGS represent diverse 
scenarios in which the cliff breaks either into large fragments or small clasts, due to the potential influence of 
lithology, weathering process, and caprock fracturing pattern. The values of CGS (representing the median grain 
size) range between 10 and 1,000 mm and cover a wide range of published values of cliff-derived sediment grain 
size (Neely & DiBiase, 2020; Shmilovitz et al., 2022; Verdian et al., 2021). To examine the sensitivity to changes 
in the magnitude of rainstorms, we multiply the 10-min intensity bins of the base-storm by a RIF ranging between 
0.5 and 1.5 (Figure 3a).

4.4.3.  Data-Driven Experiments

We conduct data-driven numerical experiments based on rainstorm and grain-size data from the 40-km-long 
Ramon escarpment located in central Negev. The northern rim of the Ramon escarpment consists of hard 
carbonate rocks and is several to tens of meters high. The cliffs overlie erodible sandstone. There are no signif-
icant spatial lithological differences along the escarpment. The climate in the area is hyperarid (mean annual 
rainfall is 40–90 mm) along the escarpment and precipitation is characterized by discrete showers with extremely 
high inter-seasonal and annual variability. Between the southwest and northeast ends of Ramon escarpment 
northern rim (SWS and NES, respectively), there are pronounced differences in the morphology of the cliffs and 
slopes (Shmilovitz et al., 2023); the sub-cliff slopes at the SWS are longer and associated with milder gradients 
relative to shorter and dissected sub-cliff slopes of the NES with more debris-free sub-vertical bedrock patches. 
These differences were attributed to differences in the frequency of sediment mobilization driven by spatial vari-
ability in extreme rainstorm properties and grain size of cliff-derived sediment (Shmilovitz et al., 2023). The aim 
of this set of numerical experiments is to quantitatively investigate whether measured rainstorm properties and 
grain size of the cliff-derived debris could explain the observed topographic difference. In this experiments set, 
we conduct two simulations, each with RIF and CGS based on field measurements and local storm-scale rainfall 
statistics (Shmilovitz et al., 2023). All other parameters and initial conditions remained unchanged. For a descrip-
tion of how the initial conditions were determined based on the present topography see Text S2 in Supporting 
Information S1.

The fourth and fifth experiments sets aim to test the impact of rainstorm regimes and alternation between regimes 
on hillslope morphology. These sets were designed to represent changes in rainstorm regime that may have been 
induced by Quaternary-scale climatic changes, as proposed by earlier studies (Ben Dor et  al.,  2019; Boroda 
et al., 2011; Enzel et al., 2012).

4.4.4.  Single-Storm Type Experiments

We designed three 5,000-storm-long model configurations of a single storm type. Each of these three config-
urations was conducted with a different rainfall intensity and duration factor, representing differences in the 
intra-storm intensity temporal distribution: (a) low-intensity storm regime (LI-storm regime), (b) base-storm 
regime (base-storm regime, identical to the above base-storm), and (c) high-intensity storm regime (HI-storm 
regime) (Figure 3). We consider changes in the intra-storm intensity distribution by changing the intensities of 
the base-storm 10-min intensity bins while still keeping the total storm rain depth constant. Constant storm depth 
was obtained by decreasing/increasing the duration of the intensity bins proportional to the increase/decrease 
in intensity. Keeping the total rainstorm depth constant assists in isolating the impact of intra-storm temporal 
intensity distribution on hydrogeomorphic processes. Obviously, determining the Quaternary-scale changes in 
storm structure is limited by available knowledge and by uncertainties characterizing past climates. Therefore, we 
implement changes in the storm structure based on general trends in maximal intensity during severe rainstorms 
and global warming. Studies have reported that short-duration (sub-hourly) maximal intensity during severe rain-
storms increases with temperatures at rates higher than Clausius-Clapeyron scaling, and in the range of 10%–15% 
per degree Celsius (AghaKouchak et al., 2020; Attema et al., 2014; Fowler et al., 2021; Kendon et al., 2023; 
Lenderink & Van Meijgaard, 2008; Lenderink et al., 2021; Patricola et al., 2022; Westra et al., 2014). Consid-
ering Quaternary-scale temperature change of ±6° relative to today and 13% change per degree, we convert the 
base-storm to HI- and LI-storms by increasing and decreasing the intra-storm intensity bins (using the RIF), 
respectively, while maintaining the total storm depth constant by the corresponding decrease/increase in duration 
(using the RDF).

 21699011, 2024, 2, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2023JF007478, W

iley O
nline Library on [23/05/2024]. See the Term

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline Library for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons License



Journal of Geophysical Research: Earth Surface

SHMILOVITZ ET AL.

10.1029/2023JF007478

12 of 25

4.4.5.  Variable-Storm Type Experiments

We conduct three 4,000-storm-long experiments with alternation between hypothesized rainstorm regimes. In the 
first two experiments in this set, we vary between LI- and HI-storms (by varying the RIF and RDF over time). All 
storms hyetographs are shown in Figure 3 using a fixed sinusoidal perturbation with periods of 2,000, and 1,000 
storms. In the third experiment, we use the Quaternary-scale temperature record of Jouzel et al. (2007) to scale 
a 4,000-storm record, assuming a 13% of increase/decrease per °C (as before). Similar to above, the rainstorms 
vary in the temporal intensity pattern but we fixed the total rainfall depth.

5.  Results
5.1.  Control-Run Experiment: Scarp Profile Without Transport on the Slope

Figure 4 presents the model result for cliff degradation under the assumptions of the Fisher-Lehmann model. It 
can be observed that, in the model, as the debris accumulates beneath the cliff, the bedrock-debris contact evolves 
into a convex-upward profile, with its upper parts tangent to the debris angle of repose. The modeled profile of the 
bedrock-debris contact is fairly similar to Fisher-Lehmann and Baker-Lahuex analytical solutions.

5.2.  Sensitivity of Hillslope Morphology to Cliff-Derived Debris Size and Rainfall Intensity

Hillslope morphology based on multiple combinations of median grain size (CGS) and RIF are shown in Figure 5. 
When the base-storm intensities are reduced by a factor of 0.5 (i.e., RIF = 0.5, Figure 5a, left column), the cliff 
height (defined as the height of debris-free caprock) at the end of the simulation is <40% of the initial height 
(Figure 5b). This indicates that when rainfall intensities are low, even if the cliff weathering processes produce 
debris with small particles, the flux of sediment carried by the overland flow is smaller than the flux of sediment 
delivered from the cliff; thus, the cliff gets buried. The burial of the cliff is also observed when CGS is large 
(1-m median diameter), regardless of RIF (Figure 5a, right column). Under the scenarios of CGS <1,000 mm, 
the overall morphology and the cliff height at the end of the simulation are highly dependent on RIF. As RIF 
increases, the debris covers a smaller area of the cliff, and the slope concavity increases (Figure 5a). When the 
RIF is ≥1 and CGS = 10 mm (Figure 5a, lower-right corner), the softer layer is incised by the overland flow, the 
cliff is free of debris (the cliff height at the end of the simulation is 100%, Figure 5b), and undermining drives 
continued retreat. Under RIF ≥1, incision of the lower layer is observed at the lower parts of the slope even when 
the CGS is large (>100 mm, Figure 5a) because sediments are not transported down the slope and the lower layer 
surface remains unprotected by a debris cover.

The cliff-derived debris size and rainfall intensity have a pronounced impact on sediment transport dynamics and 
grain-size distribution along the hillslope (Figure 6). Simulations with low rainfall intensities (Figure 6, lower 
row) are associated with an abrupt change in particle size at a distance of ∼60 m from the outlet, which is the 
bottom of the cliff-derived debris pile. The abrupt change in particle size is associated with a break-in-slope that 

Figure 4.  Cliff degradation under a no-transport case. (a) Modeled cross-sectional hillslope topography. The caprock and 
lower layer are represented by pink and gray shaded areas, respectively. The black solid line represents the bedrock surface 
and the blue line represents the topography at the end of the simulation. The dashed gray line represents the topography at the 
beginning of the simulation. (b) Model results compared with the predictions of the Fisher-Lehmann and Bakker-Le Heux 
cliff degradation models (only the caprock bedrock surface is presented). All models show a convex upwards bedrock profile 
beneath the debris cover.
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Figure 5.  Hillslope simulated topography after 1,000 storms as a function of rainstorm intensity factor (RIF) and cliff-derived sediment grain size (CGS). 
(a) End-of-simulation hillslope profiles at varying values of RIF (columns) and CGS (rows). Symbols and colors are the same as in Figure 4. (b) Heat map of 
end-of-simulation caprock cliff height relative to the initial cliff height as a function of CGS (y-axis) and RIF (x-axis).
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separates the milder lower slope-pediment and, the upper coarser and steeper talus-slope. Decreasing CGS and/or 
increasing RIF smoothed this transition and under RIF >1 and CGS <50 mm, a smooth concave upward profile 
is observed. When the RIF≥1 (less pronounced for the simulation with CGS of 10 mm, Figure 6 left column), 
there is a general decrease in grain size down the slope. The resulting grain-size pattern reflects size-dependent 
transport and deposition along the slope. When CGS = 10 mm, sediment mobilization is relatively homogeneous 
along the slope (>10 mm, Figures 7a and 7d). Conversely, when the cliff supplies coarse debris (CGS >10 mm), 
small to medium-size grains are transported from the upper parts, leaving the larger sediment behind (>60 mm 
Figures 7b, 7c, 7e, and 7f). For example, at a distance of 75 m from the outlet (blue lines in Figures 7b and 7c), up 
to 60 mm grains are transported downslope (solid blue lines in Figures 7b, 7c, 7e, and 7f) and the d50 at the end of 
the simulation is relatively large (blue circle in Figures 7b and 7c). At the lower parts of the slope (yellowish lines 
in Figures 7b, 7c, 7e, and 7f), however, medium-size particles (>11–50 mm) are deposited (Figures 7b and 7c) 
and the d50 at the end of the simulation is much smaller (Figures 7b and 7c).

5.3.  Data-Driven Experiments: Could Spatial Differences in Grain Size of Cliff Debris and Rainstorm 
Intensity Induce Topographic Differences Along the Ramon Escarpment?

As discussed above, the exposure of vertical cliff and debris cover on the hillslope is strongly affected by the 
cliff debris grain size and the rainfall intensity. In the data-driven experiments set, we test whether these two 
parameters (RIF and CGS) are capable of explaining the observed topographic differences along the 40-km 
Ramon escarpment (central Negev, Israel, Figure 8c). The model results broadly mirror the observed topographic 
differences between the two ends of the Ramon escarpment: a thicker and higher debris cover is developed at the 
southwestern side (SWS) of the Ramon escarpment relative to the thin debris cover and exposed vertical cliff 
on the northeast side (NES, Figures 8a and 8b). While the upper parts of the simulated NES slopes are similar 
to the measured profiles, below the caprock, the simulated profile deviates significantly from the measurements 
and is predicted to be much lower (Figure 8b). Note that in order to isolate the influence of rainfall intensity 

Figure 6.  Space-time diagrams at varying values of rainstorm intensity factors (RIF, columns) and cliff-derived grain size (CGS, rows), presenting grain size (d50) 
distribution along the hillslope (for the same experiments presented in Figure 5a). The x-axis in every figure is the distance upslope and the y-axis is the storm number. 
Colors denote the median grain size and gray areas are locations with no debris cover (color bars differ in scale).
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and debris grain size, the initial conditions in all of the simulations in this experiment are the same and were 
based on the SWS topography (Figure S6 and Text S1 in Supporting Information S1) since it is associated with 
thicker debris cover and less susceptible to undermining (the latter  makes determining the initial conditions 
difficult). It is possible to better match the NES topography by applying different initial conditions (Figure S5 
in Supporting Information S1) and potentially even more by calibrating parameters such as hydraulic conduc-
tivity and/or changing the conditions at the boundary. Also, here we did not consider differences in weathering 
and clast fragmentation rates although they probably vary between the sites as a function of the local tempera-
tures (Gaillardet et al., 2019), especially when considering Quaternary-scale temperature variation (Shmilovitz 

Figure 7.  Examples of hillslope runoff-driven, size-dependent sediment transport. Panels (a–c) present size-dependent sediment flux for three model experiments with 
different cliff-derived grain size (CGS; 10, 50, and 1,000 mm, respectively). Colored lines are storm-accumulated net sediment flux as a function of grain size (the 
net flux for each size fraction divided by the total net flux; positive values indicate net transport and negative values indicate net deposition) at several distances from 
the outlet (colors). The colored circles show the d50 at the end of the simulation (x-axis only). Vertical dashed black and purple lines show the initial d50 and the CGS, 
respectively. The relatively homogeneous end-of-simulation grain size in panel (a) results from the homogeneous transportation of small grains (<11 mm) downslope 
and deposition of medium-sized grains under the case in which the cliff-debris grain size is small. In panels b and c, there is almost no deposition of material by 
overland flow in the uppermost part of the slope (>65 m from the outlet) while small-to-medium size grains are deposited downslope. Toward the outlet, the minimal 
deposited grain size is getting smaller. The end-of-simulation d50 decreases downslope due to the transportation of small-medium grains from the upper parts, their 
deposition at the lower parts, and the supply of large material by dry ravel in the upper parts. Panels (d–f) show the net sediment flux (in kg, for the same experiments 
as in panels (a–c), respectively) of 2–7 mm (dashed lines) and 9–28 mm (solid lines) grains at 5 and 75 m from the outlet (orange and blue lines, respectively). In panel 
d, deposition, and transport patterns are similar at both locations, indicating a relatively homogeneous transport. In panels (e) and (f), 9–28 mm grains are transported 
from the upper parts of the slope (solid blue line) and deposited downslope (solid orange line). The 2–7 mm grains are transported from both locations at the beginning 
of the simulation.
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et al., 2023). Despite the aforementioned topographic mismatch, the general differences between the sites emerge, 
including the general decrease in grain size down the slope in both sites. Thus, the combination of only two 
parameters, CGS and RIF, appears to be sufficient to account for the observed topographic differences along the 
Ramon escarpment.

5.4.  Single-Storm Type Experiments

The influence of intra-storm intensity patterns on hillslope morphology and retreat was first explored by three 
simulations of 5,000 storms of the same type, each with a different intensity level (Figure 9). Hillslope morphol-
ogy, grain-size distributions, and cliff retreat vary significantly with respect to the storm intensity level. Under 
the LI-storm regime, the cliff becomes buried quickly after 1,000 storms, and its upper parts are covered by a thin 
veneer of debris (Figures 9a and 9d). With the increase in intensity level, more debris is evacuated and vertical 
cliffs persist longer. Under the base-storm regime, the burial of the cliff starts after 2,000 storms, as the slope 
length and its gradient decrease (Figures 9b and 9e). Under the HI-storm regime, the cliff is repeatedly under-
mined throughout the simulation and its retreat distance is the longest (Figures 9c and 9f). In both the base- and 
HI-storm regimes, the greater transport of sediment by the overland flow on the slope is also responsible for 
a more pronounced down-the-slope decrease in grain size. HI-regime exhibits greater transport due to higher 
maximal shear stresses exerted by overland flow over the entire slope, relative to the local high shear stress at the 
middle part of the slope in the Base- and LI-regimes (Figure S4 in Supporting Information S1).

5.5.  Variable-Storm Experiments

In this section, we test the impact of long-term changes in storm regimes on hillslope morphology. First, we 
applied fixed sinusoidal oscillations between HI- and LI-storms, with each oscillation characterized by a period 
of 2,000 and 1,000 storms (Figure 10). When the cycle duration is 1,000 storms (Figures 10b and 10e), the 

Figure 8.  Field-driven experiment results. (a, b) Comparison of model results and measured topography and sediment grain size for the SWS and NES sites, 
respectively. Symbols and colors are as in Figure 4a. The cyan dashed line represents the measured topography, the purple solid line represents the modeled d50 and the 
solid purple dots show the measured d50 as derived from point counts (Shmilovitz et al., 2023). (c) Digital elevation model of Ramon escarpment. White stars denote the 
two study sites. Blue dashed lines are isohyets (in mm) representing annual rainfall (Shmilovitz et al., 2023). White dashed lines represent the 100-year rainfall intensity 
(in mm h −1) for 30 min. The map on the right shows the location of Ramon Escarpment. (d, e) Digital elevation models and topographic slope for the SWS and NES 
sites in Ramon escarpment, respectively.
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debris is efficiently evacuated and the cliff is undermined and retreats for a longer distance. However, when the 
oscillation period interval is 2,000 storms, the thickness of the debris cover above the lithological contact varies 
throughout the simulation (Figures 10a and 10d). Accumulation of debris and partial covering of the cliff occur 
during intervals of LI- (RIF <1), whereas during HI-storms (RIF >1), debris is removed. During cycles char-
acterized by partial cliff covering and exposure, there are times when a slope break in the caprock is generated 
in the simulated topographic profile (e.g., storm 2,200 in Figure 10a). A sharp break in the slope in the caprock 
marks the boundary between the upper part of the cliff that was not covered by debris and the lower part that was 
covered and later on, was exposed. In all the simulations, the grain-size distribution on the slope changes with 
the alternating storm regimes; a higher degree of downslope sorting is observed during intervals characterized 
by high-intensity storms.

Similar patterns regarding the extent of the debris cover and the grain-size distribution are observed in the exper-
iment with variable storm intervals, scaled by the temperature record (Figures 10c, 10 f, and 10i). Breaks in the 
caprock slope are observed, for example, in storms 1,700 and 2,720. Since this experiment is characterized by a 
long interval of low-intensity storms (RIF <1), the retreat distance is shorter and the downslope sorting is less 
pronounced relative to the experiments with 2,000 or 1,000 fixed storm intervals.

Figure 9.  Changes in hillslope morphology and grain size during the three single storm experiments: (a) low-intensity storm regime, (b) base-storm regime, (c) 
high-intensity storm regime. Panels (d–f) show the hillslope topographic profiles and the uppermost extent of debris-cover (opposite triangles) along the slope of the 
respective experiment as in (a–c) respectively. Panels (g–i) show changes in exposed cliff height, retreat distance, and average debris thickness during each of the 
experiments. Gray lines in panel (h) show retreat distances for several constant weathering rates relative to the base rate (wh) applied in all experiments.
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6.  Discussion
6.1.  Intra-Storm Hillslope Hydrogeomorphic Dynamics

Our simulations confirm the intra-storm discontinuity of runoff flow and sediment transport, both in time and 
space, as observed and measured on arid slopes (Yair & Klein, 1973; Yair & Raz-Yassif, 2004). A hydrologic 
steady state is often not reached as the rainfall duration is often shorter than the runoff concentration time and 
accordingly, the peak sediment flux occurs immediately or shortly after the peak rainfall rate (>15 min), with 
increasing lag time from the beginning of the storm with increasing distance downslope (Figure S3 in Supporting 
Information S1). Consequently, sediment is mobilized at different locations along the slope at different times. For 
example, the peak sediment flux on the lower parts of the slopes commonly occurs more than 5 min after the peak 
flux in the upper parts (Figure S3 in Supporting Information S1). In many cases, only a fraction of the sediment 
is mobilized by the overland flow. As suggested by early studies (e.g., Gerson & Grossman, 1987; Howard & 
Selby, 2009) when the cliff breaks into large pieces (d50 > 100 mm), sediment transport is limited by the rate at 
which large material breaks into smaller pieces.

Surface wash redistributes the grains along the slope and the spatial distribution of particle size depends strongly 
on the rainfall intensity and the size of sediment supplied from the cliff. When the cliff breaks into small pieces 
(CGS = 10 mm), all size fractions are mobilized and the grain size along the slope is relatively homogeneous 
(Figure 6). However, cliff-derived debris size at the scale of 10 mm is likely limited to very fragile lithologies, 

Figure 10.  Changes in hillslope topography and grain size during the variable storm experiment set (2,000-storm period, 1,000-storm period, and scaled by 
temperature experiments, panels (a–c) respectively). Panels (d–f) show the topographic profiles and storm-varying debris-cover extent (opposite triangles), and panels 
(g–i) show the history of changes in rainstorm intensity factor (red line), and rainstorm duration factor (blue line), for the experiment in (a–c) respectively. Pairs of 
triangles (with the same location along the x-axis) in panels (g–i) denote the storms and the corresponding intensity (RIF) and duration (rainfall duration factor, RDF) 
factors at the time in which the profiles in panels (d–f) are shown. The storms resulting from all the combinations of RIF and RDF are shown by gray solid lines in 
Figure 3b.
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and commonly, much larger material is observed below cliffs (e.g., Verdian et al., 2021). When CGS is >10 mm, 
grains up to 100  mm are transported from the upper parts of the slope, leaving behind all coarser fractions 
(Figures 6 and 7). As a result, the median grain size increases at the upper parts and can reach a size greater than 
the median grain size of the cliff-derived debris (Figure 7b). Washing of finer grains from the upper parts and 
their deposition in the mid-to-lower parts of the slope (Figure 7) confirm previously suggested mechanisms for a 
preferential downslope reduction in grain size (Carson & Kirkby, 1972; Dury, 1966), and is consistent with other 
observations that document grain-size coarsening with runoff rate (Michaelides et al., 2012). Although there are 
other possible explanations for downslope sorting on arid slopes (McGrath et al., 2013), our experiments indicate 
that overland flow could play a major role in facilitating this process. Under the boundary condition in our exper-
iments (no base level fall and all sediments/runoff are carried away at the outlet), runoff-driven size-dependent 
sediment transport promotes concave-upwards hillslope profiles as the grainsizes in the upper parts are coarsen-
ing. Our experiments indicate that for a given storm intensity the concavity increased with larger CGS and vice 
versa (Figure 7). Although it has been shown that in places where the erosion-effective storms are shorter than the 
runoff concentration time and hydraulic steady-states are rarely reached (as in our experiments) a convex-upward 
hillslope profile might develop, we suggest it is limited to hillslopes with homogeneous grainsize.

6.2.  Hillslope Resistance to Rainstorm Forcing

To discuss the influence of rainstorm forcing on hillslope topography, as arises from our experiments, it is worth-
while to compare the magnitude of the storms we simulate to rainfall statistics from drylands worldwide. The 
base-storm we defined here represents a 100-year storm in the central Negev. This storm is a 30-min-long storm 
with a maximum 10-min intensity of 88 mm h −1 and a total rainfall depth of 25 mm. The simulations presented 
in Figure 5 are the result of storms with the same temporal pattern and duration but with the 10-min intensity 
bins scaled by factors ranging between 0.5 and 1.5. According to the results presented in Figure 5, when RIF <1, 
the cliff becomes buried when the median cliff-derived grain size is >10 mm, while only when RIF ≥1 sediment 
is effectively removed from the slope and vertical cliff persist. Storms with RIF ≥1 correspond to return level 
≥5 years in Alice Springs, Northern Territory, Australia (Bureau of Meteorology), ≥50 years in the Colorado 
Plateau (based on Green River, Price, and Hanksville stations, Utah, USA, source: NOAA) >50 years in the 
Death Valley (based on Death Valley station, NV, USA, source: NOAA) and ≥100 years in the Negev (Marra 
& Morin, 2015; Marra et al., 2017; Shmilovitz et al., 2020) both for the maximal 10-min interval and the total 
rainfall over 30 min. This indicates that in the simulated geomorphic setting, the exhumation of the cliff (from 
being buried) requires the action of infrequent storms (≫5 years return level) and emphasizes the importance of 
the large events in the evolution of dryland hillslopes (Enzel et al., 2012; Gerson & Grossman, 1987; Wolman & 
Miller, 1960). Furthermore, these results support our approach of simulating individual rainstorms rather than 
the common application of long-term average conditions (such as long-term mean daily or monthly rainfall/
discharge) in landscape evolution studies (Yetemen et al., 2019; Yuan et al., 2022).

Cliff-derived grain size impacts the sensitivity of hillslopes to rainstorms. In the numerical experiments we 
conducted, when CGS is >100 mm, even under intense rainstorms (RIF = 1.5), the cliff becomes buried after 
500–1,000 storms. In this case, in-situ fragmentation of the debris limits sediment transport. Conversely, when 
CGS <100 mm, the hillslope morphology and the persistence of vertical cliffs become highly dependent on the 
rainstorm magnitude. Thus, the caprock weathering pattern controls the resistance of the hillslope to rainstorm 
forcing. The sensitivity to rainstorms under CGS <100 mm results from threshold effects, in which clast trans-
port is limited by the number of times the overland flow exerts a shear stress greater than the threshold value 
for movement. Our experiments on temporal patterns of different storms suggest that this is an important factor 
that determines how often transport thresholds are exceeded. Obviously, there are many other factors in addition 
to the size of cliff-derived debris that determine the sensitivity of the hillslope to rainstorm forcing and to other 
climatic properties (Schmidt, 2009). Among these factors are internal lithological and structural attributes of 
the caprock and of the lower layer, the thickness ratio between these units, and the physical characteristics  of 
soil and debris cover, including hydraulic conductivity and roughness. Vegetation cover and soil properties 
are themselves climate-dependent and have been shown to have a significant influence on erosion processes 
(Istanbulluoglu, 2009; Istanbulluoglu & Bras, 2006; Marston, 2010). However, here the focus is on the drier 
edge of Earth's drylands, where vegetation is either scarce or absent. Therefore, we did not consider changes in 
vegetation cover, with the goal to test whether rainstorm patterns alone can account for observed differences in 
hillslope morphology (Amit et al., 2006; Enzel et al., 2012).
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6.3.  Implication for Hillslope Evolution Under Climatic Change

In previous studies of the impact of climate on dryland hillslopes, triggers for hillslope geomorphic transitions 
were mostly discussed in terms of annual precipitation (Gerson & Grossman, 1987; Langbein & Schumm, 1958; 
Schmidt, 2009) while some considered or hypothesized that general trends in climate were also associated with 
changes in rainstorm patterns (Boroda et al., 2011; Schmidt, 2009). For example, Ahnert (1960) suggested that 
bare or partially covered rocky slopes below vertical cliffs, which are close to the angle of repose and are not the 
result of a lithologic transition, are indicative of previous debris cover that accumulated under wetter climates 
with gentler precipitation. Similarly, the simple climato-cyclic model (Gerson, 1982; Gerson & Grossman, 1987; 
Schmidt, 1989, 2009; Schmidt & Meitz, 1996) for the development of a sequence of talus flatirons suggests that 
drier climatic phases, characterized by increasing storminess, are responsible for slope dissection and subsequent 
detachment of the slope from the supplying cliff (Gerson, 1982; Gerson & Grossman, 1987; Schmidt et al., 2000).

Here, experiments with changes in storm regime, without changes in total rainfall, reproduce some of the 
above-mentioned features. For example, an alternating rainstorm intensity regime can significantly impact the 
extent of debris cover and could lead to the formation of complex caprock profiles with noticeable breaks in slope 
(Figure 10). Such features are occasionally observed in cliff-talus slopes that have evolved over long durations. 
The results also support the hypothesis that short and intense storms can enhance lateral cliff retreat (Figure 9). 
Our results suggest that the cumulative effect of dozens to hundreds of high-intensity storms can evacuate debris 
cover and undermine cliffs. As such, these results agree with the suggestion of Gerson (1982) that dry-phase 
dissection (assuming it is associated with more intense rainstorms) is relatively short-lived. It seems that rela-
tive to the time required for debris evacuation (Boroda et al., 2011; Roqué et al., 2013), a longer time interval is 
required to develop smooth debris cover. Thus, generally, our results are in line with some previous hypotheses 
regarding climate change's impact on hillslope evolution in drylands. However, while changes in annual rainfall 
were previously the focus, here we point to storm properties as a key aspect of climatic change and demonstrate 
the feasibility of having geomorphic transitions under permanent arid conditions solely by changes in rainstorm 
patterns (Boroda et al., 2011; Enzel et al., 2012). The quick response to changes in rainstorm properties implies 
that the duration of the storm phases determines whether the hillslope will maintain and display a climatic signal. 
For example, a quick alternation between storms of different intensities erases temporal differences in grain-size 
pattern and extent of debris cover (Figure 10b).

It is interesting to note that in most of our simulations, after a certain distance of lateral cliff retreat, debris 
eventually covers the cliff. This happens because the lower slope is lengthening, and as a result the average 
gradient decreases continuously. During rainstorm regimes in which high-intensity storms dominate, the cliff 
undergoes sustained retreat, but it is expected that after some additional retreat distance, debris will cover the 
cliff. Consequently, if the base level is fixed (as in all of our simulations), the transport capacity at the base of the 
cliff is insufficient to maintain steady retreat. A potential mechanism for achieving a quasi-steady-state without 
base level lowering is by a lateral translation of the boundary condition at the bottom of the slope in the same 
direction as the cliff retreat. For example, by a lateral migration of a local channel (Glade & Anderson, 2018). 
Development of concentrated flow features, such as rills and gullies, as the slope lengthens, may also contribute 
to long-term retreat.

6.4.  Limitations and Future Work

Our modeling efforts and comparative field data demonstrate how changes in temporal patterns of rainstorms can 
contribute to significant geomorphic transitions along hillslopes. This study provides a mechanistic explanation 
for observations from hyperarid regions, where vegetation cover is low and the mean climate does not vary greatly 
over time. However, the proposed approach has limitations and assumptions that should be addressed in future 
research. First, in each simulation, we forced a constant lateral cliff retreat rate that reflects the cumulative effect 
of all the weathering processes acting on the cliff. This assumption is undoubtedly inaccurate as the weathering 
processes and weathering rates are expected to vary over time and between sites, depending on climatic factors 
such as temperature and humidity, lithology, and structure. In addition, caprock erosion processes not considered 
here, such as groundwater sapping, could be important in certain locations, and quantifying their impact on debris 
grain size will be beneficial. We also neglected climate-driven variations in vegetation cover, although in semi-
arid environments, today and in the past, vegetation could have an important influence on caprock weathering and 
on the hillslope hydrological and erosional processes (Istanbulluoglu & Bras, 2006). Under future work, changes 
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in the hydrological properties of the debris layer through time (e.g., hydraulic conductivity), with and without 
relation to climate variations, should also be addressed as well to decipher specific climatic roles of hillslope 
erosion. In terms of rainfall forcing, there are still many open questions and improvements that are required. 
First, here we focus on the temporal pattern of storm intensity but future efforts should consider changes in the 
frequency-magnitude relations of storms that impact erosion and sediment flux, and contribute to topographic 
changes, especially in dry regions (Enzel et al., 2012; Leopold, 1951; Molnar, 2001; Tucker, 2004; Tucker & 
Bras, 2000). Moreover, all of the rainstorms simulated here have the same general pattern (intensity initially rises 
and then falls). Other general patterns and temporal properties should be examined. Lastly, we present here a 1-D 
model, and thus, there are unanswered questions regarding how spatial and temporal rainstorm properties affect 
the development of channel networks below cliffs. Based on the modeling tools and approaches presented here, 
fundamental questions in this direction could be answered. For example, model simulations could help identify 
necessary and sufficient conditions required to form hillslope remnants (talus flatirons), and reveal their relation-
ship to the specific formative climatic forcing.

7.  Conclusions
In this study, we presented a new 1-D LEM for hillslopes with caprock lithology in drylands, including explicit 
representations of storm-scale hydrology and erosion. Using the model, we evaluated hillslope response to rain-
storm intensity and cliff weathering patterns under a fixed base-level. We focus on the impact of changes in 
storms' temporal structure based on modern observations that relate changes in maximal rainstorm intensity and 
increasing temperatures. Rainfall intensity and cliff weathering patterns, reflected by the grain size of the debris, 
determine whether or not the hillslope will be buried by its own debris. Numerical experiments based on inputs 
from a field site in the Negev desert (Israel) match the observed cross-sectional morphology of hillslopes, the 
thickness of cliff debris, and grain size patterns. Exploration of temporal patterns of rainstorms indicates that 
high-intensity storms result in an increased distance of cliff retreat and persistence of vertical cliffs relative to 
low-intensity rainstorms with the same total rainfall. These patterns emerge without changing the total storm rain 
depth. The alternation between rainstorm regimes of high and low intensity (keeping the total rainfall constant) 
resulted in varying extents of debris cover that controlled the caprock profile in a way similar to observations 
previously attributed to Quaternary-scale oscillations in mean climate. We emphasize that the results of the 
numerical experiments conducted here do not account for other factors that may vary with general trends in 
climate, such as vegetation cover. The results emphasize that hillslope evolution in the Earth's driest regions may 
be explained by changes in rainstorm intensity, its resulting hydrology, and the cliff weathering pattern.

Data Availability Statement
The model used here is based on the open-source Landlab software package (Barnhart et  al.,  2020; Hobley 
et al., 2017) with additional new functions for particle-size-dependent runoff-driven transport, debris-particle 
fragmentation, cliff weathering, and cliff-debris dry-ravel. The source code for the Landlab project is housed on 
GitHub: http://github.com/landlab/. Documentation, installation, instructions, and software dependencies for the 
entire Landlab project can be found at: http://landlab.github.io/. Source code for the additional functions and an 
accompanying Jupyter Notebook with a simulation example are currently available through the Zenodo reposi-
tory http://doi.org/10.5281/zenodo.10612109.
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