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A B S T R A C T   

An experimental program of a 1:6 scale elevated wood frame shear-wall residential building was developed to 
model the damage progression of buildings subjected to increasing hurricane surge depth and wave conditions 
until collapse. This paper presents testing and system identification methods used to characterize structural 
engineering properties of the physical model that accumulated damage during hydrodynamic testing under 
increasing surge depth and wave heights. Methods used include (a) quasi-static lateral load-deformation testing, 
(b) out-of-water dynamic structural characterization testing under free vibration, ambient vibration, and forced 
vibration, conducted on the test specimen prior to hydrodynamic testing, (c) in-water dynamic structural 
characterization during hydrodynamic testing, (d) quantification of accumulated damage in hydrodynamic 
testing through observed changes in the laser scan point cloud data of the specimen, and (e) finite element model 
updating. The accumulated damage in the test specimen is correlated to changes in modal features (frequency, 
damping, and mode shapes) assessed using two output-only system identification (SID) methods. In addition, 
finite volume numerical models are used to determine detailed pressure distributions on the test specimen which 
are coupled with finite element (FE) models that are updated, in a phased manner, to understand the contri
bution of structural and nonstructural components on the modeled stiffness and strength of the physical model. 
Lastly, the impact of the damage on the modal features of the physical model of the building and their sensitivity 
to FE model assumptions are presented.   

1. Introduction 

Coastal communities worldwide have suffered significant losses due 
to a variety of natural disasters, such as tropical cyclones [28], 
hurricane-induced storm surges and waves [58,35,21], and tsunamis 
[61,50,16]. Future economic losses from such disasters will likely in
crease due to continued population influx to coastal communities, 
climate change induced sea level rise, and coastal erosion [44,46]. The 
National Hurricane Center (NHC) of the National Oceanic and Atmo
spheric Administration (NOAA) provides evidence of increasing eco
nomic losses during the period of 2012–2017 [52], which spans the 
period of four of the most damaging hurricanes (2012 Hurricane Sandy, 

2017 Hurricane Harvey, 2017 Hurricane Maria, 2017 Hurricane Irma) 
in the US history. Therefore, to mitigate the damage and loss to coastal 
infrastructure, it is paramount that objective damage quantification can 
be achieved through physical and numerical modeling of coastal infra
structure when subjected to hurricane surge and wave loading. 

Damage to coastal buildings due to hurricane waves and surge has 
been studied extensively through reconnaissance studies and hydrody
namic modeling of hurricane storm surge and wave event hindcasting. 
Tomiczek et al. [64] investigated the effects of hurricane-generated 
storm surges and waves on elevated wood-frame coastal buildings 
with pile foundations in Bolivar Peninsula, TX, in the aftermath of the 
2008 Hurricane Ike. Using wave height and surge level data estimated 
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through hindcasting and field survey damage data, Kennedy et al. [35] 
identified important structural characteristics and wave parameters 
affecting the performance of elevated building archetypes. Results 
indicated that freeboard (distance between lowest horizontal structural 
member, LHSM, and wave crest), wave height, wave velocity, and 
building construction era were the most important factors affecting 
elevated building performance under combined wave and storm surge. 
In addition, results in Kennedy et al. [35] indicated that depth-damage 
curves proposed in FEMA P-55 [24] for coastal V-Zone, which does not 
account for wave action, were unable to adequately predict the actual 
damage observed for wooden-frame, pile-elevated coastal residential 
building archetypes during Hurricane Ike. This lack of predictive capa
bility of depth-damage curves was attributed to large forces imparted in 
buildings by a combination of smaller surge levels and large waves 
rather than those due to large surge levels and smaller waves. 

The vulnerability of residential structures following 2012 Hurricane 
Sandy was investigated by various researchers [73,31,30,65]. General 
observations in these studies include widespread failure of closed 
foundation buildings and significant damage to exterior walls due to 
surge loads and debris impact. It has also been observed that building 
performance in a building array within a community is strongly influ
enced by the distance of the buildings from the coast, elevation above 
ground, building age, and flow shielding and channeling due to the 
presence of neighboring buildings [73,31]. Hatzikyriakou & Lin [30] 
investigated the impact of wave action on the vulnerability of structures 
using different hydrodynamic models to simulate inland storm surge 
flooding in Ortley Beach, New Jersey, during 2012 Hurricane Sandy. 
Results indicated that hazard characteristics such as wave height and 
flow velocity are dominant predictors of structural damage, which is 
consistent with observations in Tomiczek et al. [65]. Using local-scale 
and regional-scale damage surveys and hydrodynamic modeling of 
Hurricane Sandy, Tomiczek et al. [65] developed a damage classifica
tion methodology and fragility functions for existing residential build
ings on the New Jersey coast. Fragility models developed in the study 
further revealed that building shielding was a critical predictor of 
damage. 

Besides empirical studies, experimental and numerical investigations 
of the response of elevated buildings under wave loading have gained 
interest in the research community (e.g., pressures and forces on an 
isolated building: [53,66,3,57]; effect of flow shielding and channeling: 
[71,47]; debris impact: [62,63]. However, only a very limited number of 
studies have focused on building-specific performance assessment of 
wood frame buildings or their components under surge and wave 
loading, such as those originating from hurricane storm surge and waves 
or tsunami waves (e.g., physical testing and numerical modeling: 
[77,74,70,68,18]; physical testing: [39,23]. 

In a laboratory test on breakaway wall behavior under wave loading, 
Yeh et al. [74] evaluated the ultimate strength of the nailed connections 
in wood stud breakaway walls, typically used in the space between the 
first floor and the ground of elevated residential buildings in coastal 
areas. Moreover, behavior and failure modes of the full-scale breakaway 
walls under wave actions were evaluated analytically and through 
destructive hydrodynamic testing under unbroken, broken, and 
breaking waves. Results of the study indicated that the breakaway walls 
are most likely to fail at connections at the base of the wall. Wilson et al. 
[70] investigated the effects of tsunami waves on a 1:6 scale at-grade 
two-story wood frame residential building using two building configu
rations relative to wave directions (parallel and perpendicular to flow) 
and wave conditions. Uplift forces were measured in the experiment for 
both flooded and non-flooded conditions under solitary wave heights 
ranging from 0.1 m to 0.6 m. Force distributions were found to vary 
across the structure due to variations in the stiffness of components. In 
addition, unanticipated loading conditions were observed in the struc
ture due to the presence of architectural features such as overhanging 
eaves above the garage as well as reentrant corners. Van de Lindt et al. 
[68] performed pushover tests on nominally identical 1:6 scale models 

in Wilson et al. [70] to determine the lateral base shear versus lateral 
deformation relationship of these scaled models. The experimental base 
shear versus deformation results were used to develop a numerical 
model of the building in the SAPWood [54] software. The SAPWood 
model was then used with the hydrodynamic test results of Wilson et al. 
[70] in the calibration of a simplified force equation of tsunami bore 
impact proposed in the City and County of Honolulu Building Code [15] 
for wave heights between 0.2 m and 0.6 m. 

In a separate set of studies that involved physical testing, Linton et al. 
[39] investigated the structural response (horizontal force, deflection, 
and pressure) of full-scale light-frame wood walls for flexible and stiff 
wood wall framing configurations under tsunami-like wave loading. 
Results indicated that flexible walls sustained lower peak forces 
compared to stiffer walls, under similar loading conditions, and stiff 
walls were able to withstand large wave forces before failure. To over
come the limitation of performing hydrodynamic testing of full-scale 
building structures in a wave basin due to physical constraints of the 
experimental facility, Linton et al. [38] performed out-of-water struc
tural testing of shear walls in both in-plane and out-of-plane directions 
and full-scale wood-frame building system under varying lateral loads to 
better understand the contribution of individual components to system 
response under tsunami loading. Results indicated that stiffness and 
ultimate capacity of shear walls are a function of wave height, which is 
consistent with the pushover response of buildings observed in tsunami 
fragility function development through numerical modeling in Alam 
et al. [2]. In addition, in Linton et al. [38], the ultimate capacity of in
dividual walls was higher than the capacity of the full-structural system 
and the out-of-plane wall behaved essentially as a one-way slab system 
in the direction perpendicular to wave impact. 

At the time of writing this paper, no testing was found in the liter
ature that focused on vibration characteristics and accelerations of the 
physical models of elevated light-frame wood buildings subjected to 
hurricane-induced surge and wave loading. In contrast, extensive liter
ature exists on vibration and seismic performance assessment of timber 
buildings (e.g., [25–27,76,22,69,56,45,59,55,67,48,49,10,4]), 
including influence of non-structural wall elements in the vibration 
assessment and finite element modeling updating [4,48]. 

In addition, there is extensive literature on the use of enhanced fre
quency domain decomposition (EFDD) and stochastic subspace identi
fication (SSI) output-only methods in system identification (SID) of 
dynamic parameters of structural systems (e.g., [45,48,49]) as well as to 
support linear and nonlinear finite element (FE) model updating (e.g., 
[7,6,48]). Both EFDD and SSI output-only methods are also used in this 
study and the reader is directed to Moaveni et al. [45] for more infor
mation on these methods. 

The current study aims to develop unique benchmark testing 
methods and data on physical models of residential buildings subjected 
to hurricane-induced storm surge and wave loading. The work presented 
in this study is based on a destructive hydrodynamic experiment per
formed on a 1:6 scale physical model (referred to hereafter as test 
specimen) of a light-frame wood shear wall elevated residential build
ing. Testing was performed in the Directional Wave Basin (DWB) at 
Oregon State University (OSU) under hurricane wave and surge over
land flow [23]. Readers are directed to Duncan et al. [23] for an over
view of the experimental program that included physical model 
development, estimation of pressure and forces on the specimen, as well 
as progressive damage assessment under increasing hydrodynamic 
loading through correlation of laser scan collected point cloud data to 
damage to nonstructural and structural elements. This paper focuses on 
the structural characterization (frequency, damping, and mode shapes) 
and damage progression assessment of the physical model to allow 
structural and coastal engineers and numerical modelers to replicate test 
results and understand the effects of hurricane surge and wave on 
elevated structures. 

The overarching goal of this paper is to present experimental and 
numerical methods that can be used in the characterization of the 
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acceleration response and damage of structures tested to collapse when 
subjected to hurricane surge and waves, especially in a laboratory 
setting. To achieve this goal, Section 2.1 of the paper provides details of 
the physical model of the test specimen that was subjected to surge and 
wave loading in the DWB at OSU. Section 2.2 describes the experimental 
methods used in the testing program, including scaled test walls quasi- 
static lateral load-deformation testing, out-of-water dynamic structural 
characterization testing, and in-water hydrodynamic testing. Section 2.3 
describes the numerical methods used, including system identification 
(SID), finite volume numerical modeling of the hydrodynamic experi
ment, and finite element (FE) model updating methods needed to 
characterize the evolution of dynamic properties of the test specimen 
and to develop a model that simulates effects of damage accumulation in 
the test specimen due to increasing surge depth and wave height. Section 
3 presents the results and discussion of the experimental and numerical 
modeling performed, Lastly, section 4 presents the main findings, limi
tations of the study, and topics for future research. The combined finite 
volume CFD simulation of the hydrodynamic experiment and multi- 
phase FE modeling of the test specimen adopted in this study can be 
further extended to develop hurricane surge and wave fragility functions 
of coastal elevated light-frame wood residential buildings that can help 
with mitigation planning for enhancing coastal community hurricane 
disaster resilience [1,19]. 

2. Materials and methods 

Several experimental and numerical methods were used in this study 
to characterize the damage progression of the 1:6 scale physical model 
of the elevated light-frame wood shear wall building, also referred to as 
test specimen herein, when subjected to increasing hurricane-induced 

surge and wave loading. In this section, a summary of the test spec
imen used in this study is provided first. Then, the experimental methods 
used to characterize the dynamic properties of the test specimen per
formed in both out-of-water (free vibration, ambient vibration, forced 
vibration) and in-water (destructive hydrodynamic testing) conditions 
are described. Finally, the section ends with a detailed description of the 
methods used in the development of a validated FE model based on the 
correlation between the SID and damage progression of the physical and 
numerical models. 

2.1. Physical model of the elevated light-frame wood building 

The physical model of the elevated light-frame wood shear wall 
building tested in this experiment was based on the design and con
struction found in typical residential structures in Ortley Beach, New 
Jersey. Through inspection of buildings in Ortley Beach, the ratio of the 
dimensions of the ocean-facing front to the side of the buildings was 
observed to be approximately 3:2 [23]. The specimen was constructed 
following International Residential Code [33]and FEMA Coastal Con
struction Manual (CCM- [24]), except that all framing members of the 
full-scale prototype building were “2 by 4” studs with actual dimensions 
of 3.8 cm × 8.9 cm (1.5 in × 3.5 in) spaced at 40.6 cm (16 in) on-center, 
with double studs at each end of the wall and at openings, replicating 
member sizes typically used in existing buildings. In other words, the 
test specimen was built considering a length scale of 1:6. 

Fig. 1 shows the plan and elevation view of the 1:6 scale test spec
imen. Fig. 2 illustrates details of the specimen during construction. The 
specimen was constructed to be 1.22 m by 1.83 m (4 ft × 6 ft), which is 
equivalent to a 7.32 m by 11 m (24 ft × 36 ft) in the full-scale archetype. 
In addition, the nailing pattern of the scaled specimen was adapted such 

Fig. 1. Plan views [(a) and (b)] at various floor levels and elevation views [(c) and (d)] of the test specimen. Dimensions are in meters.  
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that the strength and stiffness of the specimen were approximately 
scaled when compared to the expected properties of the prototype 
specimen. At 1:6 scale, the 2 by 4 studs had cross-section dimensions of 
0.64 cm × 1.47 cm (0.25 in × 0.58 in). Plywood sheathing was used on 
all exterior walls, which were scaled from standard 1.22 m × 2.44 m (4 
ft × 8 ft) sheets to 3.15 cm × 6.30 cm (8 in × 16 in) sheets. Each scaled 
sheet was cut from approximately 0.3 cm (1/8 in) thick Lauan plywood. 
At full scale, this resulted in a slightly thicker 1.9 cm (0.75 in) thick 
sheathing instead of 1.27 cm (0.5 in) specified as the minimum thickness 
in US codes. 

Similar to the sheathing, nail diameter and spacing could not be 
perfectly scaled due to the unavailability of small-scale nails and nail 
guns. A 12.7 mm (0.5 in) micro-pin nail gun capable of shooting 23- 
gauge nails (thickness: 0.71 mm [0.028 in]) was used for the nails. 
Thus, the nails in the test specimen were 28% thicker and 16% longer at 
full-scale than standard 8d nails recommend in US codes. To better 
understand the effect of the sheathing and nailing pattern chosen on the 
strength and stiffness of the test specimen, 12 test walls measuring 40.6 
cm × 40.6 cm (16 in × 16 in), which is 2.44 m × 2.44 m (8 ft × 8 ft) at 
full-scale, were constructed with the same framing and sheathing 
members used on the test specimen construction. Lateral quasi-static 
load-deformation tests were performed on the test walls as described 
in the methods section 2.2.1. In the end, based on the results of the 
quasi-static tests, a 5.1 cm (2.0 in) nail spacing on-center, which is 30.5 
cm (12 in) spacing at full-scale, was used for both edge and field nail 

patterns. 

2.2. Experimental methods 

2.2.1. Test walls: Scaled shear wall quasi-static lateral load-deformation 
testing 

Twelve test walls (TWs) measuring 40.6 cm × 40.6 cm (16 in × 16 in) 
were evaluated under in-plane quasi-static lateral loading to develop 
lateral load-deformation relationships and quantify the lateral stiffness 
of the scaled walls. Fig. 3 shows the test walls and test assembly used to 
perform the quasi-static lateral load-deformation tests. The testing 
apparatus included two wooden boards (2 by 4 guides noted in Fig. 3b) 
on either side of the subassembly to prevent out-of-plane bending. The 
lateral load was applied with a crank (turn screw in Fig. 3b) attached to 
an in-line load cell. The lateral motion was measured with a displace
ment sensor (string potentiometer) located on the opposite side of the 
subassembly as that of the load cell. 

2.2.2. Test specimen: Out-of-water dynamic structural characterization 
testing 

Several experimental methods were applied to characterize the 
structural properties and perform the SID of the test specimen. The 
methods include combined lateral force and free vibration pluck tests, 
ambient vibration tests, and forced vibrations tests. The experimental 
data for the structural tests can be found in Barbosa et al. [9]. In the 

Fig. 2. Digital images of the physical model of the test specimen under construction: (a) views of the first story, (b) second story, (c) detailed, zoomed in view of joist 
to girder connections at floor Level 2, (d) view of the South-East (SE) corner of the specimen, and (e) test specimen assembled on the wave basin floor. 
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combined lateral force and free vibration tests, a lateral force was 
applied at the roof level of the test specimen using a turn screw and guy 
wire and pulley system. The guy wire and pulley system were attached 
to a crane at one end and at the roof level at another end. The applied 
load was measured using an in-line load cell attached to the guy wire 
and pully system. String potentiometers were attached between the floor 
levels of the test specimen and a rigid column that was fixed at the wave 
basin to measure lateral displacements at different floor levels. At the 
end of the lateral load-deformation tests, the guy wire was cut inducing 
the test specimen to vibrate freely until lateral motions were damped 

out. The lateral loads and free vibration tests were performed in the NS 
and in the EW directions, with five trials conducted for each direction. 
For this series of tests, triaxial accelerometers were placed at Level-3 and 
roof level to record the acceleration response of the test specimen under 
free vibration. 

In addition to the free vibration tests, several ambient vibrations and 
forced vibration tests were performed using excitation functions with 
varying amplitudes, including white noise and ramp function excita
tions. For these tests, 13 uniaxial PCB model 393B04 accelerometers 
were attached to the test specimen: six (6) on the roof level, six (6) on 

Fig. 3. Test wall (TW) subassembly testing under lateral quasi-static loading: (a) 40.6 cm × 40.6 cm (16 in × 16 in) test walls with standard size orange hard hat 
shown for illustrating the scale, (b) quasi-static lateral load-deformation test setup. Dimensions are in centimeters. 

Fig. 4. Locations of accelerometers and positioning of excitation source used in the forced vibration tests: (a) NS elevation view, and (b) Level-3 plan view. 
Accelerometer locations indicated were used for both out-of-water ambient vibration and forced vibration testing. Accelerometer orientations at the roof level are not 
shown in the plan but are identical to the ones shown for Level-3. All dimensions are in meters. 
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Level-3, and one (1) on Level-2. The locations and orientations of the 
accelerometers used on the roof and Level-2 are shown in Fig. 4. The 
accelerometer placed on Level-2 was placed approximately at the planar 
center of the test specimen and was oriented in the EW direction. The 
accelerometers were connected to a portable data acquisition system 
(National Instruments, NI cDAQ-9174), which in turn was operated by a 
laptop equipped with National Instruments Signal Express software 
[51]. The ambient vibration (AV) tests were conducted first. During AV 
testing, the acceleration data were recorded for a duration of 60 min. For 
the remainder of the out-of-water dynamic forced vibration tests, a 
Tektronix CFG250 function generator with a frequency generation range 
of 0.20–20 Hz was attached to a Clark Synthesis TST429 platinum model 
transducer with a frequency response range of 5 Hz − 17 kHz. White 
noise (WN), concentric ramp (Ramp), and eccentric ramp (Ramp Ecc.) 
functions were applied and acceleration data was recorded for durations 
between two to four minutes. For the white noise (WN) and concentric 
ramp (Ramp) functions, the speaker was placed at the mid-height of the 
second story, and concentric to the structure in the NS direction (loca
tion L1 in Fig. 4). In the last dynamic test, Ramp Ecc., the speaker was 
placed eccentrically with the NS direction, at approximately halfway 
between the center and the edge of the test specimen (location L2 in 
Fig. 4). 

2.2.3. Test Specimen: In-water hydrodynamic testing 
Destructive hydrodynamic testing on the test specimen was per

formed in the DWB at OSU. A summary of the hydrodynamic testing is 
provided in this section, but readers are referred to Duncan et al. [23] for 
further details on the instrumentation plan. Fig. 5 shows the plan and 
elevation view of the experimental configurations used in the DWB to 
mimic an idealized section of the New Jersey coastline with residential 
buildings. The basin was 49.4 m long, 26.5 m wide, and 2.13 m deep 
with a multi-directional piston-type wavemaker. The test section for the 
experiment started at 9.75 m from the wavemaker and was 10 m wide 
and consisted of a 20 m, 1:20 sloped section that approximated the 

alongshore uniform bathymetry of the New Jersey shoreline near Ortley 
Beach. The sloped section led to a 10 m long flat section elevated 1.0 m 
above the floor of the basin to represent the flat barrier island where 
Ortley Beach is located. The test specimen was located on the flat section 
of the testbed 3.5 m from the shore break. At 1:6 scale, this corresponds 
to 21 m (69 ft) from the shoreline. Several instrumentations were used in 
the experiment, including nine wire resistance wave gauges located 
offshore, eight ultrasonic wave gauges located onshore near the test 
specimen, four acoustic-doppler velocimeters, and two PCB model 
356A12 tri-axial accelerometers located at Level-3 and roof of the test 
specimen. The hydrodynamic test data and specimen details are avail
able in Cox et al. [20] and Barbosa et al. [9]. 

The destructive hydrodynamic tests were performed using regular 
waves with a predominant period of T = 4.5 s, which is equivalent to 11 
s at the prototype scale, for the majority of the trials. In total, 21 trials 
were performed. Approximately 40 regular waves were generated dur
ing each trial, which lasted about three minutes. Regular waves were 
used in the study to easily identify the wave conditions (breaking, 
broken, unbroken) causing the specimens to fail. 

Table 1 provides a summary of the wave conditions used in the hy
drodynamic testing. The water depth at the wavemaker, h0, varied 
during the study, ranging between 1.10 m and 1.45 m. The test specimen 
was in a section that was elevated 1.0 m above the basin floor, resulting 
in water depth at the specimen, h, ranging from 0.10 m to 0.45 m. These 
varying water depth conditions resulted in different wave-breaking 
conditions at the test specimen location, including broken, breaking, 
and nonbreaking wave conditions. The fourth column lists the air gap, a, 
defined as the elevation of the bottom of the lowest horizontal structural 
member (LHSM) of the elevated specimen relative to the still water 
level. The cumulative number of waves that interacted with the spec
imen, NWE is also listed in Table 1. The regular waves used in the 
experiment were characterized by the nominal input wave height at the 
wavemaker, Hin, and wave period, T. The input wave heights ranged 
from 0.1 to 0.4 m, which corresponds to a range of 0.6 m (2.0 ft) < Hin <

Fig. 5. Schematic of the hydrodynamic testing in directional wave basin: (a) plan view, and (b) elevation view. Hydrodynamic test data is publicly available in Cox 
et al. [20] and structural testing and system identification data is available in Barbosa et al. [9]. All dimensions are in meters. 
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2.4 m (7.8 ft) in prototype scale, similar to large storm waves produced 
by Hurricane Sandy at Ortley Beach, New Jersey [12]. 

2.2.4. Test Specimen: In-water damage quantification 
Laser scans were performed before Trial-1 and before increasing each 

water level, as indicated on the rightmost column in Table 1, to quantify 
the damage of the test specimen under successive and more severe surge 
and wave conditions. Scans were performed using a Leica Geosystems 
P40 scanner and a Leica BLK360 scanner, which were positioned at the 
locations shown in Fig. 5. The generated point cloud data were used to 
quantify the damage sustained by the test specimen[75]. For this pur
pose, the initial wall sheathing area of the test specimen was determined 
from the point cloud data obtained before the hydrodynamic testing and 
compared to the remaining wall sheathing area following each succes
sive scan as the water level was increased. 

2.3. Numerical methods 

2.3.1. System identification (SID) 
For the out-of-water forced vibration testing, two output-only oper

ational modal analysis (OMA) methods were used to identify the natural 
frequencies, damping ratios, and mode shapes. The OMA methods used 
were the Enhanced Frequency Domain Decomposition (EFDD)[14]and 
the Stochastic Subspace Identification (SSI)[13]. Acceleration data 
collected in the testing were analyzed to extract the modal features, 
following a similar approach used in Magalhães et al. [40] and Moaveni 
et al. [45] using the Artemis software [5]. Before applying the EFDD and 
SSI methods, however, the collected data were post-processed using 
power spectral densities (PSDs), taken on 1-min windows using the 
pwelch function from MATLAB’s signal processing toolbox [42] to check 
for high noise signals and corrupted data. A set of post-processing 
schemes were defined to focus on different sections of the frequency 
spectrum of interest, similar to what was performed in Mugabo et al. 
[48]. An upper limit of 40 Hz was considered adequate for capturing the 
first few natural frequencies of interest and various Butterworth filter 
windows were used to focus on different sections of the spectrum of 
interest. To extract modal features in this frequency range, a harmonic 
peak reduction algorithm integrated in ARTeMIS based on the SSI pro
cess orthogonal projection was used [29]. 

For the in-water hydrodynamic tests and for the FE model results 

subjected to the hydrodynamic force time series obtained from the 
computational fluid dynamic (CFD) modeling in OlaFlow[32], described 
in Section 2.3.2, PSDs of acceleration response of the specimen were 
obtained using the pspectrum and plomb functions available in MATLAB’s 
signal processing toolbox [42]. Hydrodynamic force time series ob
tained from OlaFlow simulations utilize an adaptive time step for 
convergence, which resulted in force time series with a non-uniform 
time step. The MATLAB plomb function allowed computing PSDs for 
monotonically increasing time series with non-uniform time steps. For 
the pspectrum function used, a frequency resolution of 0.5 Hz was 
utilized. 

2.3.2. Computational fluid dynamics (CFD) simulation of pressure 
distribution 

Horizontal pressures on the test specimen in the EW direction were 
not measured during the hydrodynamic testing. As a result, the pressure 
time series were obtained through numerical simulation. The CFD hy
drodynamic modeling was performed using OlaFlow[32]. OlaFlow is an 
open-source code, implemented on the OpenFOAM framework and 
specialized for wave boundary conditions such as piston and flap-type 
wave maker with active absorption. OlaFlow solves the three- 
dimensional Reynolds averaged Navier-Stokes equation accounting for 
two phases (water and air) using the finite volume method. The CFD 
hydrodynamic modeling consists of two components: (1) a numerical 
wave flume created using the “blockMesh” tool, defining vertices, faces, 
and boundaries manually, and (2) a specimen created using the “snap
pyHexMesh” tool, utilizing STL (STereo Lithography) files for geometric 
data [36]. The numerical wave flume employs varying mesh sizes, 
ranging from 10 cm to 0.8 cm to minimize computation times, while the 
specimen utilizes a uniform size of mesh, approximately 0.8 cm for ac
curacy of the model. 

In Fig. 6a, the specimen’s mesh configuration is shown integrated 
into the numerical wave flume. The bottom of each column in the 
specimen is placed over the flat section of the wave flume, leading to the 
merging of the two mesh grids. This merging results in a relatively finer 
mesh, approximately 0.5 cm, at the bottom of each column. The total 
number of mesh elements is 5 million, and the test specimen is modeled 
as a rigid body. Fig. 6b shows the locations on the front face of the test 
specimen OlaFlow model where virtual sensors were located to obtain 
pressure time series results. The numerical model validations were 

Table 1 
Summary of wave conditions used in the hydrodynamic testing.  

Trial h0 

(m) 
h 
(m) 

a 
(m) 

Hin (m) T (s) Wave type at specimen NWE Notes 

1  1.10  0.10  0.25  0.1  4.5 Broken – Scan before Trial 1 
2  1.10  0.10  0.25  0.4  4.5 Broken – Scan after Trial 2 
3  1.12  0.12  0.23  0.1  4.5 Breaking –  
4  1.20  0.20  0.15  0.2  4.5 Broken –  
5  1.20  0.20  0.15  0.3  4.5 Broken – Scan after Trial 5 
6  1.30  0.30  0.05  0.1  4.5 Nonbreaking 40  
7  1.30  0.30  0.05  0.2  4.5 Breaking 80  
8  1.30  0.30  0.05  0.3  4.5 Broken 121  
9  1.30  0.30  0.05  0.3  3.5 Broken 174  
10  1.30  0.30  0.05  0.3  5.5 Broken 208 Scan after Trial 10 
11  1.35  0.35  0.00  0.1  4.5 Nonbreaking 248  
12  1.35  0.35  0.00  0.2  4.5 Breaking 289  
13  1.35  0.35  0.00  0.3  4.5 Broken 330  
14  1.35  0.35  0.00  0.4  4.5 Broken 371 Scan after Trial 14 
15  1.40  0.40  − 0.05  0.1  4.5 Nonbreaking 412  
16  1.40  0.40  − 0.05  0.2  4.5 Breaking 453  
17  1.40  0.40  − 0.05  0.3  4.5 Breaking 494  
18  1.40  0.40  − 0.05  0.4  4.5 Broken 535 Scan after Trial 18 
19  1.45  0.45  − 0.10  0.1  4.5 Nonbreaking 576  
20  1.45  0.45  − 0.10  0.2  4.5 Breaking 617  
21  1.45  0.45  − 0.10  0.3  4.5 Breaking 620 Elevated specimen fails 

Legend: h0 = water depth at the wavemaker; h = water depth at the specimen; a, air gap, defined as the elevation of the bottom of the lowest horizontal structural 
member relative to the still water level; NWE = cumulative number of waves that interacted with the specimen; Hin = wave height at the wavemaker; T = wave period. 
The “Notes” provides information on when the laser scanning was performed and when the specimen collapsed. 
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performed through comparisons of experimental vertical pressure 
measured at the bottom face of the specimen, water surface elevations, 
and horizontal and vertical velocities near the specimen. The simulation 
results showed excellent agreement with the experimental measure
ments and were used to obtain spatial pressure distribution at the front 
face of the specimen Additional validation information is available in 
Lee et al. [36]. 

2.3.3. Finite element modeling and model updating of the test specimen 
A series of two-dimensional (2D) linear elastic finite element (FE) 

models of the test specimen were developed in OpenSees [43]. The FE 
models capture the behavior of the structural walls in the flow direction 
using diagonal truss elements to simulate the contribution of in-plane 
walls to the lateral stiffness of the test specimen. The contribution of 
out-of-plane shear walls were modeled using elastic beam-column ele
ments. Moreover, the plywood floor and roof of the test specimen were 
modeled as rigid diaphragms using elastic beam-column elements with 
modulus of elasticity of 8.6 GPa (1247 ksi). In addition, masses were 
lumped at two-end nodes at the floor levels. A total mass of 217.5 lb 
(98.65 kg) was estimated for the test specimen based on the laboratory 
measurement of the individual component density of 475.70 kg/m3 

(29.70 lb/ft3), 554.90 kg/m3 (34.64 lb/ft3), and 571.90 kg/m3 (35.70 
lb/ft3) for plywood sheathing, plywood floor slabs, and studs, respec
tively. Floor level masses of 40.7 kg (89.7 lb), 30.8 kg (68.0 lb), and 27.0 
kg (59.6 lb) were estimated for Level-2, Level-3, and roof, respectively. 
Additionally, the FEM was considered fixed at the lowest horizontal 
structural member (LHSM) level and hence the piles were not modeled 
explicitly. 

A multi-phased approach was used to update the FE models to 
simulate observed experimental damage progression, which in part 
follows the modeling approach and lessons learned in Mugabo et al. [48] 
during the dynamic characterization and FE model updating of a four- 
story mass timber building tested under ambient vibration as well as 
an experimental program described in Mugabo et al. [49]. 

2.3.3.1. Out-of-water FE models. Fig. 7 illustrates the OpenSees FE 
model updating approach adopted in this study. With respect to the EW 
direction, in phase-1, the main lateral force-resisting shear walls were 
modeled including the exterior light-frame wood shear walls and the 
plywood diaphragms. The structural properties of the truss elements 
were simulated based on the quasi-static lateral load-deformation test 

results obtained using methods described in section 2.2.1. In phase-2, 
the interior light-frame wood shear walls were added to the FE model. 

The exterior light-frame wood shear walls included in phase-1 were 
modeled using a pair of equivalent diagonal truss elements in OpenSees. 
The CUREE model presented in Folz & Filiatrault [25], also widely 
known as the SAWS model in OpenSees, is used to model the light-frame 
wood shear walls. The model is based on the behavior of three structural 
components under quasi-static loading: rigid framing members, linear 
elastic sheathing panels, and nonlinear sheathing to framing connectors. 
Fig. 8a shows the hysteretic force–deformation response and Eqn. (1) 
represents the backbone curve of the CUREE model [25] that is based on 
the exponential envelope of the 10 model parameters: K0 the initial 
stiffness, F0 the force intercept of the asymptotic stiffness at ultimate 
strength, Fi the zero-displacement load intercept, δu the displacement at 
ultimate load, r1 the asymptotic stiffness ratio under monotonic load, r2 
the post-capping strength stiffness ratio under monotonic load, r3 
unloading stiffness ratio, r4 the reloading pinched stiffness ratio, α the 
hysteretic parameter for stiffness degradation, β the hysteretic param
eter for stiffness degradation. 

F =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

sgn(δ)(F0 + r1K0|δ| )

[

1 − exp
(

− K0|δ|

F0

)]

: |δ| ≤ |δu|

sgn(δ)Fu + r2K0[δ − sgn(δ)δu ] : |δu|〈|δ| ≤ |δF|

0 : |δ|〉|δF |

(1) 

with sgn(.) = the signum function. The quasi-static lateral load- 
deformation results of the 12 TWs were used to calibrate the five pa
rameters (K0, F0, δu, r1, r2) of the CUREE model. The exponential enve
lope curve, defined in Eqn. (1), was used in the calibration process. A set 
of MATLAB scripts was developed to identify the five parameters 
through an iterative optimization process involving solving a set of 
constrained least square problems to minimize the difference between 
the experimental and numerical load-deformation curves. The process 
involves setting up lower and upper-bound model parameters and a set 
of initial parameters within these bounds to identify the optimized set of 
model parameters. 

As the objective of the study is the system identification of the 
elevated light-frame wood shear wall buildings, emphasis was placed to 
find out the best possible match of the initial stiffness K0 with the 
experimental stiffness. This was achieved through a sensitivity study 

Fig. 6. OlaFlow CFD model used to simulate pressures for the various trials of hydrodynamic tests: (a) specimen mesh setup, and (b) locations for which pressures 
were recorded on the front face (East face). All dimensions are in meters. 
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involving calibrating K0 to three different force levels that are some 
fractions of the peak force Fu ranging (0.01–0.2) Fu, (0.05–0.1) Fu, and 
(0.05–0.2) Fu. Fig. 8b shows the coefficient of variation (COV) of model 
parameters obtained through the calibration process using the 12 TWs 
load-deformation data. Based on the calibration results, the (0.01–0.2) 
Fu case resulted in the lowest COV for K0. Fig. 8c and Fig. 8d show the 
load-deformation envelope of fitted models obtained through calibra
tion for TW-01 and TW-06, respectively. Even though the initial stiffness 
was well simulated for both TW cases shown in the figure, the calibra
tion process resulted in better agreement between the load-deformation 
experimental and numerical response curves for TW-06 compared to 
that of TW-01. Moreover, the overall goodness-of-fit of calibrated model 
parameters was estimated using mean R2 value, which represent the 
discrepancies of the fitted load-deformation to that of experimental 
load-deformation of all the panels. The mean R2 value for the K0: 
(0.01–0.2) Fu, K0: (0.05–0.1) Fu, and K0: (0.05–0.2) Fu cases were found 
to be 0.91, 0.87, and 0.89, respectively. Based on the mean R2 value, 
model parameters corresponding to K0: (0.01–0.2) Fu case were selected 
for modeling the shear walls using truss elements. 

The five cyclic response parameters (Fi, r3, r4, α, and β) of the CUREE 
model are not obtainable from the quasi-static lateral load-deformation 

tests since these require cyclic test data. Here, these parameters were 
obtained following the recommendations presented in ATC [8] for 
modeling wood shear wall systems. Table 2 lists the 10 model parame
ters used for exterior and interior light-frame wood shear walls in phase- 
1 and phase-2, respectively. 

In phase-3, the out-of-plane contribution from the light-frame wood 
shear wall in the NS direction to the stiffness in the EW direction was 
modeled using elastic beam-column elements. An equivalent trans
formed cross-section of the elastic beam-column element was estimated 
by transforming plywood sheathing to an equivalent stud-only cross 
section. A modulus of elasticity of 12.44 GPa (1790 ksi) was assigned 
considering Douglas-fir studs [72]. The contribution of the out-of-plane 
shear walls was adjusted through calibration using SID results obtained 
from the out-of-water forced vibration tests described in section 2.2.2, 
using methods described in section 2.3.1. 

A correlation phase, phase-4, was added to adjust the modeling pa
rameters of different phases to obtain a better correlation of the FE 
model results with that of out-of-water dynamic structural character
ization experimental results. This correlation phase accounts for inac
curate estimation of masses and their distribution, as well as uncertainty 
in lateral stiffness contributions from different components, such as 

Fig. 7. Multi-phase finite element model development approach for the light-frame wood shear wall building: (a) elements modeled at different phases, Phase-1: In- 
plane exterior light-frame wood shear wall and plywood diaphragm, Phase-2: Phase-1 + interior light-frame shear wall, Phase-3: Phase-2 + contribution from the 
out-of-plane light-frame wood shear wall; (b) illustration of Phase-3: out-of-plane contribution; (c) and (d) show the different elements used in OpenSees to model 
Phase-1 to Phase-3 in the NS and EW directions, respectively. 
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actual sheathing thickness and nailing (which could not be appropri
ately scaled to a 1:6 scale), floor joist contributions, as well as the effect 
of added paints, all of which were not considered in earlier phases. 

2.3.3.2. In-water FE modeling. For the in-water hydrodynamic condi
tions, force time series, obtained from pressure simulation in the Ola
Flow CDF model, were applied at floor levels to the OpenSees FE models 
developed. The Phase-4 FE model described in section 2.3.3.1 was used 
for modeling in-water cases while no damage was observed. Following 
each trial where notable damage was observed, the FE models were 
modified (phase-5 of FE model updating) to match the SID results ob
tained from the in-water hydrodynamic tests described in section 2.2.3 
using the methods described in section 2.3.1. 

In phase-5, the FE model calibration included a reduction in stiffness 
due to quantified damage due to the multi-wave multi-trial overland 
flow hydrodynamic experiment. The observed damage included vertical 

stud damage as well as sheathing wall loss in both the NS and EW di
rections. The FE model was modified by adjusting the stiffness of the 
first-story exterior light-frame walls (phase-1) and out-of-plane shear 
walls (phase-3) by removing elements commensurate with the damage 
observed during hydrodynamic testing and quantified based on the 
analysis of the laser scan point cloud data in Yu et al. [75]. 

2.3.3.3. Additional FE modeling considerations. In the dynamic analyses 
performed, the Newmark constant acceleration method was employed 
in OpenSees to perform response history analyses under wave action. 
The Newton algorithm was used to solve the linear system of dynamic 
equilibrium equations at each time step. To improve convergence rates, 
an iterative scheme composing of a reduction in time step, change in 
solution algorithm, or slightly increasing the tolerance criteria was 
implemented in OpenSees. Rayleigh damping proportional to mass and 
current stiffness was assigned at 6.6% equivalent damping at the 

Fig. 8. CUREE model calibration based on test walls (TWs) static load-deformation data: (a) load-deformation curve for CUREE model, (b) model parameter 
sensitivity based on initial stiffness fitted to test wall data and fitted CUREE model to (c) TW-01 and (d) TW-06. 

Table 2 
CUREE model parameters for the exterior and interior light-frame wood shear wall used in Phase-1 and Phase-2 of OpenSees FEM.   

K0 (kN/mm/m) F0 

(kN/mm) 
r1 r2 δu 

(mm) 
FI 

(kN/mm) 
r3 r4 α β 

Exterior frame  0.495  0.00049  0.13  − 0.20  0.51 0.1 F0   1.00  0.015  0.85  1.10 

Interior frame  0.124  0.00049  0.13  − 0.20  0.51 0.1 F0   1.00  0.015  0.85  1.10  
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fundamental period T1 = 0.046 s and at a period of 0.016 s, corre
sponding to more than 90% of mass participation of the FE models. The 
value of 6.6% equivalent damping used herein was based on the 
damping computed from the free vibration tests performed on the test 
specimen [23]. 

Lastly, due to inherent uncertainties associated with modeling (e.g., 
[41,45]), a sensitivity analysis of the response to the main modeling 
parameters was performed as part of the validation of the FE model 
developed, including the sensitivity of the response to damping 
modeling. Chopra [17] recommends damping ratio values for different 
types of structures for two levels of motion: working stress levels (cor
responding to stress levels no more than one-half the yield point) and 
stress at or just below the yield point based on the data collected from 
instrumented buildings during seismic events. For use in the elastic 
analysis of wood structures with nailed joints, Chopra [17] recommends 
the use of damping ratios of 5–7% and 15–20% for working stress level 
and at or just below yield-point, respectively. In this study, three levels 
of damping ratios of 6.6% (obtained in free vibration tests as discussed 
below), 15%, and 20% (as per the recommendation of [17]) are used. 

The combined CFD finite volume modeling (Section 2.3.2) and multi- 
phase FE model updating (Section 2.3.3) adopted herein have several 
practical aspects. Firstly, without experimental horizontal pressure data, 
it allowed simulating of the horizontal pressure on the test specimen in 
the flow direction through a validated OlaFlow CFD model of the hy
drodynamic experiment. Secondly, the simulated pressure is then used 
as loading input in the multi-phase FE model updating of the test 
specimen, which allowed for identifying the contribution and sensitivity 
of different structural components and their properties on the SID of the 
test specimen and studying damage progression correlation between the 
experimental and FE model data in a step-by-step manner. 

3. Results and discussion 

3.1. Experimental system identification of the test specimen 

3.1.1. Out-of-water system identification 
For the ambient vibration (AV) and other out-of-water forced vi

bration tests, Table 3 shows the natural frequencies and damping ratios 
results, obtained using the EEFD and SSI OMA methods. The mode 
shapes are not shown herein in the interest of brevity. The four different 
excitation functions were applied at different levels of amplitude. To 
assess the acceleration amplitudes, a root mean square (RMS) function 
was applied to Level-2 acceleration data. The resulting acceleration RMS 
for the AV, WN, Ramp, and Ramp Ecc. functions were 2.31 × 10-4 g, 
9.18 × 10-2 g, 5.62 × 10-2 g, 5.98 × 10-2 g, respectively. To evaluate the 
amplitudes of excitation experienced by the structure, Fourier Ampli
tude Spectra (FAS) were developed for the EW (parallel-to-wave) di
rection accelerations at the Level-2 for the WN, AV, Ramp, Ramp Ecc. 

datasets. The same data duration (approximately 2 min) was used for all 
four excitation methods to obtain a comparable frequency amplitude 
amongst the four excitation methods used. The acceleration data were 
filtered using a Butterworth filter of order n = 3 and banded between 0.5 
and 30 Hz, thus focusing on the frequency range of interest for the 
specimen’s first modes of vibration. For this frequency range of interest, 
it was observed that the Ramp and Ramp Ecc. resulted in amplitudes that 
were approximately 0.6 and 250 times the amplitude obtained for the 
WN and AV Level-2 accelerations FAS results, respectively, consistent 
with the magnitude of the RMS acceleration values of different excita
tion functions. 

From Table 3, the mode in EW had a higher natural frequency, 
indicating a stiffer lateral system, which is in agreement with the use of 
braced foundation piles in the EW direction and the absence of bracing 
in the NS direction. In addition, the natural frequencies varied with 
increasing excitation levels from ambient vibration to ramp function. 
The variation in natural frequencies is most noticeable for the EW mode, 
which is the direction in which the shakers excited the structure (see L1 
and L2 in Fig. 4). The natural frequency in the EW direction ranged from 
23.0 Hz for the AV method to 19.4 Hz for the Ramp method. The natural 
frequency was further reduced to 18.8 Hz when the Ramp function was 
applied eccentrically in the EW direction. There is less variation in the 
NS direction natural frequencies, with frequency ranging between 16.0 
Hz for AV to 15.4 Hz for the Ramp Ecc. function. This can be explained 
by the driven excitations (WN, Ramp, Ramp Ecc.) being applied in the 
EW direction, and not in the NS direction. A torsional mode was iden
tified when the eccentric ramp function was applied to the structure. The 
fundamental torsional mode had a natural frequency of 37.4 Hz and a 
damping ratio of 4.1 %, however since the torsional mode was not 
consistently identified with the other excitation functions, it was not 
listed in Table 3. 

3.1.2. In-water system identification 
Roof acceleration data gathered in hydrodynamic tests are used 

herein for in-water system identification of the test specimen in the EW 
direction. Fig. 9 shows the roof acceleration time series and PSDs ob
tained for Trail-6 and Trial-19 as examples. As can be seen in Fig. 9a and 
Fig. 9b, Trial-19 produced a consistently higher roof acceleration 
response compared to Trial-6, which can be attributed to the higher 
inundation depth of the former compared to the later. Note that for the 
PSD analysis, acceleration time series were divided into four segments, 
each represented with distinct colors. Fig. 9c and Fig. 9d show the PSDs 
of roof acceleration response for Trial-6 and Trial-19, respectively. The 
natural frequencies obtained, which correspond to peak values of PSDs 
of each roof acceleration series segment, for Trial-6 (ranging between 
23.2 and 23.8 Hz) are consistently higher than those obtained for Trial- 
19 (ranging between 17.4 and 18.1 Hz), indicating a decrease in natural 
frequencies with an increase in observed damage. 

The reduction in natural frequencies as a function of the increase in 
trial number is further explored in Fig. 10 for Trial-6, Trial-7, Trial-8, 
Trial-16, and Trial-19. For each trial, four natural frequencies are re
ported, which correspond to those obtained for each of the four accel
eration segments described before. Moreover, the percentage sheathing 
loss observed at each trial is also reported. The reduction in natural 
frequency with trial number can be attributed in part to the accumulated 
loss of sheathing. The natural frequency reduction can also partly be 
attributed to the loosening of nails and other connections and other load 
duration effects on wood members and connections [60]. 

3.2. Experimental to numerical model SID correlation study 

3.2.1. Out-of-water experimental to numerical model SID correlation 
Fig. 11 shows the natural frequencies of OpenSees FE models (phase- 

1 to phase-4) with respect to the natural frequencies of the test specimen 
obtained in the free vibration pluck tests, which were 21.67 Hz and 15.2 
Hz in the EW and NS directions, respectively. The FE model natural 

Table 3 
Summary of natural frequencies and damping in the NS and EW directions 
identified using different methods.  

OMA 
Method 

Mode Main 
Direction 

Identified 
Parameters 

AV WN Ramp Ramp 
Ecc. 

EFDD NS f (Hz)  15.7  15.4  15.1  15.4 
ζ (%)  8.0  2.3  3.0  2.7 

EW f (Hz)  23.0  22.1  19.3  18.6 
ζ (%)  4.7  7.0  10.2  6.4 

SSI NS f (Hz)  16.0  15.6  –  15.4 
ζ (%)  7.8  5.2  –  1.8 

EW f (Hz)  23.0  21.5  19.4  18.8 
ζ (%)  5.2  6.2  7.2  2.9 

Legend: EFDD – enhanced frequency domain decomposition; SSI – stochastic 
subspace identification; f – frequency; ζ – damping ratio; AV – ambient vibration 
excitation; WN – white noise excitation; Ramp – concentrically applied ramp 
function excitation; Ramp Ecc. – eccentrically applied ramp function excitation. 
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frequencies are normalized with respect to the respective average free- 
vibration natural frequencies obtained in the free vibration tests. The 
natural frequencies computed for phase-1 were significantly lower than 
those observed in free vibration testing corresponding to 16% and 33% 
of the experimental natural frequencies in the EW and NS directions, 
respectively. The addition of interior frames in phase-2 resulted in only a 
slight increase in the estimated natural frequencies for both directions. 
The addition of the out-of-plane contribution of wood-frame shear walls 
to in-plane response in phase-3 resulted in a large increase in natural 

frequencies in both directions, reaching 79% and 88% of free vibration 
frequencies in the EW and NS directions, respectively. In phase-4, an 
increase in the stiffness of interior and exterior walls coupled with an 
increase in the out-plane stiffness contribution by a factor of two 
resulted in good agreement between FE model frequencies and free vi
bration frequencies yielding normalized natural frequency of 1.01. In 
the NS direction, a similar correlation effort resulted in lesser agreement 
(normalized natural frequency of 1.15). A factor of two increase in the 
stiffness of walls used in the correlation phase is relatively low compared 
to the approach used in Mugabo et al. [48], where the stiffness of an 
exterior metal façade and the glazing were increased by a factor of 10.25 
and 2.8, respectively to achieve good agreement of FE model natural 

Fig. 9. Test specimen in-water hydrodynamic response in terms of roof acceleration time series for (a) Trial-6 and (b) Trial-19. Corresponding PSDs for (c) Trial-6 
and (d) Trial-19. Note that approximately first 20 s of time series were not considered in the data analysis reported here and the PSD of a given color correspond to 
the PSD obtained using acceleration time series segment of corresponding color shown in (a) and (b). 

Fig. 10. Test specimen natural frequency as a function of the hydrodynamic 
test trial number. Frequencies presented as stars with different colors corre
sponding the colors used in acceleration time series for each trial shown in 
Fig. 9. In red, the percentage sheathing loss per trial is indicated at the top of 
the plot. 

Fig. 11. Phase-1 to phase-4 FE model EW and NS fundamental frequencies 
normalized to free vibration frequencies in the respective directions. 
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frequencies with that of measured natural frequencies. 
A tornado sensitivity analysis was performed to identify the relative 

significance of the FE model parameters on the estimation of the natural 
frequency of the test specimen in the EW direction. The mass of the test 
specimen, m, elastic modulus of the plywood slab floor diaphragm, Eslab, 
and lateral stiffness of the light-frame wood shear walls, K0, were 
considered as the variables for the sensitivity study. Fig. 12 lists the 
statistical parameters and associated probability distribution functions 
used for these three variables. In addition, a tornado diagram for the 
normalized natural frequency of the test specimen for varying pertur
bation of the random variables is also shown in Fig. 12. The vertical line 
in the middle of the tornado diagram represents the normalized fre
quency corresponding to the phase-4 FE model with all the parameters 
set to their median values. The horizontal bars represent the swing of the 
normalized frequency for different random variables set to their 10th 
and 90th percentile, one by one, while keeping the rest of the variables 
to their median values. According to this figure, the mass of the test 
specimen m is the most significant random variable affecting the natural 
frequency followed by Eslab and K0, which is expected since the natural 
frequencies are proportional to the square root of the ratio of stiffness 
and mass, but the stiffness is comprised of multiple components, such as 
K0 and Eslab. This result indicates that it is important that the mass of the 
specimens tested in fluid–structure interaction experimental programs 
be measured explicitly. In addition, the importance of the stiffness terms 
indicates that additional static lateral testing of components is extremely 
important as scaled specimens are designed and constructed since 
currently there is a lack of test data that can be used to calibrate the 
lateral stiffness terms of scaled specimens. 

3.2.2. In-water experimental to numerical model SID correlation 
Fig. 13a to 13c show pressure simulation locations, pressure distri

butions at the front face of the specimen at the virtual sensors in the 
OlaFlow model, and sample pressure time series results obtained from 
the OlaFlow model for Trial-7. Trial-7 resulted in a breaking wave 
condition at the test specimen (Table 1), with input wave height at 
wavemaker of Hin = 0.2 m and wave period of 4.5 sec, water depth at the 
specimen location of h = 0.3 m, and air gap of a = 0.05 m. In Fig. 13b, 
the mean and mean ± standard deviation of the normalized maximum 
pressures along the virtual sensors indicated on the shaded region in 
Fig. 13a. The maximum pressure is normalized with respect to static 
pressure terms, ρgh, where ρ is the water density (1000 kg/m3), g is the 
gravitational acceleration (9.81 m/s2), and h is the water depth (m) at 
the specimen location. Eight (8) waves of Trial-7 were used for 
computing the mean and mean ± standard deviation pressure distribu
tions. As can be seen in this figure, maximum mean pressure was 
observed at the virtual sensor P1, located 0.07 m above the lowest 
horizontal structural members, LHSM). The pressures gradually 
decreased to zero at 0.72 m above the base of the specimen. In the in
terest of brevity of this paper, pressure distributions for other trials are 

Fig. 12. FE model natural frequency parameter sensitivity in the EW direction: (a) variables, distribution, parameters used; and (b) tornado diagram presenting the 
swing in normalized natural frequency for 10th and 90th percentile perturbations for mass, m, modulus of elasticity of slab Eslab, in-plane shear wall stiffness, K0. 
Note: JCSS [34]. 

Fig. 13. (a) Virtual pressure sensor locations in the OlaFlow model (black dots) 
with three labelled sensors; (b) normalized peak pressure distribution along the 
shaded stripe (Fig. 13a) for Trial-7. Mean and mean+/- standard deviation peak 
pressures were computed considering the first eight wave cycles of Traial-7. 
Note, peak pressure values were normalized to static pressure terms, ρgh, 
where ρ is the water density (1000 kg/m3), g is the gravitational acceleration 
(9.81 m/s2), and h is the water depth (m); and (c) pressure time series for Trial- 
7 for three virtual sensors labelled in Fig. 13a. 
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not presented herein although additional ones can be found in Lee et al. 
[36]. 

Fig. 14a shows the correlation between experimental and phase-4 FE 
model acceleration time history results at roof level for Trial-7. Note that 
the phase-4 FE model was used here since no damage was observed for 
Trial-7. Though discrepancies in magnitudes of the accelerations can be 
observed qualitatively, the time series are well correlated. The experi
mental peak roof accelerations were found to be 0.43 g, which is about 
17% lower than the FEM peak absolute roof acceleration of 0.49 g. Over 
the whole simulated duration, the percentage difference between 
experimental and FEM peak (maximum absolute) roof acceleration re
sults varied between 17.1% and 76.2% for the wave cycles simulated. 
Fig. 14b shows the PSD as a function of the natural frequency. Herein, 
the first 18 s of the acceleration time history during which no wave 
impacted the structure were used in the computation of the PSDs. This 
time window was chosen to represent the still water condition around 
the test specimen prior to experiencing any wave. Overall, the PSDs for 
the experimental and FE model results agree reasonably well in terms of 
natural frequencies and magnitudes. The natural frequencies identified 
were 24.30 Hz and 22.10 Hz for experimental and FE model simulations, 
respectively. The FE model frequency is about 9.05% lower compared to 
the experimental frequency. The discrepancies between experimental 
and simulation results in Fig. 14 can be attributed to the assumption that 
the FEM consists of 2D linear elastic elements and due to the un
certainties associated with the damping model, both of which can be 
further investigated in the future using more advanced 3D nonlinear 
structural model loosely or tightly coupled with - computational fluid 
dynamic (CFD) modeling. 

PSDs were also computed for different wave cycles of a given trial. 
Fig. 15 shows the experimental and FE model PSDs for waves 6, 7, and 8 
of Trial-7. The natural frequencies identified were 26.80 Hz, 24.10 Hz, 
and 21.7 Hz for waves 6, 7, and 8, respectively, for experimental data. 
The corresponding natural frequencies were 22.05 Hz, 21.85 Hz, and 
21.05 Hz for the FE model simulation response data. For both the 
experimental and FE model simulation cases, natural frequencies 
decrease with an increasing number of wave impacts, consistent with 
the results shown in Fig. 14, where the identified natural frequencies for 
the experiment are larger than the ones identified from the FE model 
results. Moreover, the stiffer responses of the experimental data 
compared to FE model simulations for these in-water tests are consistent 
with the system identification results obtained for the out-of-water tests. 

3.3. Experimental to numerical model damage progression analysis 

For Trial-2, Trial-5, and Trial-10, no damage was identified during 
testing. Damage was observed and quantified for Trial-14 and Trial-18. 

In the EW direction (parallel-to-wave) direction, a loss of the area of 
sheathing of 0% and 8% relative to the initial state of the building were 
quantified for Trial-14 and Trial-18, respectively. In the NS (perpen
dicular-to-wave) direction, a sheathing area loss of 18% and 42% were 
estimated for Trial-14 and Trial-18, respectively. 

Based on the damage quantification, a damage progression correla
tion analysis was performed using the phase-5 FE model. Fig. 16 shows 
the damage progression in terms of the degradation of natural fre
quencies of the test specimen from experimental data and the FE model 
simulation data. The roof acceleration time histories of Trial-6, Trial-7, 
Trial-8, Trial-16, and Trial-19 were used for this damage progression 
analysis. For these five trials, the corresponding loss of area of sheathing 
was 0%, 0%, 0%, 18%, and 42% in the NS direction, respectively. From 
Fig. 16a, the degradation of natural frequencies estimated in the FE 
model simulations are in good agreement with those estimated using the 
experimental data, even though the simulations resulted in lower me
dians while no trend was observed in the scatter. The inter-story drift 
ratios (IDRs) are also estimated from the FE model simulations, but in 
the interest of brevity and since no displacement results were measured 
during the testing, these are not validated in this paper. 

Fig. 16b shows the comparison of peak roof accelerations for the 
experimental and FE model simulations as a function of the damping 
ratio. Damping ratios estimated in this study show large variations for 
both the directions (NS: 1.8% to 8%; EW:6.6% to 10.2%) depending on 
the vibration tests and estimation method, similar to what has been 
observed in the literature (e.g., [45]. For the intact test specimen (0% 
sheathing area loss) relatively good agreements between experimental 
and simulated peak floor accelerations are observed for a damping ratio 
of 6.6% in Trial-6 and Trial-7. However, as damage increased with 
increasing wave intensity and the number of wave impacts, the FE model 
simulations with a 6.6% damping ratio failed to capture the experi
mental peak roof accelerations in Trial-8 and Trial-16. Better agreement 
between the experimental and FE model results are obtained with the 
use of higher damping ratios of 15% and 20%, as the specimen likely 
experienced additional sources of energy dissipation in these trials. 
Overall, the FE model failed to predict the peak acceleration for the 
highly damaged specimen in Trial-19. Lastly, Fig. 16b highlights that 
appropriate damping values should be used commensurate with the 
loading and resulting stress level experienced by structures, especially 
when all sources of energy dissipation are not explicitly modeled. 

4. Conclusion 

Structural system identification (SID) and damage progression of a 
1:6 scale elevated light-frame wood shear wall residential building were 
studied in this paper under increasing hurricane wave and surge over 

Fig. 14. Experimental and phase-4 FE model results: (a) roof acceleration time histories, and (b) power spectral density of roof level acceleration responses in the EW 
direction using first 18 s of Trial-7 data. 
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land flow conditions using several experimental and numerical methods. 
A physical model (referred to in the paper as the test specimen) of an 
elevated building was developed through careful design to appropriately 
scale the strength and stiffness of the test specimen compared to a full- 
scale building prototype. Various static and dynamic experimental 
methods were used on the test specimen in out-of-water condition (e.g., 
quasi-static lateral load-deformation testing of components, free vibra
tion, ambient vibration, and forced vibration testing) and in-water 
condition (destructive hydrodynamic testing) to evaluate the correla
tion of experimental and FE model simulated SID and damage pro
gression results. Moreover, a multi-phase FE model updating approach 
was implemented, which included the use of pressure time series results 
from CFD OlaFlow simulations that were aggregated to force time his
tories and then were applied to OpenSees FE models. Using calibrated FE 
models, a sensitivity study was performed to identify the relative 
contribution of different components to lateral response and to under
stand the correlation between simulated and experimental SID under 
increasing hurricane overland surge and wave loading. The main find
ings of the study are:  

1. For the out-of-water tests:  
a. The fundamental natural frequencies obtained using different 

experimental methods, including free vibration, ambient 

vibration, and forced vibration showed that the identified natural 
frequencies are sensitive to the intensity of the shaking.  

b. The FE models of the test specimen were able to capture the 
fundamental natural frequencies obtained in out-of-water free- 
vibration tests for both the EW (parallel-to-wave) and NS 
(perpendicular-to-wave) directions. Based on the calibration 
approach used, a better agreement of the ratio of experimental to 
numerical fundamental frequencies was achieved in the EW 
(parallel-to-wave) direction (approximately 1% error) compared 
to the NS (perpendicular-to-wave) direction (approximately 15% 
error). 

c. Out-of-plane walls and sheathing played an important contribu
tion to lateral stiffness.  

d. Results from the natural frequency tornado sensitivity analysis of 
the parameters assigned to the FE models indicate that the mass of 
the test specimen was the most significant variable, followed by 
elastic modulus assigned to the slab elements. and then lateral 
(initial) stiffness of the shear walls.  

2. For the in-water tests: 
a. A correlation study of the experimental and simulated data ob

tained from the coupled OlaFlow and OpenSees simulations was 
performed. The fundamental frequencies obtained agreed well 
with those obtained in the experiment. 

Fig. 15. Natural frequencies in the EW direction for waves 6, 7, and 8 of Trial 7 based on: (a) experimental results, and (b) phase-4 FE model simulation results.  

Fig. 16. Damage progression identified in terms of EW fundamental natural frequency and damping ratio: (a) natural frequencies as a function of trial number and 
damage quantified by the percentage area loss, (b) peak roof accelerations in the EW direction over successive wave trials for different values of simulated Ray
leigh damping. 
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b. The natural frequencies identified decreased with increasing 
wave intensity and the number of wave impacts for both the 
experimental and simulation as the test specimen accumulated 
damage. 

c. The FE model simulations were able to capture the damage pro
gression of the test specimen reasonably well, both in terms of the 
median estimates and scatter of degradation of natural fre
quencies when compared to those observed in the destructive 
hydrodynamic experiment. For each of the trials simulated, the 
OpenSees results showed lower median natural frequencies 
compared to those obtained in the hydrodynamic experiment (the 
ratio of experimental to FE model frequencies varied between 
1.03 and 1.22).  

d. The peak floor accelerations estimated using the FE models were 
found to be sensitive to the level of damping ratio used. It was 
observed that the use of an appropriate level of damping ratio 
commensurate with the loading and resulting stress level experi
enced by the test specimen results in better agreement between 
experimental and simulated peak floor accelerations. 

Mass, stiffness, and damping have all been identified to play a key 
role in the estimation of the peak responses under hydrodynamic 
loading. Efforts should be made for better quantification of these 
quantities in future fluid–structure interaction experimental studies that 
focus on estimating damage to specimens. In addition, the FE modeling 
approach implemented in OpenSees can be further used to develop 
hurricane wave and surge fragility functions of infrastructure in the 
future. However, adjustments made to linear elastic out-of-plane wall 
contributions to stiffness should be further explored. Further data on 
out-of-plane wall testing and performance to failure under wave loading 
are needed to validate nonlinear FE models when predicting structural 
collapses. In addition, other FE models or combined discrete elements 
method (DEM) formulation can be used to simulate elastic truss and 
beam elements. 
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