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Although condensed matter systems usually do not have higher-form symmetries, we show that,
unlike O-form symmetry, higher-form symmetries can emerge as exact symmetries at low energies and
long distances. In particular, emergent higher-form symmetries at zero temperature are robust to
arbitrary local UV perturbations in the thermodynamic limit. This result is true for both invertible
and non-invertible higher-form symmetries. Therefore, emergent higher-form symmetries are ezact
emergent symmetries: they are not UV symmetries but constrain low-energy dynamics as if they
were. Since phases of matter are defined in the thermodynamic limit, this implies that a UV
theory without higher-form symmetries can have phases characterized by exact emergent higher-
form symmetries. We demonstrate this in three lattice models, the quantum clock model and
emergent Zy and U(1) p-gauge theory, finding regions of parameter space with exact emergent
(anomalous) higher-form symmetries. Furthermore, we perform a generalized Landau analysis of a
2+1D lattice model that gives rise to Z2 gauge theory. Using exact emergent 1-form symmetries
accompanied by their own energy/length scales, we show that the transition between the deconfined
and Higgs/confined phases is continuous and equivalent to the spontaneous symmetry-breaking
transition of a Zy symmetry, even though the lattice model has no symmetry. Also, we show that
this transition line must always contain two parts separated by multi-critical points or other phase
transitions. We discuss the physical consequences of exact emergent higher-form symmetries and
contrast them to emergent 0-form symmetries. Lastly, we show that emergent 1-form symmetries

are no longer exact at finite temperatures, but emergent p-form symmetries with p > 2 are.
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symmetries can also do. For example, higher-form
symmetries can spontaneously break, giving rise to a
topological ground state degeneracy (gapless Goldstone
bosons) when discrete (continuous) [3, 30-36]. In-
deed, abelian topological orders reflect anomalous dis-
crete 1-form symmetries spontaneously breaking, and
photons in a Coulomb phase arise from U(1) 1-form
symmetries spontaneously breaking. A higher-form
symmetry can also have a ’t Hooft anomaly, provid-
ing powerful constraints on the IR through generalized
Lieb-Schultz-Mattis-Oshikawa-Hastings theorems and in-
troducing higher-form symmetry-protected topological
phases [4, 25, 26, 37-47].

These applications of higher-form symmetries make
them a powerful tool in studying quantum many-body
systems. However, unfortunately, models with exact
higher-form symmetries are rather special and, in a sense,
fine-tuned. So, it is natural to wonder if they play a role
in more typical, physically relevant models.

One possibility is that while they may not be exact
microscopic symmetries, they could still arise as emer-
gent symmetries. However, experience with emergent
ordinary (0-form) symmetries causes apprehension since
their consequences are typically approximate since they
can be violated by irrelevant operators.! In other words,
explicitly breaking 0-form symmetries creates O(E") er-
rors at energy scale F, even in the thermodynamic limit.
Amazingly, common folklore suggests that this O-form
symmetry-based intuition does not carry over to higher-
form symmetries. They can constrain a system exactly
even as emergent symmetries, as discussed in the context
of gauge theories [49-51] in early days, and in the context
of higher-form symmetry [20, 25, 36, 48, 52-56].

Here we investigate this robustness of higher-form
symmetries in detail and from a lattice perspective,
considering bosonic lattice Hamiltonian models without
higher-form symmetries. These UV-complete theories
are simple, well-defined, and relevant to condensed mat-
ter physics.

For this class of models, we demonstrate how higher-
form symmetries can emerge and, when they do, why
they constrain the IR exactly. We find that at energies
with the emergent higher-form symmetry, the dynamics
of states are affected by the emergent higher-form sym-
metry as if it were an exact UV symmetry. More pre-
cisely, any errors coming from the higher-form symme-
tries being emergent below a finite energy scale E are of
order O(eL"), where L is the system size measured by
lattice constant, and thus vanish in the thermodynamic
limit. Our arguments apply to both invertible and non-
invertible higher-form symmetries.

Therefore, phases of microscopic models without ex-
act higher-form symmetries can be exactly character-
ized by emergent higher-form symmetries. To empha-
size this, we refer to emergent higher-form symmetries

L A counterexample to this usual rule are emanant symmetries [48].

as exact emergent symmetries. Consequently, to under-
stand how emergent higher-form symmetries characterize
phases, one should first partition parameter space by the
theory’s exact and exact emergent symmetries. These
partitions then lay a foundation for the system’s phases
to be labeled and characterized using generalized sym-
metries.

The rest of this paper goes as follows: In section II,
we show that emergent higher-form symmetries in lat-
tice models are exact. We use the point of view that
symmetries are described by algebras of local symmet-
ric operators [57], but also develop low-energy effective
Hamiltonians with the emergent symmetries. In sec-
tion III, we consider three examples with exact emergent
higher-form symmetries: the Zy quantum clock model
and models of emergent Zy and U(1) p-gauge theory. In
section IV, we use the concept of exact emergent sym-
metry to perform a complete generalized Landau analy-
sis of the Fradkin-Shenker model with periodic boundary
conditions. We recover known results regarding the uni-
versality classes of the phase transitions and make new
predictions about the phase diagram’s general structure.
In section V, we discuss general physical consequences of
emergent higher-form symmetries being exact. In par-
ticular, how exact emergent higher-form symmetries can
characterize phases of systems, both when they are, and
are not, spontaneously broken in the bulk. In section VI,
we consider emergent higher-form symmetries at finite
temperature, showing that only emergent p-form sym-
metries with p > 1 are exact. Then, in section VII, we
conclude and discuss some open questions arising from
this work.

II. SCALES HIERARCHIES AND EMERGENT
SYMMETRIES

Consider a lattice bosonic quantum system described
by the local Hamiltonian H and whose total Hilbert space
V is tensor product decomposable: V = &), V;. Since H
includes the exact interactions at the microscopic scale
and describes the system at all energies throughout the
entire parameter space, we refer to it as the UV Hamilto-
nian, adopting the language used in field theory. While,
in theory, the system’s physical properties can be ex-
tracted from H, this proves much too difficult in prac-
tice [58].

A guiding principle to overcome this daunting problem
is the separation of energy scales (assuming no UV/IR
mixing [10, 59-62]). We will always denote the lowest
energy scale as Frr and refer to the sub-Hilbert space
Vir = span{(E,) | E, < Er}, where (E,) is an energy
eigenstate, as the IR. Furthermore, we will always de-
note the largest possible energy value as Fyy. How-
ever, there can be other interesting energy scales be-
tween the IR and the UV scales, which we will call
mid-IR energies Fniq.ir and refer to the sub-Hilbert
space Vmid.r = span{(E,) | E, < Emia.r} as the mid-
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FIG. 1. The parameter space of a many-body Hamiltonian
can be partitioned by its differing hierarchies of energy scales.
A schematic depiction of this is shown here. The parameter
space is partitioned into four regions, labeled I, II, III, and
IV, with their differing energy scale hierarchies shown.

IR. Generally, there can be multiple of these mid-IR
scales, and as demonstrated in Fig. 1, different regions
of parameter space will have a different hierarchy of en-
ergy scales.

A. Exact emergent generalized symmetries

Low-energy eigenstates will often have additional
structures absent from high-energy eigenstates. For ex-
ample, these additional structures could reflect the pres-
ence of new, emergent symmetries, as depicted in Fig. 2.

It is nontrivial to systematically identify the scale hi-
erarchies of a general UV Hamiltonian. Here we will spe-
cialize to a typical situation where the UV Hamiltonian
can be written as

H = Hy + Hy, (1)

where a mid-IR scale Eyig.r of Hp is known (e.g., an
energy gap of a quasiparticle) and both Hy and Hy are
translation-invariant. We assume Hy is not pathologi-
cal in the mid-IR and that the qualitative features of H
resemble those of Hy. For example, Hy cannot have per-
fectly flat bands in the mid-IR since they’d introduce ex-
ponential amounts of degeneracies in the spectra, which
will not arise in H since a generic H; will lift the de-
generacy. Furthermore, we assume there is a collection
of mutually commuting local projection operators {P;}
acting only on degrees of freedom near site ¢ such that

Vr(nl—iIg-)IR is spanned by energy eigenstates of Hy satisfy-

ing (P;) = 0. In other words, (¥mid.1r) € VI(IﬂI(;’_)IR satisfy
Py (Ymiar) = 0, while P, (1)) # 0 for () & V) Fea-
tures of Hy that emerge at F < Fyiq.r are determined
by the constraint P; = 0. In fact, as we will soon ar-
gue, these local projection operators also determine the
emergent symmetries.
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FIG. 2. The symmetries of a quantum many-body system
generally depend on the energy scale of an observer. In partic-
ular, there can be emergent symmetries at low energies absent
from the microscopic (UV) symmetries Guy. These can be
generalized symmetries and can be anomalous.

We will assume H; includes terms that mix states with
(P;) =0 and states with (P;) # 0. Because of Hy, en-
ergy eigenstates of H are a superposition of states with
(P;) = 0 and states with (P;) # 0 and, therefore, the sub-
Hilbert space spanned by states satisfying (P;) = 0 is not
a mid-IR of H. Consequently, it appears that any emer-
gent structures arising from P; = 0 (such as symmetry)
are destroyed by the H; term.

On the other hand, if all parameters in H; are much
smaller than those in Hy, it is tempting to think that the
mid-IR of H is typically closely related to the (P;) =0
states. This intuition motivates one to introduce the pa-
rameter s € [0, 1] and family of Hamiltonians

H(S):H0+SH1, (2)

from which the mid-IR of H can be constructed from
the mid-IR of Hy by slowly tuning s =0 to s =1 [50].
Indeed, let us denote the n'" many-body energy eigen-
state of H(s) as |1/J,(f)) and define the unitary operator

Ve =3 (5 (] which satisfies V,[\) = [¢¢) and

WAy = @V, AVI[BE)) (3)

for any operator A. Therefore the (P;) = 0 sector of Hy
is related to the (V4 P;V;') = 0 sector of H. However, this
definition of V; is unphysical since V, PV is likely to be
nonlocal even if P is local. Ref. 50 found a local uni-
tary operator Upy that approximates Vi very well while
ensuring local operators remain local when dressed. An
explicit form of ULy is [63]

1
Uv=38 {exp[i/ ds’ DS/]} ,
0

(4)
D, = i/dt F(t)eiH(s)tas]{(S)efiH(s)t7

where S’ denotes s-ordering and F(t) is a function
satisfying a particular set of requirements, such as
F(t) = —F(—t) which ensures D; is anti-Hermitian.

Motivated by those results, here we assume that there
exists a proper local unitary operator Upy with the fol-
lowing properties:



1. it maps a local operator O; to a local operator
O UruO; ULU that acts on degrees of freedom
near i (the operator is fattened);

2. it maps the nth eigenstate of H(0) to a superposi-
tion of some eigenstates |1/JS,)> of H(1) with energy

Efll) -0 < Efll,) < E,(ll) + 0, where Ef«bl) is the en-
ergy of the nth eigenstate of H(1) and 6 < Epin 1R;

3. it does not break the symmetries of Hy and Hi.

If such a unitary operator satisfying these properties does
not exist for a particular H in parameter space, it means
that the mid-IR does not exist at that point of parame-
ter space (e.g., due to the gapped quasiparticles defining
Eia.r condensing). The existence of Uy is a conjec-
ture, and we will obtain our results based on this conjec-
ture. It would be interesting to see if one could apply the
mathematical techniques and proofs developed in Ref. 64
to construct Ury rigorously.

Consider an eigenstate |¢n0) of H(0) with energy

E,(LO) & FEmidar, thus satisfying P; |y 0)> = 0. Uy will
map it to some eigenstates of H(1) with eigenvalues
much less then Fyiq.1r, which satisfy 751|¢7(L1)> = 0, where
P = ULUPiUEU is also a set of mutually commuting lo-
cal projectors. This is true for all mid-IR eigenstates of
H(0), so the mid-IR of H can be identified as the sub-
Hilbert space spanned by the mid-IR eigenstates of H(0)
transformed by ULU In other words, the mid-IR states
of H which span led g Satisfy P, = 0. Therefore, any
emergent low-energy structures of Hy specified by the
projectors P; become emergent low-energy structures of
H specified by the projectors P;. Since {P;} and {P;} are
related by a local unitary transformation Uy, we expect
the two exact low-energy structures to be equivalent.

This result was obtained in Ref. 50 for emergent Z, and
U(1) gauge symmetry, and proved rigorously for the Z,
case. In that case, the low energy subspace satisfies the
modified Gauss law p; = ULUpiUEU =0 exactly and is
exactly gauge invariant. We believe such a result remains
valid for more general situations.

Having identified a mid-IR of H, we now iden-
tify its emergent symmetries at E < FEpiqIr- It
is useful to adopt the perspective that a symme-
try is described/defined by an algebra of local sym-
metric operators [57, 65, 66]. For instance, if the
UV symmetries are generated by the unitaries {U,},

e. [Ug, Hol = [Ug, Hi] = 0, then the associated algebra
of local symmetric operators is

Avyy = {Ouvv | OuvUy = U,Ouv ¥ g}, (5)

where Oyvy is a local operator acting on the full Hilbert
space V. Indeed, given A, one can recover the symmetry
transformation operators by finding all operators that
commute with its elements. _

In the mid-IR, operators that violate the (P;) = 0 con-
straint are not allowed. Therefore, the mid-IR symme-

tries are described by the algebra of local symmetric op-
erators

Anid-1R = {Omid-1r | Omid-1RPi = PiOmid-1r V 1,

6
V Omia-ir € Auv}. (6)

The symmetry transformations are then all operators
that commute with the elements of Apiq.1r as well as the
projectors P;. These will include the UV symmetry oper-
ators but could include additional emergent symmetries,
reflecting the possibility depicted in Fig. 2. We refer to
emergent symmetries identified by Aniq-1r as exact emer-
gent symmetries to emphasize that at F < Eiq.1r, they
are equally impactful as UV symmetries. Indeed, given
only Apiq.1r, one cannot distinguish between UV sym-
metries and exact emergent symmetries. Importantly,
exact emergent symmetries are not approximate symme-
tries.

The exact emergent symmetries foung using Amid-1r
arise from the commuting projectors P;. Since these
projectors are local, O-form symmetries will typically not
appear as exact emergent symmetries. Indeed, since the
charged operators of 0-form symmetries are local, these
projectors would likely have to be nonlocal to forbid them
from appearing in Apiq.1r- In other words, even weakly
breaking a O-form symmetry in the UV theory, Apnid-1r
will typically include terms charged under the symme-
try, explicitly breaking the symmetry at all scales. This
recovers how emergent 0-form symmetries generally are
not exact and instead approximate symmetries.

However, this description of symmetry is capable of de-
scribing all generalizations of symmetries. So, the exact
emergent symmetries can be higher-form symmetries.

The charged operators of higher-form symmetries are
nonlocal, winding around nontrivial cycles of the lat-
tice, and thus will never appear in Apnig.ir. There-
fore, emergent higher-form symmetries are always ex-
act symmetries in the thermodynamic limit since they
cannot be broken by low-energy local operators. In
other words, emergent higher-form symmetries are ro-
bust against translation-invariant local perturbations? of
the UV theory and, thus, are topologically robust. All of
this is true for both invertible and non-invertible higher-
form symmetries.>

To build some intuition for why this is true, we consider
a spacetime picture [75, 76]. Suppose Hy has a 1-form
symmetry, so loops carrying the symmetry charge can-
not be cut open by unitary time evolution, in (3 4+ 1)D.

2 More precisely, any translation-invariant k-local perturbation
where k is much smaller than the linear system size measured
in units of lattice spacing.

3 An exact emergent p-form symmetry below an energy scale im-
plies g-form symmetries (¢ < p) below that same energy scale
generated by “condensation defects” [8, 67-71]. While these
are g-form symmetries, they transform p-dimensional operators.
Therefore they too are exact emergent symmetries even when
q = 0. These p-dimensional objects carry generalized charges of
the g-form symmetry [72-74].



In spacetime, it means that its worldsheet will not have
any holes. Turning on H; and explicitly breaking the 1-
form symmetry, these loops can now be cut open so their
worldsheets will have holes. When the perturbation H;
is small, these holes are also small and can be coarse-
grained away to yield a low-energy subspace with only
closed worldsheets and an exact emergent 1-form sym-
metry. However, when the perturbation is large, these
holes are larger than the worldsheets themselves, disinte-
grating them by the Higgs mechanism and preventing a
1-form symmetry from emerging. It is straightforward to
generalize this to a general higher-form symmetry, and
it would be interesting to study this spacetime picture
further using the renormalization group.

Furthermore, an exact emergent p-form symmetry be-
low an energy scale E in d dimensional space implies the
exact emergence of its dual symmetry below the same en-
ergy scale F, which is a (d — p — 1)-form symmetry when
the p-form symmetry is discrete. When d —p —1 =0,
this leads to an exact emergent dual 0-form symmetry.

For lattices with vacancy defects, there can be nontriv-
ial p-cycles involving a finite number of p-cells. Then,
operators charged under an emergent p-form symmetry
could appear in Ap;iq.1r, making it an approximate sym-
metry. However, if the vacancy defect density is small,
these nontrivial p-cycles are also small. Therefore they
will disappear under coarse-graining, and the emergent
p-form symmetry will become exact.

Emergent higher-form symmetries, therefore, have an
associated energy and length scale. The former is
Fiqr, designating at which energies the symmetry
emerges. The latter is the length scale that the sym-
metry’s operators are fattened by Upy. If this energy
scale goes to zero (this length scale goes to infinity), the
symmetry is explicitly broken at all scales (is no longer
well defined) and cannot emerge.

One can possibly discover all of the emergent symme-
tries of a system in a Hamiltonian-independent way by
constructing A at all energy scales for each energy hierar-
chy in parameter space. However, it is desirable to have
a Hamiltonian description reflecting the emergent sym-
metries. The symmetries that emerge at £ < F,iq.1r are
hidden from the UV Hamiltonian H since it describes the
dynamics of both states with P; = 0 and P; = 1. There-
fore, to make the emergent symmetries manifest, we will
develop an effective mid-IR theory Hyiq.1r that describes
only the dynamics of states with P; = 0. Since H is a sum
of only operators in Ayy, the effective mid-IR theory
Hnig-r should be a sum of only operators in Amid-1r-
Therefore, symmetries of Hyjq.ir will include the UV
symmetries but also include additional ones, which we
will identify as exact emergent symmetries.

The effective mid-IR, Hamiltonian should act only on
the mid-IR Hilbert space Viig.ir- The most general form
for it is

Huiaar = Z (Co O+h.c.). (7)
O€ApiaIr

The constants {Cp} are renormalized versions of the UV
parameters. One can in principle determine {Co} by
requiring the spectra and correlation functions of Hyiq.1r
to match with the UV theory’s for (¢) € Vinia.ir. Since
UV theory is local, we require the effective theory to
be a local Hamiltonian. Therefore, the greater number
of operators involved in O or the larger the region of
the lattice O acts on, the smaller Cp is. We view the
ability to define a local effective mid-IR Hamiltonian as
a requirement for the mid-IR itself to be well defined.
The mid-IR having an exact emergent symmetry
means there is a transformation that leaves the Hiq.1r
unchanged. This implies the existence of an emergent
conservation law obeyed at E < Epiq.;r which cannot
be broken by local operators. The existence of this exact
emergent conservation law can be used as a definition
of the existence of the exact emergent symmetry. For
p-form symmetries, this conservation law means that at
FE < Enia-1R, there are only closed p-branes excitations.
It is important to note that this effective Hamilto-
nian is different than those found using, for instance,
Brillouin-Wigner perturbation theory [77] or Schrieffer-
Wolff transformations [78]. Indeed, these effective Hamil-
tonians describe the mid-IR of Hy (the (P;) =0 sub-
space), where as the effective Hamiltonian Eq. (7) de-

scribes the genuine mid-IR of H (the (P;) = 0 subspace).

The philosophy behind Hpiq.1g is similar to that of
effective field theory, where one writes down an effective
action that includes all allowed terms. Its definition is
physically reasonable but not rigorously derived. We will
not present a rigorous justification or proof of Hpiq.1Rr-
Here, we state Eq. (7) with the restrictions on Cp as the
conjectured form of Hyg.1r, and we will examine the
consequences of this conjecture.

B. A holographic picture

An algebra of local symmetric operators (e.g., Egs. (5)
and (6)) determines a non-degenerate braided fusion
(higher) category M [57, 79]. To emphasize its utility
in describing a symmetry, M is called a symmetry cat-
egory or symmetry topological-order.* For a finite sym-
metry, its symmetry category M describes a topological
order in one higher dimension, which we also denote by
M. Refs. 16 and 81 proposed a unified description of all
types of symmetries (including their higher-form, higher-
group, anomaly, and non-invertibility properties) using
such topological order in one higher dimension, which
leads to a symmetry /topological order (Symm/TO) cor-
respondence [79, 80]. The bulk topological order (i.e. the

4 Symmetry category was called categorical symmetry in Refs. 79
and 80. Since the term categorical symmetry is now commonly
used to mean non-invertible/algebraic symmetry, we rename cat-
egorical symmetry to symmetry category to avoid confusion.
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FIG. 3. (a) The low energy properties of QFTuno (QF 1oy
restricted to the R-symmetric sub-Hilbert space) can be ex-
actly simulated by a boundary of a topological order M in one
higher dimension. QFT,,o uniquely determines M. (b) The
low energy properties of QF T,y throughout all R sectors can
be simulated by including the boundary R.

symmetry topological-order) can be realized by a topo-
logical field theory (TFT). To emphasize its utility in
describing symmetry, this bulk TFT is called symmetry
TFT [82].

More precisely, given an anomaly-free system® QF T, ¢
with a symmetry, its low energy properties within the
symmetric sub-Hilbert space are exactly simulated by a
boundary of a topological order M in one higher dimen-
sion. Indeed, QFT,s restricted within the symmetric
sub-Hilbert space can be viewed as a new system QF Ty,
with a non-invertible gravitational anomaly [80, 83],
which corresponds to M in one higher dimension [84, 85]
(see Fig. 3a).

Fully simulating QQFT,s requires the boundary of M
to also capture states outside the symmetric subspace.
This can be achieved by adding an additional gapped
boundary R of M [16, 19], as shown in Fig. 3b. Provided

that the topological order M and the boundary R have an
infinite energy gap, the low-energy properties of QFT,;
are described by the composition of the topological order
M with two boulldaries QFT,,, and R, which we denote
as QFTyno By R. _

If the spatial dimension of the boundary R is d, its
gapped excitations are described by a fusion d-category,
which we will also denote as R. On the other hand, the
excitations of M are described by a braided fusion d-
category denoted as M. The boundary fusion d-category

R uniquely determines the bulk braided fusion d-category
M, and are related to one another by

M = Z(R), (®)

where Z(R) is the center of R. When d = 1, Z(R) is the
Drinfeld center of R.
We say QF'Tgy is described by the symmetry category

M if admits a decomposition QFT,; = QFTano My R.
The decomposition also implies that QFT, s has a sym-
metry whose symmetry defects (i.e. symmetry transfor-

mations) are described by fusion d-category R. We will

5 An anomaly-free system is one with a lattice UV completion.

6

call such a symmetry as ﬁ—symmetry. For example,
d-Vecg-symmetry is the ordinary global symmetry de-
scribed by a group G. N

If R is a local® fusion d-category, then the R-symmetry
is an anomaly-free symmetry. The symmetry charges of
an anomaly-free R-symmetry are described by a fusion
d-category R, which is the dual of R. However, if R is
not local, the R-symmetry is anomalous. We note that
in Ref. 19, the pair (R,M) is regarded as a generalized
symmetry regardless if R is local or not. Thus, such
a description includes both anomaly-free and anomalous
symmetries. _

Using QFTyn0 Xyt R to describe the symmetries of
QFTqy is very general and provides a unifying formalism
capable of describing all generalizations of symmetry. As
we will now argue, QFT,,, Ky R is also able to describe
the exact emergent symmetries of Q F'T, ¢ discussed in the
previous subsection.

Recall from the previous subsection the general Hamil-
tonian (1), where a known mid-IR of Hy was spanned by
states satisfying P;(¢) = 0 for local commuting projec-
tors {P;}. Any exact emergent symmetries in the mid-IR
are determined entirely by {P;}, and the exact emergent
symmetries of H could be found by dressing {P;} with
Uruy. Here for simplicity, we will just consider Hj since
our results will hold even after we include an arbitrary
translation-invariant perturbation H;, as we discussed in
the last subsection. Without a loss of generality, we will
assume that Hy has the form

Hy=>0;+ Epiatr »_ Pi, (9)

where O; are local operators and [O;, P;] = 0 is required
since O; is assumed not to mix the P; =0 and P; =1
states. Thus, the local energy dynamics controlled by
O; are constrained by P;, and consequently, the local
projectors {P;} can give rise to an emergent symmetry.

It is believed that a topological order with a gapped
boundary can be realized by a commuting projector
model. Therefore, the R-boundary and the M-bulk in
Fig. 3b can be realized by a commuting projector model.
To have Hj as the Hamiltonian described by the slab in
Fig. 3b, we take P; in Hy to be those commuting pro-
jectors. O;’s in Hy are the boundary Hamiltonian terms
describing the QFT,,, boundary in Fig. 3b.

We also enlarge {O;} to include local operators in the
bulk M, and require that they still commute with P;.
Since the thickness of the bulk is finite, {O;} can include

operators that connect the QF7Ty,, and R boundaries,

6 A fusion d-category R is local if there exists a fusion d-category
R such that Z(R) = Z(R) and R Ky R = nVec, where dVec is
the braided fusion d-category describing excitations in a trivial
topological order (i.e., above a trivial product state). Such R is
called the dual of R.
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FIG. 4. (a) A lattice realization of Fig. 3b, where qubits live
on the links. The star and plaquette terms of the toric code
model are shown both in the bulk and on the R boundary.
(b) Since the bulk is topological, one can take the thin slab
limit.

which we will refer to as inter-boundary operators. There
are also intra-boundary operators, which are those that
act only on the degrees of freedom near the boundary
QFT,n,. To explicitly break a symmetry on QFT,,,,
{O;} must include an inter-boundary operator that trans-
fers symmetry charge from R to QF7Ty,,. Doing this for
a p-form symmetry requires a (p 4+ 1)-dimensional oper-
ator.

For a 0-form symmetry, such an operator would include
a finite number of local operators acting in a line from
R to QFTy,,. This is a local operator and thus allowed
in Hy. It is unlikely local projectors P; can forbid such
an operator, and therefore they cannot produce exact
emergent 0-form symmetries. For emergent higher-form
symmetries, any inter-boundary operators that transfer
symmetry charge are non-contractible extended opera-
tors, acting on the whole system. These operators are
not local and are not included in the set of local oper-
ators {O;}. Thus emergent higher-form symmetries are
exact.

The discussion so far has been pretty general, so let us
consider an example of a model with an exact emergent

Zgl) symmetry in 14+1D. We consider M = Z(Vecz,),

which corresponds to the Z; toric code model, and R
the Zy-charge condensed boundary (the rough bound-

ary [86]). The slab QFTu,0 Xat R in Fig. 3b becomes
the lattice shown in Fig. 4a, with qubits residing on the
links.

The toric code model contains two types of pro-
jectors: star terms PP = (1 — Z1Z27574)/2 acting
on the qubits of the four links touching each ver-
tex and plaquette terms PPY = (1 — X; X5 X35X,)/2
acting on the qubits of the four links around each
square. The R boundary has truncated plaquette terms
P = 1(1 — X1 X2X3), as shown in Fig. 4a.

Since the bulk is topological, let us take a thin
slab limit of Fig. 4a, which gives us Fig. 4b where
we label vertical (horizontal) links by i (i+ 3).
The only remain projector surviving this limit is
P = 11— XX, 1 Xip1), and thus all allowed O;s
are generated by products of X;, XH%, and ZF%ZI-ZH%.
Notice that while XH_%, XiXH_%XiH, Z 1ZiZH_% are

T3

intra-boundary operators, the X;’s are inter-boundary
operators.

Let us first restrict ourselves to only the intra-
boundary operators. We will consider the full setup,
where O; includes intra and inter-boundary operators,
after. The intra-boundary operators form an algebra of
the local symmetric operators generated by

intra-onl,
Afnid—IR = {Xiys, XiXo 1 X1, 2,17, Z; 1} (10)

The operators (local or non-local) that commute with

Af::;r?yf ") are generated by
intra-onl
Tasm™) = {XiXip1 Xipa, H(Zi—%Z’iZi—&-%)}v (11)

%

and give rise to all symmetry transformations. Therefore,
when restricted to the intra-boundary operators, there
are two mid-IR symmetries arising from P;. X; X, 41 Xit1

acts on loops and corresponds to a Zgl) symmetry, while

[1:(Zi-1ZiZ;, 1) acts on the entire lattice and corre-

sponds to a Zgo) symmetry. When the (2 + 1)D system
QFTyno My R is mapped to the (1 + 1)D system QFT,,
the Zéo) symmetry still acts on the entire lattice while the

Zgl) symmetry now acts on a single lattice site.
Let us now include the inter-boundary operators. Do-
ing so, the algebra of local symmetric operators becomes

Amiar ={Xiy1, Xiy Z_172:Z; 1}, (12)
and the symmetry transformations are now generated by

7-mid—IR = {XiXi+%Xi+1}. (13)

The Zgl) symmetry is still present, but the Zgo) symmetry
is now gone. This is because the allowed inter-boundary

operators X; transfer the charges of the zg‘))
between the two boundaries, breaking the Z;O)
The operators that could transform the Zgl) symmetry
charges between the two boundaries were not included
in Aniq.1r since they are not local operators, and as a

symmetry
symmetry.

result, the ZS) symmetry is still a mid-IR symmetry.

IIT. EXAMPLES OF EXACT EMERGENT
HIGHER-FORM SYMMETRIES

In this section, using the point of view discussed in
section IT A, we go through examples of lattice models
without higher-form symmetries that have exact emer-
gent higher-form symmetries. These models are all de-
scribed by Hamiltonians governing degrees of freedom on
a d-dimensional cubic spatial lattice. We extensively use
discrete differential geometry notation, which we review
in appendix section A. The remainder of this section is
organized as follows, with each subsection dedicated to a
single model and entirely self-contained.
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FIG. 5. (left) The parameter space of models C (41) and D (26) can be partitioned into three regions, I, II, and III, corresponding
to its different energy scale hierarchies. These regions are not necessarily distinct phases of the models. Here, solid lines indicate
a phase transition while dashed lines do not. (right) In these regions, we identify the exact emergent symmetries at each energy
scale. Here p is a positive integer and d is the dimension of space such that d > p+1 (d > p) for model C (D). The emergent
U(1)<d*p*1) symmetry in region III for model C is only nontrivial in the continuum limit. When J/U = 0 (K/U = 0), the exact

emergent U(l)(”> and ZS\’;) (U(l)(’ifpfl) and Zg\‘?*p)) symmetries of models C and D, respectively, are exact UV symmetries.

In subsection TIT A, we consider the quantum clock
model (Eq. (17)). When its UV Zy symmetry is sponta-

neously broken, we find there is an exact emergent ZS\?)
symmetry at energies below the domain wall gap. The
IR symmetry operators form a projective representation
of Zn x ZE\C,Z), signaling the presence of a mixed 't Hooft
anomaly that protects the ground state degeneracy in the
SSB phase.

In subsection III B, we consider a model of emergent
Zn p-gauge theory called model D (Eq. (26)), and in
subsection III C a model of emergent U(1) p-gauge the-
ory called model C (Eq. (41)). The exact emergent sym-
metries and energy scale hierarchies of these models are
summarized in Fig. 5. The left panel of Fig. 5 is a
schematic depiction, and we do not investigate the pre-
cise shapes of the regions nor the nature of their bound-
aries. Region III corresponds to the deconfined phase of
the emergent gauge theory. Region II corresponds to the
confined “phase,” where the gauge charges are still well-
defined gapped excitations and confined. Fig. 5 and our
discussion throughout subsections III B and III C portray
the possibility that region IT exists for J # 0. Lastly, re-
gion I is where the gauge charges are condensed/are no
longer well-defined gapped excitations.

Model D with p=1, d =2, and N =2 is emergent
(2+1)D Z lattice gauge theory. In Eq. (26), the J term
creates Zy charge fluctuations and the K term creates
Z5 flux fluctuations, both breaking UV Zgl) symmetries.
Region III corresponds to the deconfined phase of the
Z5 gauge theory, and in the IR, there is a spontaneously
broken exact emergent anomalous Zél) X Z(21) symmetry.
This mixed anomaly is characterized by the SPT (see Eq.
(B48))

ZIA, ;4] — oi™ o AUA’ (14)

where A and A are Z,-valued 2-cocycles, and protects
the ground state degeneracy on a torus. Large J drives
a Zy-charge condensation transition (i.e. a Higgs transi-
tion) and large K drives a Zs-flux condensation transi-
tion (i.e. a confinement transition). When the Z, gauge

charges have an energy gap, the exact emergent 2(21) Sym-
metry is present on both sides of the confinement transi-
tion, IT < III, controlling the transition, and its unphys-
ical part corresponds to the exact emergent Zs gauge
redundancy [50].

Model C with p=1 and d =3 is emergent (3+ 1)D
U(1) lattice gauge theory. In Eq. (41), the J creates
U(1)-charge fluctuations and the K term creates mag-
netic monopole fluctuations. Region III corresponds to
the deconfined phase of the U(1) gauge theory, and in
the continuum limit of the IR, there is a spontaneously
broken exact emergent U(1)(1) x U(1)(") symmetry. This
mixed 't Hooft anomaly is characterized by the SPT (see
Eq. (C59))

Z[A7 A] _ ei2‘n’st .A/\d.»zl7 (15)

where A and A are R /Z-valued 2-form fields, and protects
the gaplessness of the photon [87, 88]. Large J drives a
U(1)-charge condensation transition (i.e. a Higgs transi-
tion) and large K drives a magnetic monopole conden-
sation transition (i.e., a confinement transition). When
the U(1) charges have an energy gap, the exact emergent
U(1)™) symmetry is present on both sides of confinement
transition IT <+ III, controlling the transition, and its un-
physical part corresponds to the exact emergent U(1)
gauge redundancy [50].



A. Quantum clock model

Consider Zy quantum rotors residing on the 0-cells
(sites) of the spatial d-dimensional cubic lattice at zero
temperature. These are described by the clock operators
X, and Z,,, which are unitary operators satisfying

Zzy X ey = wie020 X, Zs, xYN =zN=1, (16)

where w = e¢'?"/N. They are N-dimensional gener-
alizations of the Pauli matrices and have eigenvalues
{1,w,w?, -+, w¥~1}. The Hamiltonian of the quantum
clock model is

=33 ] K

c1 cp€dcy

K
5 > Zey,+he,  (17)
Co

where X_., = X ;fg, the first sum is over 1-cells, and the

second sum is over all O-cells. This theory has an exact
Zy O—form—Zg\?)—symmetry, which is generated by

The charged operator of this symmetry is X,
which from the clock operator algebra transform as
Xey — ezﬂi/NXCO. Therefore, the algebra of local sym-
metric operators is generated by

AUV = {Zc()a H XC()}' (19)

co€dcy

1. An exact emergent ZE\C,I) symmetry and mized t Hooft
anomaly

When K/J < 1, the quantum clock model lies in a Zg\(,))
spontaneous symmetry broken (SSB) phase. Indeed, in
the tractable K/J — 0 limit, the ground state satisfies
X! Xz, (vac) = (vac) for all neighboring 0-cells, and thus
<X20Xc6> =1 for any O-cells ¢y and ¢{. In this phase,
there are gapped domain walls carrying Zy topological
charge. Indeed, in the K/J — 0 limit, the domain-wall
density p for a state (¢) is defined by

[T Xeo() = F 0Py, (20)

co€dcy

where (* p)c, = p,.,. Therefore, the operator (x Z)g, ex-
cites a domain wall on 0¢g.

The domain wall gap J provides a candidate energy
scale below which new symmetries may emerge. Let us
call this energy scale the IR. However, when K/J # 0,
there no longer exists a low-energy sub-Hilbert space
spanned by states satisfying (p,, ,) =0 mod N. This
is because the K term in H causes the (p,, ) =0 and
(Pz,_,) # O states to mix. This does not necessarily mean
the domain walls no longer exist when K > 0, just that

their operators depend on K. Indeed, a corresponding
low-energy sub-Hilbert space can be identified using Upy
from section ITA. Therefore, there exists a low-energy
sub-Hilbert space for K/J < 1 in the SSB phase spanned

by states satisfying (p., ) = <ULUﬁad,1U1iu> =0. By
the definition of Upy, the Zs\?) symmetry operator sat-
isfies

U=0U =[] . (21)

Having identified the IR of the SSB phase, we
would now like to find an effective IR theory. This

IR satisfies the constraint p,, , =0, or equivalently
[, coe X, =1. Due to the constraint, the Zg\?) sym-

metric IR operators must be constructed from only ZO.
Only one such operator commutes with the constraint:
Eq. (21). Therefore, for a finite-size system, the algebra
of local symmetric IR operators is

At ={][ Zo} = (U} (22)

The corresponding effective IR Hamiltonian is
gipitel = _ jgho (23)

where k ~ K/J and Ny is the total number of 0-cells.
The K/J dependence of k comes from the fact that
H =0 in the IR when K/J — 0.

In the thermodynamic limit, U is a nonlocal operator,
so the algebra of local symmetric IR operators becomes

A = {}. (24)

Indeed, since K/J < 1, in the thermodynamic limit the
effective IR Hamiltonian becomes Hig = 0. Since Arg is
the empty set (or equivalently, since Hig is zero), any IR
operator commutes with the local symmetric IR opera-
tors and thus corresponds to a symmetry. This includes
U, and thus the UV Zs\?) symmetry, as expected. How-

ever, the operator )N(CO is also allowed and it generates
the transformation

27w

U—envU. (25)

Since the charged object is supported on d-cycles and
transforms by an element of Zy, the operator X., gen-

erates a Zg\?) symmetry (which is always a higher-form
symmetry).

This emergent Zg\c,l) symmetry has been noted previ-
ously throughout the literature [46, 89, 90]. Indeed, it is
an emergent symmetry since it does not commute with
H. Here we find it is an exact emergent symmetry since
it exactly commutes with the IR effective Hamiltonian.
Therefore, the ground state subspace of the Zy SSB
phase has an exact Z§3) X Zg\?) symmetry. Furthermore,
this TR symmetry is anomalous, which can be noticed
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FIG. 6. Graphical representation of pc,_, in model C (42)
and 77 _, in model D (26) in 3d space for (1st row) p=1,
(2nd row) p = 2, and (3rd row) p = 3. The (p — 1)-cell ¢,—1
is colored purple. The + disks on the p-cells denote the sign
in front of Lip in the sum for Pep_15 OF whether Z., is Zt=2

or Z~ = Z' in the product for Tfp7

1

from the fact the symmetry operator of the Zg\?) symme-

try is charged under the ng,i) symmetry. This mixed ’t
Hooft anomaly protects the ground state degeneracy of
the SSB phase. The only way to eliminate it is to prevent
the Zg\(,i) symmetry from emerging by condensing domain
walls.

B. Emergent Zy p-gauge theory

In this section, we consider a model for emergent Zy
p-gauge theory, which we call model D. When p = 1, this
is just typical Zy gauge theory. Consider Zy quantum
rotors residing on the p-cells of the spatial d-dimensional
cubic lattice with p > 0. A Zyx quantum rotor is an N-
level system described by clock operators X. and Z.,
which satisfy Eq. (16). Model D is described by the
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FIG. 7. Graphical representation of the excitation created by
L{ [Xe,] in model C [D] in 3d space for (1st row) p =1,
(2nd row) p=2, and (3rd row) p=3. The yellow disk
represents Ljp [Xc,]. For model C, the purple + disk de-
notes the sign in p.,_, (L (0)) = £(L$ (0)) for that (p — 1)-
cell. For model D, the £+ disk instead denotes the sign in
721 (Xe,p (0)) = wF (X, (0)) for that (p — 1)-cell.

Hamiltonian
U . t
Hyv= D) Z Tepr — U Z We, i
Cp—1 Cp+1
K J
-5 Z Ze, =% Z X, +he, (26)
ij—l = H ZCP’ ’ijﬂ = H ch
cp€dcp_1 cpEQCp 11

where Zcp is over all p-cells, dc,_1 is the coboundary of

C.
product of 2(d — p + 1) operators, examples of which are
shown in Fig. 6.
Since Hyy has terms linear in Z., and X, , the algebra
of local symmetric UV operators is generated by

cp—1 (see Eq. (A3)), andZ_., = ZTP. 7% is generally a

Avv =1{Z.,, X¢, }- (27)

Nothing commutes with both Z., and X, and thus
there are no UV symmetries in this theory.

1. An exact emergent ZS\Z,” symmetry

In the limit J/U — 0, there exists a low energy sub-
Hilbert space spanned by states satisfying <ij71> =1.
Violating this constraint costs energy U, and we inter-
pret states that do so in this limit as having a gapped



excitation, a segment of which residing on c,—;. We'll
refer to these bosonic (p — 1)-dimensional (in space) ex-
citations as “charges” since they are the gauge charges
of the emergent Zy p-gauge theory. From the clock op-
erators’ algebra, X, excites a charge on dc,, examples
of which are shown in Fig. 7. Since ng =1, exciting N
charges is the same as not exciting any. Thus, the charge
number takes values in Zy.

The charge gap U provides a candidate energy scale be-
low which new symmetries may emerge. However, when
J/U # 0, there no longer exists a low-energy sub-Hilbert
space spanned by states satisfying (77 ) =1. This is

because the J term in Hyy causes the (77 ) =1 and

(17 _,) # 1 states to mix. This does not necessarily mean
the charges no longer exist when J > 0, just that their op-
erators depend on J. Indeed, a corresponding low-energy
sub-Hilbert space can be identified using the local unitary
from section IT A, which we denote as UI(}J Therefore,
there exists a low-energy sub-Hilbert space spanned by

1 . 1
= (Ui, Uh =1.
We will not find an explicit form for Uﬁlg and thus

will not precisely know throughout how much of parame-
ter space the dressed (fattened) operators can be defined

states satisfying (77 )

without violating the assumptions of U&J) Instead, we
will assume that such an operator exists and can access
a greater than measure-zero part of parameter space and
will investigate the consequences of this conjecture.

At this point, we cannot tell if the charge gap A is an
IR scale or mid-IR I scale or mid-II scale, etc. In sec-
tion III B 2, we find it is a mid-IR scale in region III, but
an IR scale in region II of parameter space (see Fig. 5).
For the rest of this section, however, we will adopt the
language from the perspective of region III and call the
charge gap a mid-IR scale.

Given the mid-IR scale E4.r = 4, we would now
like to find an effective mid-IR theory describing states
at energies ¥ < Fpiqr. Since ZC commutes with 77

1?
it does not excite any charges and is an allowed rmdD IR

operator. The operators X ¢, are not allowed as they
excite charges. the allowed operators constructed from
X, are

Wi = [[ Xe. (28)

cp€Cy

which we call the Wilson operator (see Fig. 8). It has the
interpretation of exciting a charge, transporting it along
a p-cycle, and then annihilating it. .
While WT[C,] does not excite charges, not all WT[C,)]
are mid-IR operators. Indeed, when K/U > 1 the
p-brane excitation created by WT[CP] costs energy
~ |Cp| K, where |Cp| is the number of p-cells C, is made
of. So, roughly, WT[C,] is allowed in this limit only if
|Cp| < A/K. On the other hand, when K/U < 1 this
p-brane’s gap does not increase linearly with |C,| and all

W‘L[C’p} are mid-IR allowed operators. We will denote
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FIG. 8. Graphical representation of W1 (Ocp1) for model C
(Eq. (44)) and D (Eq. (28)) in 3d space for (1st row) p =0,
(2nd row) p =1, and (3rd row) p = 2. For model C (D), the
yellow colored disks represent Lt ()Z' ) operators, the product
of which yields W' (Ocpy1). Discs labeled by T denote the
hermitian conjugate and cp41 is colored green.

the set of C,, for which WT[C,] is an allowed Mid-IR op-
erator when acting on (vac) by Z,. This set of p-cycles
depends on the value of K/U.

For a finite size system, the algebra of local symmetric
mid-IR operators is generated by

Almivel — (7., WTC,): Cp € 2, ). (29)

Strictly speaking, this is only approximate since
WIC, € Z,] is only a mid-IR operator when acting on
low-energy eigenstates in the mid-IR, not mid-IR states
with E close to Eniqir- Nevertheless, the symmetries of
this should be the same as the exact form of the effec-
tive mid-IR theory. The mid-IR Hamiltonian under this

approximation is

Hintel — — kU Z Ze, —U Y Wdeyi]
Cp+1

U Y ec, W[C

Cr€Zy

(30)

where k ~ K/U and ec, ~ (J/U)!%.

In the thermodynamic limit, wit acting on non-
contractible p-cycles is a non-local operator. Denoting
the subset of Z, with only contractible p-cycles as B,,
the algebra of local symmetric mid-IR operators is now
generated by

Amiair = {Zo,, WG] : C, € B} (31)



From the effective Hamiltonian point of view, Hfinite:L

must be a local Hamiltonian, so the mid-IR theory is
only well-defined provided J/U < 1. Therefore, in the
thermodynamic limit, terms with Wilson operators sup-
ported on nontrivial p-cycles vanish, and the mid-IR the-
ory becomes

Hpyiar = — EUZ Z., ~U Z W(dcp 1)
Cp Cp+1
U Y WG+
CyEeB,

(32)

Amnid-ir includes an new symmetry absent from Ayy.
Indeed, the mid-IR theory is invariant under the trans-
formation

ch_> eiFijZCp == W[CP] - ei Zcpecp FCPW[CPL
(33)
where (dI') = Zcpea%ﬂ e, =0 and I'.) €27Z/N

Cpt1 =

for (X., )" =1 to be invariant. This is a symmetry be-
cause 3, cc T'c, =0 for €, € By, since (dI')e,,, =0. It
is not a gauge symmetry as it transforms Wilson opera-
tors on non-contractible p-cycles by a nontrivial element
of Zn. Therefore, since the charged operators are sup-
ported on a p-cycle, the mid-IR has an exact emergent
ZE\I/?) symmetry. The operator generating this ZS\’,’) Sym-
metry is

USayp) = ] 2w, (34)

Ca—p€Sa_p

where f)d_p is a (d— p)-cycle of the dual lattice and
(x2) = Zie,_, (see Fig. 9).

This Zg\’,’) symmetry only emerges in parameter
space where the mid-IR—the low-energy regime without
gapped charges—exists. Here we associate the mid-IR’s
existence to the existence of a well-defined effective mid-
IR Hamiltonian, so the exact emergent ng,)) symmetry ex-
ists only when H,iq.1r converges. In the approximation
scheme used, this requires (ec, )!/|¢! < 1 for all C,, € B,,.

Ca—p

The constant of proportionality in (e¢, )|/ o J/U in-
creases with |C)| since there are more ways W[C)] can be

generated from ch for larger |Cp|. Therefore, it is suffi-
cient to consider only the largest p-cycle in B,,. For small
enough K/U where B, includes all trivial p-cycles, the
largest C), does not depend on K/U, and so the largest

value of J/U with the exact emergent Zg\’;) symmetry

is independent of K/U. This value of J/U defines the
boundary between regions I and III in Fig. 5. For large
enough K /U, B, does not include all trivial p-cycles. The
larger K/U is, the smaller the maximum value of |C)| is,
and thus the larger the maximum value of J/U with the
exact emergent ng,’) symmetry is. This value of J/U in-
creasing with K /U defines the boundary between regions
I and IT shown schematically in Fig. 5.
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FIG. 9. Graphical representation of the emergent U(1)®
[ZS\?)} symmetry operator Eq. (50) [(34)] in model C [D] acting
on 0¢4—p+1 in 3d space for (1st row) p = 1, (2nd row) p = 2,
and (3rd row) p = 3. The blue-colored disks denote the op-
erator z;; [)ch], the product of which yields the symmetry
operator. Discs labeled by 1 denote the hermitian conjugate
of the operator and ¢q—p+1 is colored red.

2. An exact emergent anomalous ZE\Z]’) X Zs\(,l_p) symmetry

The exact emergent Zg\’}) symmetry can be spon-

taneously broken, and the SSB phase corresponds to
the deconfined phase of Zpy p-gauge theory. To
gain some intuition, we consider two tractable lim-
its of the effective mid-IR theory Eq. (32). When
J/U =0 but K/U #0 (which is in region II), the
ground state satisfies Zcp (vac) = (vac), and therefore
(WT[C,]) =0 for all C,. Consequently, this limit lies

in a Zg\]?) symmetric phase. On the other hand, when
K/U =0 but J/U #0 (which is in region III), the
ground state satisfies W[C’p € B,l(vac) = (vac), and con-
sequently <W‘L[C’p}) = 1 for all trivial p-cycles. Therefore,
the Z%’) symmetry is spontaneously broken in this limit.

A Zgg) symmetry at zero temperature can sponta-
neously break when d > p [3, 31]. Therefore, when d > p,
we expect the symmetry to be broken even for K/U # 0
and a stable SSB phase to exist. For small x and ec,,
a reasonable expectation from Eq. (32) is the SSB phase
occurs when x < 1. This determines the boundary be-
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FIG. 10. Graphical representation of the topological defects
created by (x Z)éd_p in model D for for 3d space and (1st
row) p =0, (2nd row) p =1, and (3rd row) p = 2. The blue
disk represents the (x Z)éd,,, operator. The disks labeled by
+ represent (xp) = +1 for that cp+1 (see Eq. (35)).

Cp+1

tween the Zgg) symmetric and ZE\];) SSB phases and re-
gions IT and III shown in Fig. 5. We leave a more detailed
investigation of this phase transition to future work.
Let us now restrict our considerations to the SSB
phase. Like O-form symmetries, breaking higher-form
symmetries gives rise to gapped topological defects
and, in this case, arise from the nontrivial mappings
Zp(Mg;ZN) — Zn. In the K/U — 0 limit, the topolog-
ical defect density p for a state (1) is defined by’
[T %) =cFCPoa). (35

cp€ICpt1

The topological defects are (d — p — 1)-dimensional exci-
tations in space, residing on the dual lattice, and carry
Zy charge. In the familiar p = 1 case, they correspond to
the Zy flux excitations of Zy gauge theory. Furthermore,
from Eq. (16), the operator (x Z)¢,_, excites a topologi-
cal defect on 9¢4_, (see Fig. 10).

The topological defect gap Agefect provides a can-
didate energy scale below which new symmetries may

7 This is a natural generalization of the p = 0 case, where the topo-
logical defects are domain walls (see Eq. (20)).
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emerge. Let us call this energy scale the IR. However,
when K /U # 0, there no longer exists a low-energy sub-
Hilbert space satisfying (p;,  _,) =0 mod N. This is
because the kU term in Huiq.1r causes the (p;, ) =0
and (p;, ) # 0 states to mix. This does not neces-
sarily mean the topological defects no longer exist when
K/U >0, just that their operators depend on K/U.
Indeed, we can use the local unitary discussed in sec-
tion ITA, which we will denote as UI%), to identify the
corresponding low-energy sub-Hilbert space. In general,
U](ﬁj) is different than the local unitary UI(}J used in the
previous subsection. Therefore, there exists a low-energy
sub-Hilbert space in region III spanned by states satisfy-
ing (p, ) =( IE%)[)&F%IUIEQJU = 0. By the definition

of Ugj), the emergent z§5> symmetry operator satisfies

USay) =0 Cap) = [ =2, (36)
éd—peid—p

Having identified the IR of region III, we would now

like to find an effective IR theory. This IR satifies

Z)’édipil =0, or equivalently W'[0c,11] = 1. Due to the

constraint, the ZS\I;) symmetric IR operators must be con-

structed from only Zcp. Only one such type of operator
commutes with the constraint: Eq. (36). Therefore, for
finite-size systems, the algebra of local symmetric IR, op-
erators is

Aflﬁite_ll = {ﬁ(idfp) : 5A:clfp € dep(Md;ZN)}a (37)

where Zd,p(Md; Zy) is the set of all dual (d — p)-cycles
with Zpy coefficients. The corresponding effective IR
Hamiltonian is

HiwiteL — 1 Z ) Za-nl U(Sap), (38)
B4 p€Za—p(Ma;Zn)

where k ~ K/U and |£4_,| is the number of (d — p)-cells
in id,p.

In the thermodynamic limit, U acting on non-
contractible (d — p) cycles are non-local operators and
Eq. (36) includes only contractible (d — p)-cycles. How-

ever, such U can be written as U(J0) = [[,co(*7%)e,
and are thus trivial in the IR since there are no charges.
So, in the thermodynamic limit

AIR = {}7 (39)

and HIR =0.

Since Ay is the empty set, all nontrivial IR operators
commute with it and correspond to symmetries. This in-
cludes U supported on nontrivial dual (d — p) cycles, and
thus the mid-IR Zg\’;) symmetry, as expected. However,
w’ supported on nontrivial p-cycles is also allowed and
from Eq. (33), they generate the transformation

U(Sa_yp) — e Zta-pBamp Pamn [(Sy_,), (40)



where (df‘)ed_pH:O and f‘ad_p € 2rZ/N. Since the
charged operator is supported on (d —p) cycles and

transforms by an element of Zy, W’ generates a z%‘p )
symmetry. This is an exact emergent symmetry because
it is not an exact symmetry of the UV but is an exact
symmetry of the IR.

So, in the IR of region ITI—the ground state subspace
of the deconfined phase of emergent Z 5-p gauge theory—
there is an exact emergent Zg\e) X Zgg*p ) symmetry. Fur-
thermore, this IR symmetry is anomalous, which can be
noticed from the fact that the symmetry operator of the
Zg\};) is charged under the Zg\‘?*p ) symmetry. This mixed
't Hooft anomaly protects the deconfined phase’s topo-
logical degeneracy and topological order. The only way
to get rid of it is to prevent the Zg\’?) X Zg\‘,i*p ) symmetries
from emergent by either condensing the topological de-
fects (to destroy Zgg—p)) or the charges (to destroy the
entire ZS\’,’) X Zgg*p)).

This emergent anomalous ZS\Z,)) X Zs\?*p ) symmetry is
the same as the exact symmetry of p-form BF theory and
p-form toric code. This is no accident. In Appendix B,
we show how the ground states in region III are also
the ground states of the p-form toric code and that their

topological quantum field theory description is p-form
BF theory.

C. Emergent U(1) p-gauge theory

In this section, we consider a model for emergent U(1)
p-gauge theory, which we call model C. When p =1,
this is just typical U(1) gauge theory. Consider U(1)
quantum rotors residing on the p-cells of the spatial d-
dimensional cubic lattice with p > 0. Each rotor can be
viewed as a particle on an infinitesimal circle, whose posi-
tion we denote as the angle O, carrying angular momen-
tum L?. The operators L* and © are hermitian and sat-
isfy [O.,, Lép} =1id¢,z,, 50 L, = 71%. Since the eigen-
value of © is an angle, the eigenvalues of L* are integers.

Model C is described by the Hamiltonian

Hyy = % Z Poy, —U Z wi .,

Cp—1 Cp+1
K~ .y J
5L +EY (Ljp + h.c.) . (41)
Pepa = Z Lip’ WCTerl = H L;:

cp€dcp_1 cp€Dcpt1

where > o is over all p-cells, dcp—1 is the coboundary
of ¢p—1 (see Eq. (A3)), and L} = (Lgp)* = expliQ,, ] is
the raising operator for LZ . Using the definition of dcp,
Pe,_, can be written as (see Fig. 6)

P(a’)m---upfl: Z Lz(w>l’ﬂ/l~~~ﬂp71 - L*(z — ﬁ)”/'bl"'/‘pfl'

(42)
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The algebra of local symmetric UV operators is gener-
ated by

Avv ={p? (L7 ) L} }. (43)

This is invariant under the transformation L — —LZ ,

and thus there is a UV Zgo) symmetry.

1. An exact emergent U(1)<P) symmetry

In the limit J/U — 0, there exists a low energy sub-
Hilbert space spanned by states satisfying (p.,_,) = 0.
Violating this constraint costs energy U, and we inter-
pret states that do so in this limit as having a gapped
excitation, a segment of which resides on c,—;. We'll
refer to these bosonic (p — 1)-dimensional (in space) ex-
citations as “charges” since they are the gauge charges of
the emergent U(1) gauge theory. From the commutation
relation satisfied by L? and O, Lj‘p excites a charge on
Ocp, examples of which are shown in Fig. 7.

The charge gap U provides a candidate energy scale be-
low which new symmetries may emerge. However, when
J/U # 0, there no longer exists a low-energy sub-Hilbert
space spanned by states satisfying (p.,_,) = 0. This is
because the J term in Hyy causes the (p., ;) =0 and
(pe,_.) # 0 states to mix. This does not necessarily mean
the charges no longer exist when J > 0, just that their op-
erators depend on J. Indeed, a corresponding low-energy
sub-Hilbert space can be identified using the local unitary
from section II A, which we denote as Upy. Therefore,
there exists a low-energy sub-Hilbert space spanned by
states satisfying (p.,_,) = <ULUpCP71UEU> =0.

We will not find an explicit form for Ury and thus
will not precisely know throughout how much of parame-
ter space the dressed (fattened) operators can be defined
without violating the assumptions of Upy. Instead, we
will assume that such an operator exists and can access
a greater than measure-zero part of parameter space and
will investigate the consequences of this conjecture.

At this point, we cannot tell if the charge gap A is an
IR scale or mid-IR I scale or mid-II scale, etc. In sec-
tion IITC 2, we find it is a mid-IR scale in region III but
an IR scale in region II of parameter space (see Fig. 5).
For the rest of this section, however, we will adopt the
language from the perspective of region III and call the
charge gap a mid-IR scale.

Given the mid-IR scale Eq.r = 4, we would now
like to find an effective mid-IR theory describing states
at energies £/ < Eiq.ir. Since the UV-symmetric oper-
ator (Ljp)2 commutes with p., _,, it does not excite any
charges and is an allowed mid-IR operator. The oper-
ators Ljp are not allowed as they excite charges. the

allowed operators constructed from Ejp are

wie, = [ Lt (44)

cp€Cyp



which we call the Wilson operator (see Fig. 8). It has the
interpretation of exciting a charge, transporting it along
a p-cycle, and then annihilating it. s
While WT[C,] does not excite charges, not all W1[C,)]
are mid-IR operators. Indeed, when K/U > 1 the
p-brane excitation created by WT[C,] costs energy
~ |Cp| K, where |C,| is the number of p-cells C, is made
of. So, roughly, WT[C,] is allowed in this limit only if
|Cpl < A/K. On the other hand, when K/U < 1 this
p-brane’s gap does not increase linearly with |C,,| and all

wt [C}] are mid-IR allowed operators. We will denote

the set of C}, for which WT[CP] is an allowed Mid-IR op-
erator when acting on (vac) by Z,. This set of p-cycles
depends on the value of K/U.

For a finite size system, the algebra of local symmetric
mid-IR operators is generated by

Aﬁnite—L _

itk = {(L2 )2, WTC,] : Cp €2} (45)

Strictly speaking, this is only approximate since
WICp € Z,] is only a mid-IR operator when acting on
low-energy eigenstates in the mid-IR, not mid-IR states
with F close to Enya-r. Nevertheless, the symmetries of
this should be the same as the exact form of the effec-
tive mid-IR theory. The mid-IR Hamiltonian under this

approximation is

Himtel —xU Z L:)?=U> " Wldcpii]
Cp+1

fUZsCW

Cp€Zyp

(46)

where k ~ K/U and ec, ~ (J/U)ICw!,

In the thermodynamic limit, W' acting on non-
contractible p-cycles is a non-local operator. Denoting
the subset of Z, with only contractible p-cycles as B,
the algebra of local symmetric mid-IR operators is now
generated by

Amid-1r = {(Zip)Q, WT[CP] :Cp € By} (47)

From the effective Hamiltonian point of view, Hg‘;étﬁl%
must be a local Hamiltonian, so the mid-IR theory is
only well-defined provided J/U < 1.8 Therefore, in the
thermodynamic limit, terms with Wilson operators sup-
ported on nontrivial p-cycles vanish, and the mid-IR the-
ory becomes

Hmid-IR =xU Z f/z -U Z W 8Cp+1]

Cp+1

~U Z ec, WIC

CpeB,

(48)

8 When p = 1, Eq. (46) can be thought of as a lattice regularization
of the string field theory in Ref. 36. Here, the suppression of large
loops automatically arises from the locality of the UV theory.
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Amnid-ir includes an new symmetry absent from Agyy.
Indeed, the mid-IR theory is invariant under the trans-
formation

L= eTo Ll = W[C,] — ' Zoee T W0, ],

(49)
where (dl)c,,, =3, coc,,, Ie, =0. This is a sym-
metry because > . .o I'e, =0 for Cp € B, since

(dl')¢,,, = 0. It is not a gauge symmetry as it trans-
forms Wilson operators on non-contractible p-cycles by a
nontrivial element of U(1). Therefore, since the charged
operators are supported on a p-cycle, the mid-IR has an
exact emergent U(1)() symmetry. The symmetry oper-
ator of this U(1)®) symmetry is

[T ewlia (L., (0)

éd—peﬁd—p

where a € [0,27), 24, is a (d — p)-cycle of the dual lat-
tice, and (x fz)&d_p = Ziad,p (see Fig. 9).

This U(1)®) symmetry only emerges in parameter
space where the mid-IR—the low-energy regime with-
out gapped charges—exists. Here we associate the mid-
IR’s existence to the existence of a well-defined effective
mid-TR Hamiltonian, so the exact emergent U (1)®) sym-
metry exists only when Hp,iq.1r converges. In the ap-
proximation scheme used, this requires (scp)l/ 1Cpl < 1
for all C, € B,. The constant of proportionality in
(ec,)V/19! & J/U increases with |Cp| since there are
more ways /V\V/[C’p] can be generated from fjp for larger
|Cp|. Therefore, it is sufficient to consider only the largest
p-cycle in B,,. For small enough K /U where B, includes
all trivial p-cycles, the largest C, does not depend on
K/U, and so the largest value of J/U with the exact
emergent U(1)(®) symmetry is independent of K/U. This
value of J/U defines the boundary between regions I and
III in Fig. 5. For large enough K /U, B, does not include
all trivial p-cycles. The larger K/U is, the smaller the
maximum value of |C)| is, and thus the larger the maxi-
mum value of J/U with the exact emergent U (1)®) sym-
metry is. This value of J/U increasing with K/U defines
the boundary between regions I and II shown schemati-
cally in Fig. 5.

2. An exact emergent anomalous U(1)P) x U(1)(¢~P~D
symmetry in the continuum

The exact emergent U(1)®) symmetry can be spon-
taneously broken, and the SSB phase corresponds to
the deconfined phase of U(1) p-gauge theory. To gain
some intuition, we consider two tractable limits of the
effective mid-IR theory Eq. (48). When J/U =0 but
K/U # 0 (which is in region II), the ground state sat-
isfies E; (vac) = 0, and therefore (WT[C,]) =0 for all
Cp. Consequently, this limit lies in a U (1)®) sym-
metric phase. On the other hand, when K/U =0



but J/U #0 (which is in region III), the ground
state satisfies W[C), € B,](vac) = (vac), and conse-
quently (WT[C,]) =1 for all trivial p-cycles. Therefore,
the U(1)() symmetry is spontaneously broken in this
limit.

A U(1)®) symmetry at zero temperature can sponta-
neously break when d > p+1 [3, 31]. Therefore, when
d>p+1, we expect the symmetry to be broken even
for K/U # 0 and a stable SSB phase to exist. For small
k and e¢,, a reasonable expectation from Eq. (48) is
the SSB phase occurs when x < 1. This determines the
boundary between the U(1)®) symmetric and U(1)®
SSB phases and regions II and IIT shown in Fig. 5. We
leave a more detailed investigation of this phase transi-
tion to future work.

Let us now restrict our considerations to the SSB
phase. Like O-form symmetries, breaking higher-form
symmetries gives rise to gapped topological defects
and, in this case, arise from the nontrivial mappings
Zy(My;Z) — U(1). The topological defects excited in
a state (1)) are probed by repeatedly acting the Wilson
operator over a trivial (p + 1)-cycle Cpiq:?

[I  Wiloc,lw) = ™ @Co ). (51)

cp+1€Cp41

The eigenvalue Q(Cpy;) is the winding number and
yields the net number of topological defects enclosed by
Cpt1. It is given by

- 1
Q(Cp+1) = o Z Fcp+17 (52)
cp+1€CH41
where F.  , = (dO©).,,, mod 2m. Using the identity

xz mod n=2x—n|xz/n], where |-] rounds its input to
the nearest integer, Ft,,, can be written as

Fcp+1 = (dé)6p+1 + pr+17 (53)

where w,,,, = —27 {(dé)cpﬂ/(%')—‘.
The topological defects can be characterized locally by

paramerizing Q(Cp1 = 00p12) =32, co, s (*Pepra
where the topological defect density p is

)

o (dF)

(*/A))Cp+2 = Cpta- (54)
Therefore, they are (d — p — 2)-dimensional excitations
in space, residing on the dual lattice, and carry Z charge
(see Fig. 11). In the familiar p = 1 case, they correspond
to the magnetic monopole excitations of U(1) gauge the-

ory.

9 This is a natural generalization of the p = 0 case, where the topo-
logical defects are vortices.
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FIG. 11. Graphical representation of p,, (see Eq. (54))
in 3d space for (1st row) p =0 and (2nd row) p =1. The £
disks denote the sign in front of that {dé/(%r)—‘ in the sum
for p., _,. The direct lattice is colored in black, the dual

lattice is in red, and p,, _, is in blue.
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However, these topological defects cannot be observed
directly in the lattice model.'® Indeed since O, always
appears as L;: = 1O
127w (* p)e

, (% p)cp .. too always appears as

e v+2 and 80 pp, , ~ P, ., + 1 on the lattice.

While the topological defects are unobservable on the
lattice, their effects emerge in the continuum limit. The
general paradigm for lattice models (without UV/IR mix-
ing) is that the effective IR theory deep into a phase of
matter is a continuum quantum field theory reflecting
that phase’s universal properties. Finding the IR effec-
tive field theory involves going deep into the U(1)®) SSB
phase and taking the continuum limit. Deep into the SSB
phase, the effective IR hamiltonian Eq. (48) includes only
the leading order in x and ¢, terms:

Hdccp IR ~ %Z (EEP)ZJF % Z (Fcp+1)2' (55)

Cp Cp+1

In the field theory, these higher-order terms could con-
tribute as higher-derivative terms but do not affect the
deep IR.

Appendix C shows how we take the continuum limit of
Hgeep 1R, doing so carefully to capture the topologically
nontrivial parts of the quantum fields from the lattice
operators. We find that the IR effective field theory is
compact p-form Maxwell theory, described by the path
integral

Zdeep IR :/D[a] Z e_zgﬁ Jx Fan *Fa7 (56)

wqe €2 HPH(X;Z)

10 One could instead consider a Villain type Hamiltonian model
for which these topological defects are observable even in the
UV/mid-IR [48, 91, 92]. Nevertheless, these different UV lattice
models should have the same IR effective field theory.



where F, = da 4+ w,, a is a p-form in Minkowski space-
time X, and HPTY(X;Z) is the (p+ 1)th de Rham co-
homology group with integral periods. This field the-

ory describes the dynamical fluctuations of the %

p-form Goldstone bosons of the U(1)®) SSB phase [34]
traveling at the “speed of light” ¢ = U+/k. Furthermore,
as reviewed in appendix section C 1, it has an anomalous
U(1)®) xU(1)(@=P=1) symmetry [3]. Therefore, deep into
the U(1)(®) SSB phase of the lattice model, a new sym-
metry emerges in the continuum. So, the IR of region ITI
has an exact emergent U(1)® x U(1)@P=1) symmetry
in the continuum.

IV. GENERALIZED LANDAU PARADIGM IN
PRACTICE

As mentioned in the introduction, an exciting prospect
of generalized symmetries is the expansion of Landau’s
original symmetry paradigm [23, 24]. Since, as we have
argued, emergent higher-form symmetries are exact sym-
metries, to fully utilize the power of a generalized Landau
symmetry paradigm, we must consider both a system’s
microscopic and exact emergent symmetries. In particu-
lar, every emergent symmetry is accompanied by an en-
ergy scale or a length scale. As we change parameters,
those energy scales may become zero, or the length scales
diverge. This modified generalized Landau paradigm can
give new results, which is one of the key results of the pa-
per. In this section, we demonstrate how this can be done
in practice by studying how the exact emergent 1-form
symmetries affect the structure of the phases and phase
transitions of a simple concrete model.

A. Fradkin-Shenker model

We will study (2 + 1)D Z, lattice gauge theory with
matter. Let us consider the square lattice with periodic
boundary conditions and a qubit residing on each link [
acted on by the Pauli matrices X; and Z;. The Hamilto-
nian is

H:_ZQS_ZFp_teZXZ_thZZa
s P l l
Q.=[]z. E=]]x (57)

I1Ds ICp

where t.,t,, >0, Qs is a product over the four links
meeting at site s, and F), is a product over the four
links surrounding plaquette p. H is the toric code [93]
in a magnetic field (t.,¢,,), which is equivalent to the
Fradkin-Shenker model [94]. It has been intensely stud-
ied [46, 52, 54, 76, 95-99] and famous for its phase at
te,tm < 1 with Zy topological order [100, 101] (see Fig.
12).

This model has exact 1-form symmetries when ¢,
and/or t,, vanishes. When ¢, = 0, it enjoys an anomaly-
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FIG. 12. (Left) The phase diagram of Fradkin-Shenker
model (57) labeled by its exact emergent symmetries. The
topological phase is colored blue while the trivial phase is
red. The solid line corresponds to a continuous transition,
the dashed line corresponds to a first-order transition, and
the dotted line is not a phase transition. (Right) Another
possible phase diagram. The phase transition curve is not
smooth and has a singularity, which is a consequence of exact
emergent 1-form symmetries.

free Zy 1-form symmetry generated by

@ =[] 2. (58)
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where the product is over all links crossing the loop
¥ € Z1(M;Zs) of the dual lattice M. When ¢, =0, H
has a different anomaly-free Zo 1-form symmetry gener-
ated by

o™ () =[] %, (59)

ICy

where the product is over all links in the loop
v € Z1(M;Zy) of the lattice M. We distinguish these by
calling them the electric and magnetic symmetries, re-

spectively, and denoting them as ZS(I) and Z;"(D. When
te =t =0 and H is the toric code model, both sym-
metries are present and act anomalously. This anomaly
ensures that both symmetries are spontaneously broken
in any gapped phase [102].

There are additional symmetries besides these two 1-
form symmetries. For instance, when t. =t,,, H has
a e-m-exchange symmetry Z§™ whose action exchanges
X1 <> Ziys)2449/2- There are other O-form symmetries
at the toric code point as well, which are generated by
condensation defects of the two 1-form symmetries. How-
ever, these additional symmetries do not appear to play a
role in characterizing the model’s phase diagram, and we
will therefore focus on the two 1-form symmetries from
here on

These microscopic symmetries are present in a small
subspace of parameter space and thus are inadequate
in classifying the model’s phases and phase transitions.
However, since they include 1-form symmetries, after ex-
plicitly breaking them they will survive as exact emergent
symmetries at low energies.



For instance, the Z;(l) symmetry at t, = 0 exists as
an exact emergent symmetry whenever there exists an
e anyon string operator. Thus, it emerges at energy
scales below twice the e anyon gap when t. # 0. When
te = 0, the e anyon’s string operator is simply X;, while
for t. # 0 they are fattened and dressed by a particular
local unitary Upy. The emergent symmetry operators
will be generated by the fattened loop operators, which

is Ul(e) dressed by Upy. As an exact emergent symme-

try, Zg(l) has a length scale lgymm and an energy scale
Esymm ~ O(1 —t.). If t. is too large then lgymm = 00
and/or Egymm = 0 causing the exact emergent higher-
form symmetry to disappear.

When t. = 0 and the Z;(l) symmetry is a microscopic
symmetry that is spontaneously broken for small ¢,,,. The

phase transition at t,, ~ 0.34 [95] is controlled by Zg(l).

Since the dual symmetry of Zg(l) is a Zy O-form sym-
metry, the transition is described by the gauged Ising—
Ising*—conformal field theory. Since Zg(l) is an exact
emergent symmetry when ¢, # 0, the symmetry broken
phase and phase transition persist away from t. = 0, as
shown in Fig. 12, despite the lattice model no longer hav-

. . . e(1)
ing a microsopic Z5" "’ symmetry.
This discussion applies to Z;”(l) as well, just with

all electric and magnetic variables exchanged. There-
fore, the topological phase has an exact emergent anoma-

lous Zg(l) X Z;n(l) symmetry spontaneously broken and
a phase transition into the Higgs (confined) regime is
driven by restoring the magnetic (electric) 1-form sym-
metry. This means that the Higgs (confined) regime has
an exact emergent unbroken Z5'" (Z5V) symmetry. We

propose that across the first-order transition line, the ex-

)

act emergent Z;n(l symmetry switches to the exact emer-

e(1) .
gent Z, "’ symmetry, and vice versa.
There should be no region outside of the topological

phase with both emergent Z3"™ and Z5") symmetries
since otherwise, their mixed anomaly would require the
gapped phase at the upper right corner of Fig. 12 to be
a non-product state. This implies that there is a region
in the upper right corner of the phase diagram with no
emergent symmetry.

Since both the Higgs and confined regimes lie in the
trivial phase [94, 103], one may wonder how they can have
different symmetries. Indeed, Higgs and confined phases
can be distinguished when they have different realizations
of symmetries (see recent work Refs. 46, 47, 55, and 104
on the subject). However, with periodic boundary con-
ditions, both symmetries are realized trivially since the
charged states cost infinite energy in the thermodynamic
limit. This is why there is no phase transition when the
exact emergent unbroken 1-form symmetries disappear
across the dotted line in Fig. 12. While the emergent
symmetry is not represented faithfully, it is still impor-
tant to keep track of it since it controls the universality
class of the phase transition out of the topological phase.

Since the two continuous transitions out of the topolog-
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ical phase (the Higgsing and confining transitions) have
different 1-form symmetries, there must be a singular-
ity (i.e., a multi-critical point) where the transition lines
meet since their symmetries will switch Z?(l) — Zg(l).
In model (57), this singularity happens to be at the end
of the first-order transition line. It would be interesting
to study a generalization of the model that has no e-m-
exchange symmetry even along the diagonal line, to see if
there are other forms of singularities along the continuous
transition line, in particular, if the first-order transition
line can shrink to a point [see Fig. 12 (right)]. We pre-
dict the existence of singularities along the continuous
transition line even for general models.

When transitioning from the topological phase to the
Higgs regime, the energy scale for the exact emergent

Zz(l) symmetry vanishes which causes the electric sym-
metry to no longer emerge. We therefore say that the
critical point of the transition has a marginal emergent

Zg(l) symmetry. As a definition, a system has a marginal
emergent symmetry if there exists an infinite sequence of
systems approaching the original system, such that each
system in the sequence has the exact emergent symme-
try. This appears to be a concept that is unique to exact
emergent higher-form symmetries. Similarly, the multi-
critical point does not have exact emergent Z;n(l) X Z;(l)
symmetry, but instead a marginal emergent Z;n(l) X Z;(l)
symmetry. An interesting future direction is to investi-
gate the role marginal emergent symmetries play in char-

acterizing phase transitions.

V. PHYSICAL CONSEQUENCES

Emergent 0-form symmetries are typically not exact,
so their consequences are approximate. However, as we
have shown, emergent higher-form symmetries are ex-
act emergent symmetries. Therefore, their low-energies
consequences are exact and equivalently powerful as UV
symmetries. Furthermore, since emergent higher-form
symmetries are robust against translation-invariant local
perturbations, physical properties arising from their ex-
istence are also robust. In this section, we summarize
the physical consequences of emergent higher-form sym-
metries being exact. We emphasize their role in char-
acterizing phases of matter, fitting exact emergent sym-
metries into the generalized Landau classification scheme
(see Ref. 20).

A. Spontaneous symmetry breaking

Since spontaneous symmetry breaking (SSB) is diag-
nosed using the ground state, an emergent higher-form
symmetry can be spontaneously broken in the same way
a UV symmetry can be spontaneously broken. A conse-
quence of this is that a phase with an emergent discrete
higher-form symmetry spontaneously broken has an ex-



act ground state degeneracy (GSD) which depends on
spacetime’s topology. Similarly, a phase with an emer-
gent continuous higher-form symmetry spontaneously
broken has Goldstone bosons. If the continuous higher-
form symmetry emerges at £ < Eniq.1R, these Goldstone
bosons are exactly gapless for mid-IR states. However,
for states in the sub-Hilbert space spanned by energy
eigenstates with E > Eq4.1r, the Goldstone bosons ac-
quire a gap.'!

Since emergent higher-form symmetries are topologi-
cally robust, a local translation-invariant UV perturba-
tion does not gap out their Goldstone bosons nor lift the
topological GSD. This is very different from 0-form sym-
metries where even weakly breaking the symmetry in the
UV gaps out the Goldstone boson [105] or lifts the GSD.

The SSB phase of an emergent higher p-form sym-
metry has gapped topological defect excitations. When

an anomaly-free U (1)) (ZS\I,))) symmetry spontaneously
breaks in d-dimensional space, there are d—p— 2
(d —p—1) dimensional topological defects carrying Z
(Zn) topological charge [5, 36, 106]. For p = 1 and d = 3,
this is the magnetic monopole of U(1) gauge theory (the
flux loop of Zy gauge theory). In the trivial symmetric
phase, the topological defects are condensed.

As we saw in section ITI, when the U (1)(®) (Zg\’,’)) topo-
logical defect has a gap, there is a low-energy regime
with an exact emergent U(1)(¢=P~1 (ng,l*p)) symme-
try. We can flip this around and define the existence of
gapped topological defects by the presence of these exact
emergent symmetries. Therefore, a U(1)® (ZS\’,))) sym-
metry can spontaneously break in d-dimensional space
only when U(1)@—r~1) (Zgg*p)) can be an exact emer-
gent symmetry. Since only emergent higher-form sym-
metries are exact at zero temperature (see section VI),

aU(1)® (Zg‘;)) symmetry can only spontaneously break
when d > p+1 (d > p), agreeing with Refs. 3 and 31.

In the SSB phase of an emergent higher-form symme-
try, the low-energy states and observables are sometimes
organized into the symmetry’s representations. This is
not generically true since emergent p-form symmetries
have nontrivial charged operators only when there are
nontrivial p-cycles in space. When nontrivial p-cycles
exist, charged operators create p-brane excitations cost-
ing finite energy in the SSB phase, so low-energy states
fall into representations of the emergent symmetry. This
then gives rise to selection rules on the correlation func-
tions of low-energy operators.

When space has no nontrivial p-cycles, the emergent
p-form symmetry is trivialized, and one may be tempted
to say there is no emergent symmetry. Nevertheless,
it still has a corresponding exact emergent conservation
law, and thus there is a transformation that leaves the
low-energy effective theory unchanged. Furthermore, the

I This is a familiar concept in the p = 1 case where electric screen-
ing causes the photon to acquire a gap.
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SSB phase still has neutral charges condensed and, in
the U(1) case, gapless Goldstone bosons. Therefore, the
emergent symmetry in this case still has many nontrivial
consequences of a symmetry, and we thus interpret it as
a symmetry.

B. ’t Hooft anomalies

Exact emergent anomaly-free symmetries can be
gauged at the energy scales they exist. Since every
symmetry implies a dual symmetry [80] found by gaug-
ing [14], this implies that exact emergent higher-form
symmetries also have dual symmetries. However, it also
implies there can be obstructions to gauging and thus 't
Hooft anomalies

An emergent higher-form symmetry can be anomalous
with or without spontaneous symmetry breaking and has
consequences regardless of space’s topology and bound-
aries (see also Ref. 56). Such an anomaly can include
only exact emergent symmetries or both exact emergent
and exact symmetries.

A 't Hooft anomaly prevents the ground state from
being a trivial product state due to anomaly matching,
providing IR constraints from UV data. For an exact
emergent anomalous symmetry, all energy scales below
which the emergent anomalous symmetry is present must
also respect anomaly matching. Therefore, exact emer-
gent anomalous symmetries also obstruct a trivial ground
state, thus providing useful IR constraints using mid-IR
data.

In the examples from section III, the SSB phases of the
models had exact emergent anomalous higher-form sym-
metries below the topological defect’s gap. One can view
the ground state degeneracies and gaplessness of Gold-
stone bosons in these phases as being protected by the 't
Hooft anomaly. Another example is a bosonic superfluid.
There is an exact emergent higher-form U(1) symmetry
below the vortex gap that is not spontaneously broken
but whose existence contributes to a 't Hooft anomaly
protecting superflow [107]. Thus, if the topological de-
fect’s gaps were held at infinity in these examples, the
ground state could never become a trivial product state.

C. Without spontaneous symmetry breaking

When a p-form symmetry (p > 0) is unbroken, its p-
brane symmetry excitations are gapped, and their gap
grows with their size. Therefore, in the thermodynamic
limit of a compact space, charged states cost infinite en-
ergy, and all finite-energy states are in the symmetric
sector of the emergent higher-form symmetry. Since the
emergent symmetry is trivial, one may again be tempted
to say there is no emergent symmetry at all. However,
even exact symmetries trivialize at low energies when
unbroken, and they still have physical consequences, al-
though very subtle. Therefore, as we will discuss, unbro-



ken emergent higher-form symmetries can still have the
nontrivial effects of a symmetry, and we thus interpret it
as a symmetry.

If an exact emergent higher-form symmetry is
anomaly-free and not spontaneously broken in the ab-
sence of a boundary, it can characterize nontrivial
symmetry-protected topological (SPT) phases [44—47].
Indeed, the existence of an emergent higher-form symme-
try implies that there are boundaries with the emergent
symmetry. Arbitrary perturbations of such boundaries
also have the emergent higher-form symmetry. There-
fore, a corresponding nontrivial SPT order could exist in
the bulk if the emergent higher-form symmetry is realized
anomalously on such boundaries. The bulk SPT order
cancels the 't Hooft anomaly by anomaly in-flow [108],
ensuring the theory remains gauge invariant when back-
ground gauge fields are turned on.

Emergent SPT orders have direct physical conse-
quences in the presence of a spatial boundary. In-
deed, since the emergent higher-form symmetry is real-
ized anomalously on the boundary, all the physical con-
sequences discussed in the previous two subsections, like
symmetry breaking and obstructions to trivial ground
states, apply on this boundary.

In the absence of a boundary, the effective IR theory of
the SPT will be an invertible topological field theory in
terms of the background fields. From a low-energy point
of view, this is no different from an SPT protected by a
UV symmetry. Indeed, the UV symmetry is trivial in the
IR since it is unbroken, but an invertible topological field
theory in terms of its background gauge fields character-
izes the SPT order [109, 110]. Moreover, this invertible
theory has physical meaning: it is the effective response
theory of the SPT.

This emphasizes an important distinction between
SPTs protected by 0-form and higher-form symmetries.
0-form SPTs cannot occur in regions of parameter space
where the 0-form symmetry is explicitly broken. How-
ever, this is untrue of higher-form SPTs since emergent
higher-form symmetries are exact. Therefore, to identify
higher-form SPT phases, instead of partitioning param-
eter space by exact higher-form symmetries, one should
partition it by the emergent higher-form symmetries.

We note that this perspective of SPTs privileges the
characteristic that the protecting symmetry is realized
anomalously on a boundary. It then uses anomaly inflow
to relate this boundary feature to a bulk property, which
can be detected through its topological response at low
energy. Whether this is enough to sharply define a bulk
property /observable that characterizes a phase of matter
is important to further investigate.

Emergent higher-form symmetries can also exactly
characterize their SSB phase transitions (with or with-
out spatial boundaries) [36, 52], as we saw in Sec. IV.
Indeed, transitioning from the SSB phase of an exact
emergent symmetry into its symmetric phase, the critical
point will have the exact emergent symmetry and can be
in its symmetry-breaking pattern universality class (see
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FIG. 13. A Hamiltonian Hgym(g) with a p-form symmetry
spontaneously broken at g < g. has a qualitatively similar
phase diagram whether p =0 or p > 0. However, explicitly
breaking the symmetry with hHpx (|h| < 1), the phase di-
agram of Hgym(g) + hHpri differs between p =0 and p > 0.
For p = 0, there is now a smooth crossover between what used
to be the SSB phase and the symmetric phase. Shown here
is the case where the symmetry-breaking perturbation is rel-
evant. For p > 0, Hsym(g) + hHux has an exact emergent
p-form symmetry, so there is not a smooth crossover between
the phases. Starting in the SSB phase and increasing h would
lead to an eventual phase transition out of the SSB phase.

Fig. 13). An example is the confinement transition of

(2+ 1)D Z, lattice gauge theory with dynamical matter.

The matter fluctuations explicitly break a Zél) symme-

try, but the transition is still in the Ising universality class
since there is an exact emergent Zél) symmetry [52].

Emergent invertible higher-form symmetries can in-
teract nontrivially with exact symmetries, forming an
emergent higher-group symmetry [6, 9]. For example,
when an A symmetry emerges in the presence of an
exact 2-group symmetry, the total low-energy symme-
try is described by a 2-group G = (G, A, p, [8]), where
G is the IR 0O-form symmetry, p:G — Aut(A), and
(8] € H}(BG; A). The 1-form symmetry, even without
spontaneous symmetry breaking, can be nontrivial if the
Postnikov class [3] is nontrivial.

1. A dynamical effect

An exact emergent higher-form symmetry constrains
the p-brane symmetry excitations’ dynamics. For sim-
plicity, let us set p = 1 and consider a state with symme-
try excitation excited on a contractible 1-cycle CY.

We first assume that symmetry excitations have a fixed
energy € per lattice edge and that open string ends (e.g.,
gauge charges) have an energy gap A. The 1-form sym-
metry exists only at energies £ < A and affects symme-
try excitations with |Cyle < A. For symmetry excita-
tions with |C| < A/e, due to the emergent 1-form sym-
metry, the only way for them to decay is by contracting
to a point (see Fig. 14a). So, their life time 7 grows with
their size |C1]. Symmetry excitations with |Ci| > A/e
are not affected by the 1-form symmetry and can, there-
fore, decay by quantum tunneling to states with open
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FIG. 14. Shows a cartoon of the different decay processes of
1-form symmetry excitations in 2 + 1d spacetime. The world
sheet of the 1-brane excitation is colored blue, while the world-
line of gauge charge excitations is orange.
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string ends (see Fig. 14b).
independent of their size, instead going like 7 ~ e

Let us now assume that a symmetry excitation is
trapped by a trap potential [111] and has a fixed to-
tal energy |C1|e. If the trapped symmetry excitation has
|C1] < Ale, it can no longer decay since the trap poten-
tial prevents it from contracting to a point. Such a sym-
metry excitation is an exact quantum many-body scar
(QMBS) state [112]. If the trapped symmetry excitation
has |Cl) > Ale, it will still decay with a finite lifetime
T ~ e®/¢. However, it will have a long lifetime when e is
small, making large symmetry excitation loops approxi-
mate QMBS states. The larger the trap, the better the
QMBS state with a given energy, so infinite-sized loop
excitations are exact QMBS states. Furthermore, any
small perturbation of the trap would still lead to an ap-
proximate QMBS state, but with lifetime 7 ~ e?/let0¢l
where Je is the strength of perturbation. Thus, the exis-
tence of the emergent 1-form symmetry at £ < A implies
that there exists a large potential trap leading to exact
QMBS states at £ < A and approximate QMBS states
at £ > A.

Both of these scenarios apply to p-form symmetries
with p > 1 under a straightforward generalization. In the
latter, the trap potential can trap p > 1 dimensional sym-
metry excitations which lead to QMBS states. However,
it can also trap topologically ordered states which can
lead to QMBS states. So, to be precise, we say that an
exact emergent p-form symmetry implies the existence of
p-dimensional trap potentials leading to QMBS states be-
sides those corresponding to topologically ordered states.

Therefore, their lifetime is
A/e.

VI. FINITE TEMPERATURE EFFECTS

Here we discuss how our results are modified at fi-
nite temperature T. When T # 0, the imaginary time
direction becomes S with radius 1/7. Thus S! is a
small dimension of spacetime when the linear system size
L > 1/T, and spacetime can be dimensionally reduced
from (d + 1)-dimensional My x S* to d-dimensional My
in the thermodynamic limit.

Let us warm up by first considering how the SSB
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critical dimension for higher-form symmetries changes.!?

AtT=0,a 255) (U(1)P)) symmetry can spontaneously
break when d+1>p+1 (d+1>p+2) [3, 31]. Using
dimensional reduction, we can understand the finite tem-
perature case by replacing d + 1 with d. Thus, at T' # 0,
a Zg\’,’) (U(1)®)) symmetry can spontaneously break when
d>p+1(d>p+2).

So, are emergent higher-form symmetries still exact
when T # 07 At finite temperature, p-form symmetry
charged operators can act on nontrivial p-cycles winding
around the compactified imaginary time direction. When
dimensionally reducing spacetime, this direction becomes
negligible, and any such p-cycles become (p — 1)-cycles.
So, it is as if p-form symmetries acts like (p — 1)-form
symmetries. Since emergent O-form symmetries are not
exact, emergent 1-form symmetries are no longer exact
at finite temperature. However, emergent p-form sym-
metries with p > 1 are still exact at T # 0.

This can be seen without having to dimensionally re-
duce. Indeed, at T' # 0, 1-cycles winding around imagi-
nary time are nontrivial 1-cycles of finite length even in
the thermodynamic limit. Assuming the UV theory is
local, the low-energy effective Euclidean action includes
terms suppressed by e~'/7 with the emergent 1-form
symmetry’s charged operators [36]. Hence, emergent 1-
form symmetries at 7' # 0 are approximate, not exact.
For p-form symmetries with p > 1, there are no finite
sized nontrivial p-cycles at T' # 0. Indeed, while a p-cycle
could wind around the finite-sized imaginary time direc-
tion, it must also wind around (p — 1) spatial directions,
which are not finite-sized in the thermodynamic limit.
Therefore, emergent p-form symmetries with p > 1 are
still exact at T" # 0.

Let us now apply the above discussion to known ex-
amples.

The p-form toric code model (see Eq. (B2)) lies in

the SSB phase of an anomalous Z%’) X ng,l_p ) symmetry,
where 0 < p < d. The e excitations are (p — 1) branes
while the m excitations are (d — p — 1) branes. Whether
or not its topological order is robust at finite tempera-
ture depends on if this symmetry remains spontaneously
broken at T # 0. This requires d > p+ 1 for Z%)) and

d>d—p+1 for ng,l_p). Therefore, for ZS\Z;) X Z%_p) to
spontaneously break at T' # 0, p and d must satisfy

2<p<d-—2. (60)

This is never satisfied for d = 2 or 3, recovering that
the toric code in d = 2 and 3 at finite temperature does
not have topological order [113-116]. In the d = 3 case,

the exact symmetry is Zg\l,) X 25\2,), and there is no topo-

logical order at finite temperature since ZE\Q,) cannot spon-

taneously break. However, the Zg\l,) still can, giving rise
to the “classical topological order” discussed in Ref. 114.

12 We thank Carolyn Zhang for helpful discussions about this



d=4 is the smallest spatial dimension for which
Eq. (60) is satisfied, which recovers that the 2-form
toric code’s topological order is robust at finite temper-
ature [113, 116]. In this case, p = 2, so both e and m
excitations are loops.

Weakly perturbing the p-form toric code explicitly

breaks its Zgg) X Zgg_p ) symmetry. When T # 0, its can
only emergent exactly if p > 1 and d —p > 1, which is
precisely Eq. (60). The “classical topological order” when
d = 3 is not robust to these perturbations at 7" # 0 since

the emergent Zﬁ) symmetry will be approximate.

Next, consider U(1) quantum spin liquids, a class of
spin liquid phases whose effective description is the de-
confined phase of pure U(1) gauge theory [117]. The
prototypical example in d = 3 is quantum spin ice [118-
121]. More generally, a p-form U(1) quantum spin lig-
uid’s effective IR theory is p-form Maxwell theory, which
lies in the SSB phase of a U(1)® x U(1)(@=P~1 sym-
metry. If such an SSB phase is robust at finite tem-
perature, d >p+2 and d>d—p—1+2 for U1)®
and U(1)@=P=1 respectively, to spontaneously break.
Therefore, for U(1)®) x U(1)(4=P=1) to spontaneously
break at T' # 0, p and d must satisfy

2<p<d-3. (61)

This is never satisfied for d = 2, 3, or 4. d =5 is the
smallest spatial dimension where a U(1) quantum spin
liquid phase is stable at finite temperature. The low-
energy description of such a phase is (5+1)D U(1) 2-
form Maxwell theory, where both electric and magnetic
excitations are loops.

When d =4 and p =1, the emergent symmetry is
U(1)® x U(1)3). While the U(1)®) symmetry cannot
spontaneously break at T' # 0, the U (1)) symmetry can,
giving rise to a “classical U(1) topological order.” How-
ever, this emergent U(l)(l) symmetry is not exact. In-
deed, the emergent higher-form U (1) symmetries are only
exact at T # 0 when Eq. (61) is satisfied.

VII. CONCLUSION AND DISCUSSION

In this paper, we have investigated the robustness of
emergent higher-form symmetries from a UV perspective,
considering bosonic lattice Hamiltonian models. In sec-
tion II, we showed how emergent higher-form symmetries
in lattice models are generally exact symmetries and not
approximate symmetries. To emphasize this robustness,
we referred to emergent higher-form symmetries as exact
emergent symmetries. This means that lattice models
without exact higher-form symmetries can have emergent
higher-form symmetries whose effects at low energy are
the same as if they were exact symmetries. Therefore,
emergent higher-form symmetries can exactly character-
ize phases of systems without exact higher-form symme-
tries. We considered three examples of this in section III,
discussed the general physical consequences in section V,
and discussed finite temperature effects in section VI.
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As discussed in section II, when higher-form symme-
tries are emergent, their symmetry and charged opera-
tors are “fattened” [50]. The exact expression of these
operators depends on the UV parameters, and finding
such a closed form requires an exact expression for the
local unitary Ury. Not only is this highly nontrivial, but
likely analytically intractable for generic models. That
said, a promising approach to find exact expressions is
using numerical schemes. This was done for untwisted
and twisted Z, lattice gauge theory in Ref. 54, which de-
veloped a novel unbiased numerical optimization scheme
to systemically find the dressed symmetry operators. It
would be interesting to extend these machine-learning
approaches to other models.

An important follow-up to our paper is an in-depth
study of the boundary between regions I and II in Fig. 5.
One possibility is that a boundary phase transition sepa-
rates the two regions, as in Refs. 46 and 47. What about
a bulk point of view? Recall from section I that emer-
gent higher-form symmetries have an associated energy
and length scale. For instance, the emergent symmetry is
destroyed if the energy scale vanishes, which is precisely
what happens when going from region III to I in Fig. 5.
Perhaps when going from region II to I, it is the length
scale that blows up. This would prevent the symmetry
and charged operators from being well-defined, destroy-
ing the emergent symmetry. It would be interesting to
further investigate this possibility.
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Appendix A: Discrete differential geometry for
hypercubic lattices

This appendix reviews relevant parts of discrete differ-
ential geometry (in a non-rigorous fashion) used through-
out the main text.!> Consider a hypercubic lattice in
d-dimensional space, denoted by M,;. While a Bravais
lattice is a collection of lattice sites & € Z¢, it is useful to
view it as also formed by higher-dimensional objects, like
links, plaquettes, cubes, etc. We call a p-dimensional ob-
ject a p-cell, with 0 < p < d. So, a O-cell is a lattice site, a

13 We adopt the notation and conventions used in Ref. 122.



FIG. 15. The p-cells of the d-dimensional cubic lattice are
equivalently the O-cells of another lattice. Shown here are
examples of this equivalent lattice embedded in the conven-
tional unit cell of the cubic lattice, drawn in pink and black,
respectively, for (first row) d = 2 and (second row) d = 3.

1-cell is a link, a 2-cell is a plaquette, etc. The p-cells of
the d-dimensional cubic lattice are equivalently viewed
as the 0-cells of some other lattice in d-dimensions, as
demonstrated for d = 2 and 3 in Fig. 15.

p-cells do not add additional structures to the lat-
tice but are just a useful way of organizing the lat-
tice sites. Indeed, denoting a p-cell associated with
site & as (%) p0mp,, Where py < pig <--- <, and
wi € {1,2,--- ,d}, a p-cell of the cubic lattice is the set
of 2P lattice sites

() pgeop,= {2y U{@ + i | 1 < i < p}
U{e+ i+, | 1<i<j<p}
U--U{z 4+ 4 1)

(A1)
where fi; is the unit vector in the p;-direction. It is
often convenient to drop the requirement that the in-
dices are ordered (i.e., p1 < pa < --- < ) and instead
let Cp(®)pypspp,, OPEY Cp(®)-pprpn = —Cp(@).prapuy -

Introducing the concept of p-cells is convenient since
“sewing” p-cells together gives a natural way to form p-
dimensional subspaces of the lattice. Furthermore, these
subspaces can be given an orientation by defining an ori-
entation structure to the lattice. A nice local scheme
for the lattice orientation is a branching structure, where
the orientation on each 1-cell is chosen such that a col-
lection of 1-cells cannot form an oriented closed loop. A
canonical orientation on all other p-cells then follows from
the branching structure. We use the branching structure
where each 1-cell ¢ (), has an arrow pointing in the fi
direction (see Fig. 16). However, it is important to note
that the choice of lattice orientation is a formal conven-
tion, and choosing different branching structures does not
affect the physics.!*

A p-cell can be related to (p — 1) cells using the bound-
ary operator 0. The boundary operator acting on a p-

14 Ref. 123 conjectures that observables are branching structure in-
dependent only if the continuum effective field theory is framing
anomaly free.
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FIG. 16. Example of the branching structure used for a chunk
of the cubic lattice in three-dimensional space.

cell—0c,—is the oriented sum of (p — 1)-cells on the
boundary of ¢,. For our branching structure, it is

P
acp(w)m.i.#p:z:(_l)kﬂ [cp,l(a: + ﬂk)u R
= v ()
_Cp—1($)mm;;k“_#p
where the notation flk indicates that the pj index is omit-
ted. From its definition, the boundary operator satisfies
8?c, =0 for any p-cell. Furthermore, as there are no
(—1)-cells, the boundary operator acting on a 0-cell is
defined to be zero.

On the other hand, a p-cell can be related to (p + 1)-
cells using the coboundary operator §. The cobound-
ary operator acting on a p-cell—dc,—is an oriented sum
of all (p+ 1)-cells whose boundary includes ¢,. For our
branching structure we use, it is

6cp(w)ul“'up: Zcp+1(w)VM1--<Np - Cp+1($ - V)Vm...up-
v

(A3)
From its definition, the coboundary operator satisfies
52(:p =0 for any p-cell. Furthermore, as there are no
(d + 1)-cells, the coboundary operator acting on a d-cell
is defined to be zero.

Lastly, the lattice has an associated dual lattice. The
dual lattice has its lattice sites centered at the d-cells
of the direct lattice. For the cubic lattice, one way to
relate a dual lattice site & to a direct lattice site « is by
E=x+ P withf=), A,

Each p-cell ¢, on the direct lattice corresponds to
a (d—p)-cell ¢4_p, on the dual lattice. Mapping be-
tween them is done using the dual operator *. A p-
cell c,(x)y,..., (With canonical ordering p1 < --- < 1)
and a (d—p)-cell of the dual lattice ¢q—p(&),,.

ey

(11 < -+ < pg—p) are related by

* Cp(w)urwp = Cprpppiprpid (A4)
X Cap(® — fpt1 = — PBd)ppyrpas

* ép(f’})mmup = €prpphpr1 i (A5)

X Cqep(T 4+ 4o A fp) s pas

where summation is not implied on the right-hand side.
Here € is the Levi-Civita symbol, which takes into ac-
count the lattice’s and dual lattice’s relative orienta-
tions. From the definition of *, acting * twice on a p-cell



of the direct (dual) lattice yields #xc, = (—1)P(¢7P)¢,
(x*¢&, = (—1)P{@=P)¢ ). Furthermore, from the defini-
tions of the boundary, coboundary, and dual operators,
they are related to one another by

bcp = (1) 4 ey,

(A6)

which, equivalently, is % dc, = (—1)P0 % cp.

Appendix B: TQFT of the p-form toric code ground
states

In section ITIB 2 of the main text, we found that the

ground states of the ng;) SSB phase satisfy

H Z o, {vac) =

cp€Icp_1

[T X! (vac)=(vac), (B1)

cp€0Cpt1

(vac),

where X’ and Z' are the Zy clock operators dressed by
unitaries. We note that these ground states are also the
ground states of the p-form toric code Hamiltonian

S II Zz,-> II X. +he. (B2

Cp—1 cp€dcp_1 Cp+1 cp€ICp i1

pTC -

In this section, we relate the lattice description of the
ground states to an equivalent topological quantum field
theory description. Doing so demonstrates the connec-
tion between exact emergent higher-form symmetries in
lattice models and exact higher-form symmetries in La-
grangian quantum field theories, where higher-form sym-
metries are most commonly studied.

To develop a field theory description of these ground
states, we take inspiration from Ref. 124 and parametrize

the dressed clock operators in the Zg\’;) SSB phase by

X/ =expli®] ], Z. =expli(*®),,]. (B3)

Cp Cp

Note that in order for ()?ép)N = (Zép)N =1,
be that the eigenvalues of éép and (x <FIV>’)%
©, €2rZ/N, and (+9'),, € 27Z/N.

it must
satisfy

Furthermore, in

order for the clock operators algebra Eq. (16) to be sat-
isfied, © and (x ®)., must obey the commutation re-
lation [é’C ,(x @)z = 2215, . In terms of (:)’cp and

€ 5’)%, the constraints Eq. (B1) defining the IR are

N = N

500 ),y = %(dé’) =0. (B4)

Cp+1

The lattice Heisenberg operators (:)’Cp (t) and (x ¢/ )e, ()

are related to their continuum counterparts ©’ (t,x) and

«®'(t, ) by
:/ o, (*Eﬂ)%:/*%’, (B5)

P
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where fcp denotes spatial integration over the p-cell c,,.

For simplicity, we will work locally and treat the con-
tinuum quantum fields as differential forms in space (6’
is a p-form while @' is a (d — p)-form) taking values in
[—7, ), ignoring that the holonomies of O and * ®' are
restricted to values in 27Z/N. In the continuum limit,
the lattice operators simply become their continuum ver-
sions, so the constraint Eq. (B4) in the continuum limit
becomes

N . ~ N ~
—df @' = —de’ =0. B
5 * 5 0 =0 (B6)

Here, d is the adjoint of d, which is
df = (=1)4P+D+1 « d x when acting on a p-form.

The lattice Hamiltonian in the IR is just the ground
state energy. Setting this to zero, in the continuum

HI(II{I Y = 0. The continuum Lagrangian is thus

0 _ N

IR — (*‘b) ipatéél...»

p

o SN

which enforces the equal-time commutation relation

[é;],“ip(w), (x E)/)jl...jp ()] 27r1511
p! N []1.

'5;’;](5‘{(33 —-v).

(B8)
The low-energy path integral only integrates over field
configurations satisfying Eq. (B6), and is

-~ N ~
AR / D[O'|D[P'] 6 (277(1* % <I>’> (B9)
%8 (Nd@)’> pifdtdizL{y?
2

Let us now massage this path integral into a more fa-
miliar form. We can rewrite both functional delta func-
tions by integrating in new fields acting as Lagrange mul-
tipliers and modifying the action. The first delta function
is rewritten using a (p — 1)-form Lagrange multiplier A as

) R P € LET 10 PR
5<NdT*§>'>:/D)\ B ,
2

and using a (p + 1)-form Lagrange multiplier x ), the sec-
ond delta function is

5 (Ndé/>: /DU oo/
2
(B11)

Plugging these expressions into the Eq. (B9) and the
components of dO®’ and d * &' and simplifying, the path
integral becomes

(B10)

(* 71)7’,1...7‘,p+1(dé')il...ierl

(p+1)!

[)‘]D[n] eifdtddmﬁgl),

111
£ — = 5t ((* &), [at

(B12)
iy TP i, >\i2~~i,,]}

=+ (* 77)i1i2~~-ip+1a[i



Let’s now introduce the p-form a and (d — p)-form b in
spacetime whose components are

o
ail...ip = @i1~~-ip’ a0i2...ip = _)‘i2-~~7§p>
— d—pg’ o o
bil"'id—p = (_1) (bilu-id,pv b012"'ld—p = T MNigvig_p>
where b satisfies
(* n)il“'ip+1 - _(* b)ll"'2p+1a (* P )11"-1;; - (* b)O,Ll'“Zp'

Using these, the path integral becomes

HI) /D

cﬁ{” GR (( b)0i i, [Orai, i, + (—=1)Pp By, aigwp]o]

1fdt ddmﬁ(lu)

— (* b)im...iwla[il aiz...ipﬂ]

(B13)
The term in square brackets can be rewritten as
(p+1)9pa;,...;,)- Furthermore, working in flat space-
time, X is equipped with Minkowski metric (—, 4+, - +).
Using it and summing over spacetime indices p, ES{I)

be rewritten as

0 _ N (x )frb= o1 O, @y, ..
IR 2m p!

can

Z'P“]) . (B14)

Lasting, using differential forms notation, we arrive at
our final expression for the path integral

IH) /D

As anticipated, the low-energy effective field theory,
z

1f 27rbAda (B15)

which describes the ground states of the symme-
try broken phase, is p-form Zy gauge theory. This is
arguably the simplest field theory with an anomalous

ng,)) X Zg\c,l*p) symmetry [89].

1. Review of p-form BF theory

In the remainder of this section, we will review p-
form BF theory, focusing on its symmetries and anoma-
lies, working in D = d + 1 dimensional spacetime. From
canonical quantization, the fields a and b satisfy the
equal-time commutation relations

2mi

[aul“'/ip ($), b/Lp+1‘~~/Ld (y)} = TEO/Ly-'ltdéd(m - y)

(B16)

a. Zn p-form gauge theory in the continuum

Let us first review how p-form BF theory can be ob-
tained by condensing charge-N gauge charges in p-form
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Maxwell theory [125-127]. p-form Maxwell theory is re-
viewed in appendix C1l. We will always assume that
p > 0. For the reader who would like to jump straight to
p-form BF theory action, they should skip to Eq. (B24).

We modify p-form Maxwell theory Eq. (C15) by intro-
ducing the dynamical (p — 1)-form bosonic field H and
the gauge redundancy

a — a+ dy, H — H+ Ny, (B17)
where N € Z. A gauge-invariant globally defined quan-
tity in terms of only H is Fy = dH 4+ wpy, where
wH € 27er (X;2). Fg satisfies a Bianchi iden-
tity 2 x*dFyg =0 and its periods are quantized as
f Fy e 2nZ.
With the additional degrees of freedom provided by H
we introduce the gauge invariant Wilson operator
W (0) = e JoNa=dH (B18)
where O is an open p-submanifold. Physically W, r(O)
is an operator that creates a charge excitation on 9O, but
one carrying N-units of a-charge. Minimally coupling Fiy
to a, the partition function is

Z= / Dla]D[H] e
includes the term

The Lagrangian density now
L D an* Nv?Fg and a mass term £ D #MQ. Indeed,
the new term added to p-form Maxwell theory is essen-
tially a Higgs term with H the phase of the Higgs field
and v € R the vev of the Higgs field. The gauge re-
dundancy described by Eq. (B17) is a Zy gauge redun-
dancy, reflecting how the initial U(1) gauge redundancy
has been Higgsed down to a Zy gauge redundancy.

As discussed in appendix section C1b, these types of
theories have a generalized “particle-vortex” like dual-
ity called abelian duality. For instance, since the ac-
tion’s dependency on H is entirely in the form of Fp,
we can dualize H — H using the same method shown in
section C1b. Indeed, dualizing H to the (D —p—1)-
form H satisfying $ Fi € 2nZ and dFy =0 (where

Fy = dH + w i), the Euclidean Lagrangian becomes

v2
T g lRE e F NP ()

F,|? Fy|*> iN
|Fal Fyl fl—aAFH.

r—
292 8mw2v2 27w

(B20)

The Euclidean path integral now integrates over
the dynamical fields a and H and sums over
we € 2rHPTH(X;Z) and wy, € 2n HP~P(X;Z). We note
that without changing the action amplitude, the La-
grangian density can be rewritten as

2 12
[Fal® | [Ful® N R

E =
2¢g%2  8mw2v? 27w

(B21)

Locally, we have just integrated by parts in the BF' term.
However, keeping track of the globally nontrivial parts of



Fj and F, makes showing this difficult (it’s most natu-
rally seen using Deligne-Beilinson cohomology [128]).

Utilizing abelian duality, we have found two rep-
resentations for the theory: the (a,H) representation
Eq. (B19) and the (a,H) representation Egs. (B20)
and (B21), the latter being dual only locally.

In representation (a, H), the deep IR is governed by
p-form BF' theory. Here, the deep IR refers to energies
below the gap of a and H, which have a gap through
topological mass generation. Indeed, to find their en-
ergy gaps, first note that in the (a, H) representation,
the Lorentzian action is

|Fa|2 |FH|2 N
o= /X (292 Tgmz? T %aAFH ' (B22)

Since this theory is Gaussian, we can show that the aanF';
term causes all excitations to be gapped using the equa-
tions of motion. Minimizing the action and using that
df = Fb7 g = 0, we find that the classical equations of mo-
tion are
(6 + N?g*0?) x Fjy = 0,
9 9 9 . (B23)
(6 + N?g*v°) « F, = 0.
where § = dtd + ddf is the Hodge Laplacian. Therefore,
we see that the p-form x Fj and the (D —p — 1)-form
x F, both have an energy gap Ngv.

To go below the energy gap into the deep IR, we take
the limit g — oo and v — oco. In this limit, the Euclidean
path integral becomes

Zpp = /D[a]p[f{] esr JxanFi, (B24)
This is p-form BF theory, and it is in terms of the
p-form bosonic field a, which is the U(1) gauge field
we started with and H , which is the abelian dual of
the Higgs field phase. Taking the deep IR limit us-
ing the Lagrangian density in this representation written
as Eq. (B21), the Lagrangian in the topological limit is
equivalent to Lgpr = — 1217\: fI/\Fa.

Plugging in Fg; = dH + wy into Eq. (B24), the path
integral becomes

Zpr Z/D[a]D[fﬂ Z o [(andH+arwy)

S eHDP-?(X;2Z)

(B25)

Integrating by parts on the first term and using Poincaré
duality on the second term, we can rewrite this as

Zpr :/D[a]p[ﬁ] S oo s HndatiN [, (Bag)
weH,(X;Z)

Integrating over H and summing over w, the path integral
becomes

Zop :/D[a] 5(da) 5(%& 27er>

(B27)
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Notice that if we would have instead started with the
Lagrangian density written as Lpp = —%H AF,, upon
integrating out a and w, we would get

Zpr :/D[ﬁr] 5(dH) 5(751?6 27TNZ)

Having massaged p-form BF theory into Eq. (B27),
we find that in correlations functions, the U(1) gauge
fields are closed forms and have quantized holonomies.'?
Therefore, the Wilson operators

(B28)

WalGyl = o' Fer®, WylCasy] = e Feu™ . (B30)
satisfy ((W,)N) =((Wg)V)=1, and are 1 when
Cp € B,(X) (ie., there exists an Opy1 such that
Cp =00p4+1). The latter property implies that these
Wilson operators are topological. At a fixed time slice, in
the deep IR, any contractible Wilson operators can con-
dense into the vacuum, but for non-contractible Wilson
operators, only N can condense into the vacuum.

The path integral counts the number of nontrivial Wil-
son operators W (C') which satisfy W (C)" = 1, and thus
the number of configurations a € H?(X;Zy):

Zpr = Z

a€H?(X;ZN)

L= [H(X.Zx)l.  (B31)

The number of ground states is given by the partition
function evaluated on X = R x M, where M is a space.
Therefore, there are |HP(M;Zy)| degenerate ground
states.

b. Symmetries

Having reviewed the basics of p-form BF' theory in the
previous section, we now turn to identifying the theory’s
symmetries, showing that there is a Zs\’,’) X Zg\‘f*p )
metry [89].

Let’s first consider the symmetries manifest in the
(a, H) representation, Eq. (B19). The path integral is
invariant under the transformation

sym-

a—a+T, Fg — Fg + NT, (B32)
with dI'=0. Since Fy satisfies § Fy € 2nZ, in order
to shift Fy — Fg + NT' we require that §I' € 27Z/N.

When I' = dw, the transformation Eq. (B32) becomes

15 This can also be deduced from the equations of motion. Indeed,
in the (a, H) representation, Eq. (B19), the H equations of mo-
tion in the deep IR are

Fy = Na. (B29)

Therefore, because of the Bianchi identity dFy =0, a is a
closed p-form. Furthermore, since Fyy satisfies § Fy = 2wZ, the
holonomies of a are quantized as § a = 2nZ/N.



the gauge transformation Eq. (B17). Therefore, the
I" that correspond to physical transformations are
XTI € H?(X;Z).

The quantization condition of the periods of I" has a
significant consequence. Indeed, note that the Wilson
operator W, is charged under this symmetry. Because of
the quantization condition §I' € 27rZ/N, it transforms
as
el $T €ZN.

W,[C,) = e $TW,[C,), (B33)

Since the charged operators are p-dimensional and trans-
form by an element of Zy, this is a 255) symmetry.

It’s tempting to think that an additional symmetry
may be associated with the H field. Indeed, Eq. (B19)
is invariant under the transformation H — H + w for
dw = 0. However, there are no physical observables that
transform under this. Indeed, while the Wilson operator
exp(i § H] picks up a phase, it is not a physical opera-
tor since it is not invariant under the gauge redundancy
Eq. (B17).

The Z%’) symmetry can also be seen in the
(a,f{ ) representation, when the Lagrangian is de-
scribed by Eq. (B20). Indeed, under the symme-
try transformation, the action amplitude transforms as
exp[—S] — exp[—S] exp[—§S], where

—6S _ —iN [TAF;
e = e 2= f H,

(B34)
with 22T € H?(X;Z). Plugging in Fj; = dH + wp, the
phase factor exp[—dS] becomes

exp[fés] = ef2ﬂi.f%A%7

where we used integration by parts and that dI' = 0. Re-
call that 2-T' € HP(X;Z) and 32 € HP=P(X;Z). Then,
since the wedge product preserves integral de Rham coho-
mology classes, %/\g—ﬁ € HP(X;Z), so exp[-dS] = 1.

The Lagrangian in the (a, H) representation can also
be written as Eq. (B21) without changing the partition
function. In this form, following the same argument used

to show that there is a ZS\’;) symmetry, we find there is

also Zg\cfl_p ) symmetry. Indeed, the action amplitude is
invariant under H — H + T where %f‘ € H¥?(X;Z).

(d—p)

The charged operator of this Z,; *’ symmetry is the Wil-

son operator Wy = exp [i f H }, which transforms as
ei $1 eZn.

W5 (C) = ¢ T W, (0), (B35)

The symmetry operator of the ZS\I,)) symmetry is just
Wy and can be written as

UE) = el $o = exp! $g 7T (B36)

where T is the Poincaré dual of the p-cycle ¥ with respect
to space M. Indeed, using the equal-time commutation
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relation (B16), which form Eq. (B20) is

- 2mi
[y iy () H o ()] = 760#1...%5‘{(33 - Y),
(B37)
we have that
UEWo(OUI(E) = T L W),
. #(E’C)WH(C).
Similarly, the symmetry operator of the Zg\c,l*p ) symmetry
is
UE) =eldse, (B39)

which is just W,.

c¢. Mized 't Hooft anomaly and anomaly inflow

In the last section, we reviewed how p-form BF theory
has Zg\e) and Zggfp ) symmetries. However, these symme-
tries are not independent of one another: the symmetry
operator of one symmetry is a charged operator of the
other symmetry, thus satisfying the Heisenberg algebra.
This is a manifestation of the fact that the ng;) X Zg{,i*p)
symmetry is anomalous. In this section, we will turn on
a background gauge field for these symmetries to learn
more about this mixed ’t Hooft anomaly.

Let’s first turn on a background gauge field for the
Z%)) symmetry. We introduce the background gauge field
A€ ZLHPH(X;Z) and the gauge redundancy

a—a+p, A— A+ dp. (B40)
Minimally coupling A, the p-form BF theory path inte-
gral becomes

Z[A] = /D[a]D[ﬁI] e Jx(andHH(=DPAN) By

Since Z[A] = Z[A+ df], the ZS\’,’) symmetry is anomaly
free.

Second, we next turn off 4 and turn on a background
gauge field for the Zgg*p ) symmetry, which introduces
the background gauge field A € 2Zr g4=p*1(X; Z) and the
gauge redundancy

H— H+¢, A— A+ dc. (B42)
Minimally coupling A, the path integral becomes
Z[A] = / Dla]D[H] e+ Jx *Fa=A), (B43)

Since Z[A] = Z[A+ d(], the Zgg_p) symmetry is
anomaly free.



Now let us turn on both background gauge fields. Cou-
pling them into the action as above yields

./4 ./4 /D 62" jX(a/\F .A)+( l)p.A/\H). (B44)

While this is invariant under Eq. (B40), under the gauge
transformation Eq. (B42) it transforms as
ZIA, A+ d(] — eV o Ix AN ZIA Al (B45)

In fact, no local counterterms can be added such that the
path integral is invariant under both gauge transforma-
tions. It always gets multiplied by a phase. Thus, we see
an obstruction to coupling a background gauge field of
both symmetries and hence a mixed 't Hooft anomaly.

A ’t Hooft anomaly can be classified by an SPT in one
higher dimension whose boundary realizes the symmetry
anomalous. Let’s now extend the background fields to
one higher dimension and have X be the boundary of
the new spacetime Y. The path integral governing all of
Y is

Zy[A, A Y] = ZgprlA A, Y] Z[A, A, 0Y = X], (B46)
where the SPT path integral Zgp is defined such that it
cancels out the phase in Eq. (B45) such that Zy is gauge
invariant.

Noting that this phase can be written as

DT [ AN = o Jy AndC (B47)
let’s consider the SPT
Zspr[A, A = etm Jy ArA, (B48)

Under the gauge transformations Eq. (B42), Zspr trans-
forms as

Zepr[A, A+ (] = et [y A dzepr [A AL (B49)
This phase picked up is the inverse of the phase picked up

by Z in Eq (B45), and thus Zy is indeed gauge invariant.

The mixed anomaly between the ZE\’;) and ng,lip ) symme-

try is then said to be classified by the SPT Eq. (B48).

Appendix C: Continuum of U(1) p-gauge theory

In this appendix, we take the continuum limit of
Eq. (55) in section ITIC2 of the main text. Doing so
also demonstrates the connection between exact emer-
gent higher-form symmetries in lattice models and exact
higher-form symmetries in Lagrangian quantum field the-
ories, where higher-form symmetries are most commonly
studied.

The lattice Heisenberg operators L7 () and O, (t)
in the IR are dressed by two local unitary opera-

tors UI%) and UI(JQL; and denoted as L’Z( ) and O/, (1)
Furthermore, in the mid-IR we defined the variable
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We, , = —2m L(d(:))cwl/(%r)—‘7 which in the IR was
dressed by U£ and denoted as wy, , (¢). Therefore, the
three elementary operators in the IR are L (t), O, (1),
and w;  (t). We relate these lattice operators to their

continuum counterparts L'Z(t,x), ©'(t,x), and ' (t, )

by
o :/ o, w;pH:/ W', (C1)
Cp Cp+1

i = / i

Cp

where, for instance, fcp denotes spatial integral over
the p-cell ¢,. The continuum quantum fields are glob-
ally differential forms in space M (E’Z and © are p-
forms while o’ is a (p 4+ 1)-form), mapping from space-
time X to R. In the continuum, the lattice differen-
tial operators become their continuum versions. For in-

stance, the lattice operator Fy = (d©&’ Jepsr + (@ )e, s
=/, o F’ where F' = d®’ + w'. So, tak-
5), the deep IR contin-

becomes F.
p+1

ing the continuum limit of Eq. (5
uum Hamiltonian is

rU ‘z;zz |2 UIF, .. |2
Haeep 1= [ d?@ | — —52— 4 5 ——25— |, (C2
d pIR/ (2 ! 2 (p+1) (C2)

where, for instance, |LZ_,; [> = zjh___JPﬂ( Z )2
To write down the path integral, we can find the

Lorentzian action and then perform a functional inte-

gral over field configurations obeying the following con-

straints:

1. Since the IR does not include dressed charge
excitations, L’ must satisfy 5’ =0. The ex-
pression for /7’%71 in Eq. (41) can be rewrit-
ten using discrete exterior calculus notation as
po, .~ ( d*f/z)cp_l. So, p/ =0 in the contin-
uum limit is the Gauss law

L% . =0

J=g11- (03)
Despite there being no dressed charges in the IR,
L'* can still be sourced along nontrivial p-cycles.
Because L;Z € Z on the lattice, the flux of L'* in

the continuum is quantized

7{ «L* €2,
C

d—p

(C4)

where Cy_,, is a nontrivial (d — p)-cycle in space:
Ca—p € Hy_p(M;Z).

2. Since the IR does not include dressed topological
defects, © and w’ must satisfy ' =0. The ex-
pression for (x f/)cp s of Eq. (54) in the continuum
limit becomes p' = ;= —x dF’, and p' =0 becomes
the Bianchi 1dent1ty

1

— %« dF' =0.

o (C5)



Despite there being no dressed topological defects
in the IR, * F’ can still be sourced along nontrivial
(d — p)-cycles. Indeed, because w’cp € 2Z on the

lattice, the flux of * F/ , in the continuum is quan-
tized

]f F e omz, (C6)
Cp+1

where Cpi1 is a nontrivial (p + 1)-cycle in space.
Plugging F’ = d®’ + ' into Egs. (C5) and (C6),
the ©' vanishes and constraints w’ as

w

!/
€ HP (M 2),

2 (€7)

the (p + 1)th de Rham cohomology group with in-
tegral periods.

Enforcing the three constraints Egs. (C3), (C4),
and (C7) by hand, the path integral in Lorentzian sig-
nature is

Zdeep IRZ/D[@} DL Z 5(@'12?4,,)

w’€2r HP+Y(M;2Z)

X 6 (%*E/Z E Z) ei fX dtddm ['deep IR

Trz o/
Liln-ipat@il-» 3

(C8)

_ tp
Ldeep IR — p|
(U UTFL P
2 pl 2 (p+1) )7

The first term in Lgeep 1R enforces the equal-time com-
mutation relation

(@), L%, (v)]
p!

[0 ..

’p

=i 87 0N —y),  (C9)

and the second term in parenthesis is Hamiltonian den-
sity from Eq. (C2)

This expression of the path integral is correct, but let
us rewrite this phase space path integral as a coordinate
space path integral to get it into a more familiar form.
We first rewrite the delta functions by integrating in new
fields and modifying the action. The delta function en-
forcing the L'* quantization condition can be represented
as

Flz

—~ . Li cevdgy Miq i
5<j{*wez) S Y el Sy dnate T

ne2rHP (M;Z)
(C10)

and the delta function enforcing Gauss law can be rewrit-
ten using the (p — 1)-form Lagrange multiplier A as

80, L) = / Daetx Az iy sy /D! (1)
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Plugging these in, the path integral takes the cumber-
some form

Zdeep IR = / DIO'] DL DA )
w'e2nr HP T (M;Z)
ne2rH? (M;Z)

ei fX dtd%z ﬁdeep IR
)

Nigersiy O L7

Tz .
1192+ lp Lil---’ip’r]zl"'zp

‘Cdeep IR — (p — 1)' p' (C12)
E/if--Az‘patéglmip "@U|E;i~ip|2
+ p! 2p!
UIF .. 2
_ 1 %p41
2(p+1)!

It is now straight forward to integrate out the L= field,
after which the path integral becomes

Zdeep IR :/D[é/] DA Z ei Jx dt A% Lacep R,

W' e2nHP T (M;Z)
ne2rH? (M;Z)

(C13)
r 085, i PO gy H i [P T [P
deep IR — 292]7! 292(p+1)!.

where we have also rescaled ¢ — t/(U+v/k), A = Uv/E A,
and n — U+/k n and introduced g = 1/(v/U).

Having found the coordinate path integral, let’s mas-
sage it into a canonical form. Namely, we introduce the
p-form a and (p+ 1)-form w, in spacetime whose com-
ponents are

Ay iy = 921...1-?7 04y iy = Nigeooi

/

(Wa)ir-ipsr = Wiyoip g (@Wa)oigeiy, = Migeeeiy

Letting F, = da + w,, after some simplifying, we then
reexpress the path integral as

Zgeep TR = / Dla] > elfxdtde Lo (C14)
we €2 HPT(X;2Z)

L |(Fa)0i1“'ip|2 _ |(Fa)7;1"'ip+l‘2

2g2 p! (p+1)!

Furthermore, working in flat spacetime, X is equipped

with Minkowski metric (—, 4+, --+). Thus, summing

over spacetime indices p=0,---,d, Lgeep iR can be
rewritten as

Ldcep IR =

1

Laeep IR = _W<FG)H1”'MP+1(Fa)ulmuerl

(C15)
which is exactly p-form Maxwell theory, as stated in the
main text.

1. Review of p-form Maxwell theory

In the remainder of this appendix section, we will re-
view p-form Maxwell theory, Eq. (C15), focusing on its



symmetries and anomalies, working in D = d + 1 dimen-
sional spacetime. In particular, we consider the the-
ory where there is no electric nor magnetic matter, thus
d*F, =0 and dF, = 0.

The canonical momentum field II is locally a
(D — p — 1)-form associated with a codimension-1 sub-
manifold of spacetime, which we choose to be a con-
stant time slice. Then, II’s components are defined by
varying the action with respect to dpay, ..., which yields
II = 4 % F,. Therefore, from canonical quantization, we
have the equal-time commutation relation

(x I, )Mpﬂ ud(y)

92 5d(m - y)

(C16)

aﬂl"'.“'p(x)7 =1€0pu;pq

a. UM)P symmetry

The action amplitude is only a function of the field
strength, and so the path integral is invariant under a
being shifted by a closed p-form:

a—a+T, dr' = 0. (C17)

This is a symmetry because the Wilson opera-

tor W,(Cp) = expl[i [a] transforms nontrivially under
Eq. (C17) as

i, T

Wo (Cp) — € 7r W, (C).

There are no restrictions on the holonomies of a and

I satisfies § ' € R, so exp [i §, I'| € U(1). Therefore,

Eq. (C18) is the symmetry transformation of a U(1)®

(C18)

symmetry. Of course, for I' that satisfy exp [i fc F] =1,
p

the transformation @ — a + I is instead a gauge trans-

formations corresponding to formal redundancies. The

physical transformation on a requires that I' be closed

but not exact and have periods not in 27Z.

To find the U(1 ) symmetry transformation operator,
let us turn on the (p + 1)-form background field A and
the gauge redundancy
A— A+ dg.

a—a+pf, (C19)

Minimally coupling the background field such that the
theory is gauge invariant, the action becomes

1
A}:—@A|Fa_A|2

The conserved Noether current J (df.J = 0) of the sym-
metry will minimally couple to A as [ArxJ. We
thus find that J = g%Fa, and so the charge operator is

Q= g% [ *J and the symmetry operator is

(C20)

U (5) = o' @ %= 52" (C21)
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where « € [0, 27) parametrizes the U(1) transformation.
Notice that because d*.J = 0, U,(X) is a topological op-
erator, depending only on the homology class of 3.
Let’s check that U, indeed transforms W, as
Eq. (C18). Letting the p-form X be the Poincaré dual
of 3 with respect to space M, we rewrite the symmetry

;—(2" fM * Fa/\i] ,
Baker-Campbell-Hausdorff formula, the Wilson opera-
tor transforms as

operator as U, (X)) = exp [ and using the

Un (S)Wo (C) UL (D) = estlhesFarSilealyy oy

Using the canonical commutation relations Eq. (C16),
this simplifies to

(D) =9 W, (C),
eia #(2,C) W, (C) ,

(C22)
(C23)

where ¢, 3= Jsno 1 =# (%, 0) is the intersection num-
ber between ¥ and C' in M.

b. Abelian duality

There is another symmetry present in p-form Maxwell
theory, but to make it manifest, we must effectively
change the representation of our degrees of freedom using
Abelian duality [129] to dualize the field a to the field a.
To do so, we can use the following trick. Instead of in-
tegrating over the equivalence classes of a¢ and summing
over w,, we can instead integrate over F|, since the ac-
tion only depends on F,. However, in doing so, we have
to ensure that we only integrate over F, satisfying the
Bianchi identity

1

—xdF, =0, C24
5 * (C24)
and which obey the quantization condition
j'{ F, € 217, (C25)
Cr+1

for all Cpy1 € Hpy1(X). So, with these two constraints
in mind, we can change variables and write the Euclidean
path integral of p-form Maxwell theory as

o) )

‘2
(C26)

Let’s now rewrite the delta functions by integrating
in fields. For the first delta function, introducing the
(D — p — 2)-form @, we can represent it as

(S(*SF ) /Da 6277 Ix daAFa

(C27)



For the second delta function, we can rewrite it as

(o) 5, o

©Wa€Hp11(X5Z)

— E eﬁ qu.JaAFa7

wa€2rHP—P—1(X;Z)

(C28)

where we first sum over all closed (p + 1)-submanifold @,
and then using Poincaré duality instead sum over the
dual (D —p — 1)-forms ws/(27) satisfying § ws € 27Z.
Plugging these representations of the delta functions into
the path integral Eq. (C26), it becomes

z /DF VI S N ()
wa€2rHP—P—1(X;Z)
where F; = da + wg, which satisfies
1
j{ FocomZz,  _xdFy=0.  (C30)

To integrate out Fa7 we complete the square and in-
troduce G = F, — i

Z /DGDa >

wa€2rHP —P— 1(X Z)

— * Fy so the path integral becomes

fx22\G| +J2|F| (031>

Integrating out G, the path integral is only in terms of
the dual field a:

Z[ng]:

wa €2 HP—P—1(X;Z)

(C32)

Remarkably, this theory has the same form as what
we started with, expect now that initial p-form a is a
(D — p —2)-form a and the coupling constant g is now
27 /g. Thus, strongly coupling (g > 1) in the a represen-
tation gets mapped to weak coupling in the a represen-
tation, and vice versa.

Having gone through the process of dualizing a to a,
let’s now see how operators in terms of a transform un-
der dualizing. We introduce the map S that takes an
operator in the a representation to the a representation.

Let’s first check to see what the field strength F,
maps to by inserting F, into the path integral. When
completing the square, we did a change of variables

F,=G+ 1g * I; under which the insertion becomes

2
=@+ (i F) . (o)
a
We use the notation that (-), is the vev evaluated in
the a-representation and (-); is the vev evaluated in the
a-representation. Since the G part of the action is Gaus-
2

sian, (G) =0 and so (F,) = (i§-*F;). Thus, in Eu-
clidean signature

-9
S:F, — % Fj. 4
= ig—x (C34)
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In the Lorentzian signature, this is S: F,, — &— * F;. We
can dualizing a back to a by simply repeatmg the same
steps as before to find

.27
S:F@—>19—2*Fa. (C35)

Therefore, Dualizing a twice gives S? : F, — i2 %% F, in
Euclidean spacetime, or equivalently

S%: F, —» (~1)PerVtrp,

(C36)
When both D and p are even, dualizing twice acts as
S?: F, — F,. However, if D or p or both are odd, then
S?:F, » —F, and thUb one must dualize four times to
get the identity map: S*: F, — F,.

Repeating the argument manipulations, we find that
dfF, and % dF, get mapped to * dF; and dfF},, respec-
tively, and vice versa. Therefore, the excitations (topo-
logical defects) of a are the topological defects (excita-
tions) of a. Hence, abelian duality is a particle-vortex
type duality.

We emphasize that the above mappings do not im-
ply that F, = 1 *F

in F, simply have F, replaced with 1g * F, more care
is required to find the dual representatlon of operators
nonlinear in F,. For instance, (F,)? does not become

Instead, while operators linear

(i % * I;)? due to the addition terms pick up when squar-
ing F, =G+ i % Fj.

Next, let us find what the Wilson operator of a gets
mapped to. We assume that W, is supported on a con-
tractible manifold C' = OM. However, there are infinitely
many such M whose boundary is C'. To avoid this ambi-
guity, we sum over all such M and write

> exp [i /M Fa] .

M:0M=C

W,[C] = (C37)

Next we introduce the D —p —1 form M dual to M ,
which satisfies § M € 2nZ and is related to the Poincaré

dual of C' by C' = dM/(2n), and rewrite W, as
W,[C] = /DM §(dM — 27C) exp [1/ FQAM] .
21 X

Inserting this into the path integral, integrating in a, and
then integrating out F,, we find

/DMD > (AN —27C) e Ix~

wa€2rHP—P—1(X;Z)

2
g 0712
L="=|F,— M|. C38
L \Fa — 3] (C39)
Notice how this is the same as the dualized path integral
without the Wilson loop insertion but now with the p + 1
form connection M satisfying dM = 27 C. We can get rid



of M and have the path integral look similar to Eq. (C32)
if we let @ be a singular field not defined on C:

Z:/D[d] >

wa€2TrHP—P—1(X;Z)

2 2
ef fx/c 89.,,2 |F&| .

(C39)

However, we require that fz F,; = 27 for any submanifold
3 with a nonzero intersection number with C'. Therefore,
the Wilson loop in the a representation has become a 't
Hooft loop in the a representation.

c. UMY symmetry

In the a representation, it appears that the model only
has a U(1)®) symmetry. However, upon dualizing a to
d, the path integral Eq. (C32) took a similar form in
terms of F, but with g replaced by 2m/g. Thus, we
find a new globally defined differential (d — p — 1)-form
a, which shifting by a closed form leaves the path integral
invariant. Following the same process as used in investi-
gating the U(1)(P) symmetry, this transformation has a
physical part associated with a U(1)4=?~1) symmetry.

Everything about this U(1)@~P~1) symmetry follows
in a similar fashion from the U(1)® case. In particular,
the symmetry transformation acts on a as

a—a+l, dl'=0 (C40)
and the charged operators are Wilson operators in terms
of a: W (C) = exp [i § a|. These correspond to the ’t
Hooft operators in the a representation. The Noether’s
current associated with this U(1)(4=P=D symmetry is

2
J = 5 Fj, and thus the symmetry operator is

Ua(X) = i i fuv i (Ca1)

where & € [0, 27) parametrizes the U(1) transformation.

To see what U is in the a representation, let’s start
with the operator exp [19 fz Fa} and find its image un-
der S. We've already done this calculation while finding
the image of the Wilson operator. This time, we sim-
ply do not sum over all ¥. We, therefore, have that (in
Lorentzian signature)

. . 2 0242
S:eleﬁzFa_)eleng—w*Fd—l o

Jx 1512, (C42)
Setting 6 = %, the U(1)@=P=1) symmetry operator in
the a-representation is

&22

Ua(S) = o0 fo B 158 £ 1907

(C43)

since under S it transforms to Eq. (C41). However, note
that the term [ |S|? is an overall phase and therefore
does not affect the symmetry transformation. So, we
can drop this overall phase and treat the U(1)(@—P—1)
symmetry operator in the a-representation instead as

it fx 3%

Ua(®) = (C44)
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From this expression, it is easy to see that the Noether
current of the U(1)(4=P=1) symmetry in the a represen-
tation J satisfies

1

«J=—F,.

= (C45)

The fact that the J is conserved reflects the Bianchi iden-
tity.

d. Mixed 't Hooft anomaly and anomaly inflow

Throughout this subsection thus far, we reviewed that
p-form Maxwell theory has a U(1)®) and a U(1)(¢P~1
symmetry. However, these two symmetries are not fully
independent from one another: there is a mixed 't Hooft
anomaly preventing us from simultaneously turning on a
background gauge field of both symmetries.

Let’s first turn on a background field A of the U(1)®)
symmetry which includes the gauge redundancy

a—a+ B, A= A+ dg. (C46)

Minimally coupling A to a, the path integral becomes

Z[A] = / Dla] ¢ Jx zzIFa=AF, (C47)

This is a gauge invariant theory, so the U(1)(®) symmetry
is anomaly free.

Let’s dualize a to a to see how A couples to a. Re-
peating the first few steps of abelian duality reviewed in
section C1b, the path integral becomes

Z[A :/DKDae‘szg%“K'z‘ﬁ Ko ar AN (yg)

where we made the change of variables F, = K + A. In-
tegrating out K, this becomes
[ S Fa = s ANF,
Z[A] = [ Dla] e Jx srzlFal’ —arAnFa (C49)
Note that because dF; = 0 and spacetime is closed, the
path integral in the a-representation is still invariant un-
der the gauge transformation Eq (C46).
Eq. (C49) reveals that turning on a U(1)®) symmetry
background gauge field is equivalent to adding a topologi-

cal term in the a representation. This new term has a no-
ticeable effect. The Noether current for the U (1)(P~—P=2)

A 2
symmetry, J = 5 F, is no longer conserved:

dfj:i*dA.

- (C50)

This is a manifestation of the mixed 't Hooft anomaly.
Let’s now turn off A and turn on a background gauge

field A for the U(1)(4~P=1 symmetry with the gauge

redundancy

A— A+ dgB.

a—a+ 8, (C51)



Inspired by how A coupled to G in Eq. (C48), we mini-
mally couple A to a in a similar fashion and consider

Z[A :/D[a] o Ix gz Fal® = gp AnFa. (C52)

Because F, is closed, shifting A by an exact form does
not change the path integral. Thus, the path integral
is gauge invariant and U(1)(@=P=1 is anomaly free. To
verify this way of coupling A to a is correct, let’s dualize
a to & in Eq. (C52). Doing so, we find
~ N 2 N

Z[A] = / D[a|D[A] e Jx sz lFa-Al", (C53)

as expected. Returning back to Eq. (C52), due to the new

topological term, the U(1)® symmetry Noether current
J = g%Fa is no longer conserved:

dty= L wdA. (C54)
27
Once again, this is a manifestation of the mixed ’t Hooft
anomaly.
Let us now turn on both of the background gauge fields
A and A. Working in the a representation and using
what we just found, the path integral becomes

Z[A, A z/D[a] o Jx zzlFamAP-5pAnFe gy

This path integral is invariant under the gauge transfor-
mation Eq. (C51). However, due to the second term in £,
this path integral is no longer invariant under the gauge
transformation Eq. (C46), and transforms as

Z[A,A] — e?= Ix ArdBZ[A 4. (C56)
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No local counter term can remedy this property, and thus
the U(1)®) x U(1)@=P=1 symmetry is anomalous.

We can make the theory gauge invariant by intro-
ducing the (D + 1)-dimensional spacetime Y such that
X = 0Y and extending the background gauge fields A
and A into Y. Indeed, notice how then the phase picked
up in Eq. (C56) can be rewritten as

/ AndB = d(AAdﬁ)z/ dAAdB.  (C57)
X=9Y Y Y

This then motivates the new gauge invariant partition
function

Z[A, A] = exp {—i/ dAAA} /D[a] e fayc,
2r Jy
1 .

(C58)

Indeed, Z[A, ,21] is invariant under the gauge trans-

formations Eq. (C56) since the phase picked up from
[Dla] e Jov £ cancels with the phase we added.

Thus, we see the 't Hooft anomaly through the modern

perspective of anomaly inflow. In order to turn on both A

and .;4, we must have the theory resides on the boundary
of an SPT, which in this case was [130]

Zspr[A, A] = o727 Jy dANA (C59)
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