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ABSTRACT
Online news articles encompass a variety of modalities such as
text and images. How can we learn a representation that incor-
porates information from all those modalities in a compact and
interpretable manner? In this paper, we propose CITEM (Compact
Interpretable Tensor graph multi-modal news EMbedding), a ten-
sor based framework for compact and interpretable multi-modal
news representations. CITEM generates a tensor graph consisting
of a news similarity graph for each modality and employs a tensor
decomposition to produce compact and interpretable embeddings,
each dimension ofwhich is a heterogeneous co-cluster of news arti-
cles and corresponding modalities. We extensively validate CITEM
compared to baselines on two news classification tasks: misinfor-
mation news detection and news categorization. The experimen-
tal results show that CITEM performs within the same range of
AUC as state-of-the-art baselineswhile producing 7× to 10.5×more
compact embeddings. In addition, each embedding dimension of
CITEM is interpretable, representing a latent co-cluster of articles.
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1 INTRODUCTION
Online news articles contain a variety of modalities such as text,
image, and video, that are useful for representing the core content
of the news. News representations aim to understand themain con-
tents of news expressed as a real-valued vector and have played a
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fundamental role in solving a variety of news tasks such as fake/click-
bait news classification [1, 3, 20] and news recommendation [11,
19, 20]. With advancements in natural language processing (NLP)
techniques, most existing approaches have focused on accurately
understanding textual information fromnews titles and bodies that
contain concise and detailed information of key content [11, 19].
Recently, leveragingmultiplemodalities to represent news has been
actively studied with the success of multi-modal learning such as
CLIP [14]. Many studies have developed multimodal news repre-
sentations with various types of information such as category, im-
ages, and knowledge graph, in addition to text, to enhance news
representations [20].

Albeit very powerful and well-performing in a variety of down-
stream tasks, those state-of-the-art representations are usually high-
dimensional with each dimension being disconnected from any
semantically meaningful information that can help a practitioner
understand, for instance, what features contribute to classifying a
particular news article as “clickbait”.

In this work, we propose CITEM (Compact Interpretable Tensor
graphmulti-modal newsEMbedding), a tensor-based ensemble news
representation that bridges the above gap by computing compact
embeddings for news articles which effectively combine the in-
formation contained in individual modalities, while maintaining
clustering-based interpretations for each of the new embedding
dimensions, allowing for feature inspection and analysis in down-
stream tasks (as shown in Fig. 1). The source code and datasets are
available at https://github.com/dawonahn/CITEM.
2 PRELIMINARIES & RELATEDWORK
We introduce preliminaries including tensor decomposition and re-
view literatures related to news embedding models.
Tensors are defined as multi-dimensional arrays that generalize
one-dimensional arrays (or vectors) and two-dimensional arrays
(or matrices) to higher dimensions. The dimension of a tensor is
referred to as its order or mode; the length of each mode is called
“dimensionality”. We use boldface Euler script letters (e.g., X) to
denote tensors, boldface capitals (e.g., A) to denote matrices, and
boldface lower cases (e.g., a) to denote vectors. We denote the 8-th
row vector as a8,: and 8-th column vector as a8 .
Tensor Decomposition is a popular tensor mining tool to dis-
cover underlying low-dimensional patterns in the tensor. We focus
onCANDECOMP/PARAFAC (CP) decompositionmodel [2], one of
the most famous models, which decomposes a tensor into a sum
of rank-one components [7]. We choose the CP decomposition be-
cause of its interpretability and simplicity, which makes it easy to
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