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We investigate relationships between online self-disclosure and received social support and user engage-
ment during the COVID-19 crisis. We crawl a total of 2,399 posts and 29,851 associated comments from the
r/COVID19_support subreddit and manually extract fine-grained personal information categories and types
of social support sought from each post. We develop a BERT-based ensemble classifier to automatically iden-
tify types of support offered in users’ comments. We then analyze the effect of personal information sharing
and posts’ topical, lexical, and sentiment markers on the acquisition of support and five interaction measures
(submission scores, the number of comments, the number of unique commenters, the length and sentiments
of comments). Our findings show that: (1) users were more likely to share their age, education, and loca-
tion information when seeking both informational and emotional support as opposed to pursuing either one;
(2) while personal information sharing was positively correlated with receiving informational support when
requested, it did not correlate with emotional support; (3) as the degree of self-disclosure increased, informa-
tion support seekers obtained higher submission scores and longer comments, whereas emotional support
seekers’ self-disclosure resulted in lower submission scores, fewer comments, and fewer unique commenters;
and (4) post characteristics affecting audience response differed significantly based on types of support sought
by post authors. These results provide empirical evidence for the varying effects of self-disclosure on acquir-
ing desired support and user involvement online during the COVID-19 pandemic. Furthermore, this work can
assist support seekers hoping to enhance and prioritize specific types of social support and user engagement.
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1 INTRODUCTION

A growing body of research sheds light on the adverse impacts of the COVID-19 pandemic on indi-
viduals’ physical and mental well-being [55, 136]. According to the Morbidity and Mortality Weekly
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Report of the Centers for Disease Control and Prevention (CDC) [37], U.S. adults from April to June
of 2020 experienced a heightened prevalence of anxiety (25.5% vs. 8.1%) and depressive disorders
(24.3% vs. 6.5%) when compared with the same period in 2019. Reger et al. [108] suggest that these
phenomena are attributable to several factors: financial concerns, social isolation, decreased access
to community and religious support, and barriers to the acquisition of health care. In particular, a
strong correlation between social isolation and degradation in psychological conditions has been
studied [51, 64].

In the midst of the global epidemic, many have resorted to online support forums to cope with
the impacts of COVID-19 while maintaining physical distance from others [29]. Peer-to-peer in-
teraction on the Web is known to reduce depression and enhance the quality of life [105, 131].
Particularly, it can facilitate increased social connectedness, feelings of group belonging [96] and
guidance for important health care decisions [109]. To maximize these gains, support seekers tend
to engage in self-disclosure, the voluntary sharing of personal information with others [44], more
actively than nonsupport-seeking individuals [75, 134]. By providing more detailed descriptions
of themselves and their situations, they can acquire the increased quality and quantity of advice
received from peers [98].

Although prior efforts have attempted to understand individuals’ self-disclosure behaviors in on-
line health communities (OHCs) [13, 125], most focused on OHCs for chronic diseases and mental
health disorders. Little is known about the types of personal and private information that peo-
ple disclose when they share experiences of global health crises online. Given the novelty and
impact of the COVID-19 outbreak, it has been suggested that the response in terms of online
self-disclosure has been unique [92, 138]. Specifically, levels of voluntary sensitive information
disclosure have intensified during the COVID-19 crisis [25, 123]. Recent research has investigated
how particular populations such as pregnant women [76], Chinese people [50], or college students
[138] engaged in online self-disclosure to obtain social support during COVID-19. This motivates
us to explore how the pandemic has contributed to new practices for personal information sharing
in a broader context.

Recently, OHCs have begun to emerge within social network sites (SNSs), facilitating more in-
teractive communication between OHC members. This enabled members to vividly express their
attention and care through various SNS features, such as commenting or pressing ‘like’ buttons.
While several studies [39, 78, 137] have examined relationships between online self-disclosure of
support seekers and corresponding responses (e.g., supportive vs. unsupportive responses) from
other members, none differentiated the categories of support sought and provided by support seek-
ers and givers, respectively. Identification of support types from the content is necessary because
the optimal form of social support is one that aligns with the individual’s needs [89]. There exist
two studies [65, 131] that distinguished these support types, but their findings were inconsistent
due to variations in study populations, contexts, and platforms.

User engagement attributes, such as the number of comments or likes received from friends, are
additional factors that influence the social presence and satisfaction of support-seeking individu-
als from online self-disclosure [20, 27, 45, 102]. Particularly, high levels of audience engagement
encourage them to share information more actively [54, 118]. Still, the impact of self-disclosure on
user engagement rates remains unknown. Understanding this dynamic is critical, as user engage-
ment levels play a significant role in the social benefits individuals can derive from readers of their
self-disclosing posts [41].

Research has revealed a connection between linguistic characteristics of self-disclosing content
and the attainment of social support and user engagement. For example, the increased readabil-
ity level and the number of words positively affect the quantity of social support the post ob-
tains through comments [28]. Also, while posts that are easy to read and contain more than 31
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words and many hashtags were likely to achieve higher performance of engagement and aware-
ness [59], some topics or emotions in the post may cause users to be uninterested in responding
[58, 62]. In light of the changes in people’s posting behaviors during COVID-19, there is a need
for reevaluation of relationships between language cues and social support and user engagement
acquisition.

In the light of the above discussion, we aim to identify correlations between support seek-
ers’ public discourse and the receipt of social support and user engagement within the
r/COVID19_support subreddit,! as well as the role of linguistic queues of posts in these interac-
tions. Specifically, this study is guided by three research questions:

(1) What types of personal information do COVID-19 support seekers disclose based on re-
quested social support?

(2) How is online self-disclosure related to COVID-19 support seekers receiving requested social
support and user engagement?

(3) What characteristics of self-disclosing posts are related to the requested social support and
user engagement acquisition in the context of COVID-19?

Of several categories of social support, we focus on emotional and informational support as they
have received the most theoretical and empirical attention. For self-disclosure, we investigate 11
personal information types that are related to factual information about the author (e.g., age, ed-
ucation, employment status). We manually annotate all posts for types of social support and per-
sonal information. For replies to these posts, we develop deep learning models that identify social
support provision. User engagement rates are quantified via five components for RQ2. We also ex-
amine five textual attributes, the most common stylometry- and content-wise features [122, 130],
of self-disclosing content for RQ3.

Our findings show that ‘r/COVID19_support’ members tended to alter their personal
information-sharing practices based on the support categories they ask for. For instance, their
age, education, or location information disclosure became more frequent when seeking both infor-
mational and emotional support compared with pursuing either one. We also observe that online
self-disclosure had a contradicting effect on the receipt of informational versus emotional support.
Specifically, self-disclosure increased the chances of users obtaining solicited informational sup-
port, but the same did not hold for emotional support. Lastly, we discover that textual attributes
encouraging the provision of social support and user engagement differed significantly depending
on support types.

The main contributions of our research include the following:

e Our analyses with 11 fine-grained informational self-disclosure categories shed light on what
kinds of personal information was disseminated within the r/COVID19_support subreddit
and how users alter their information-sharing practices based on their needs. The results can
be useful in predicting support-seeking individuals’ self-disclosing behaviors during future
emergencies and health crises.

e We discover an unequal distribution of both rewards and losses from self-disclosure depend-
ing on solicited support categories during COVID-19. The current study raises awareness of
this vulnerability and further invokes the development of technological interventions that
could help all individuals make better information-sharing decisions.

e Our findings regarding language and content of online self-disclosure in the need for so-
cial support contribute to prior research by providing a holistic picture of the factors

Thttps://www.reddit.com/r/COVID19_support/
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associated with these response phenomena and offering insights for adequate response ac-
quisition strategies. It further assists social media designers and moderators facilitate more
supportive and constructive interactions in online spaces.

2 RELATED WORK
2.1 Online Self-Disclosure

Self-disclosure is ‘the process of making the self known to other persons’ [68, 69], which requires
a speaker to voluntarily expose data about oneself. In particular, the degree of self-disclosure is
reported to have intensified in computer-mediated communication interactions when compared
with face-to-face discussions [115, 120]. The observed phenomenon may be explainable by ample
opportunities for self-expression and social connection as a result of the rapid development of
social media platforms, bringing in a wealth of user-generated content [1]. When their content
contains information about authors, topics of self-disclosure can be grouped into two categories,
objective and subjective self-disclosure. Objective self-disclosure is related to factual information
about an author (e.g., age, marital status, or employment status) whereas subjective self-disclosure
includes intrinsic states of an individual (interests, opinions, and feelings) [74, 122].

While engaging in online activities, users evaluate the expected rewards and risks associated
with their information disclosure [48]. An estimation of the prospective gratifications and risks
of revealing private information to others is commonly named as the privacy calculus by privacy
scholars [49, 77]. Positive societal rewards that users anticipate include receiving emotional and
psychological comfort [16, 18, 124], maintaining good relationships with existing ties [7, 114], and
establishing new connections [72]. These benefits explain the intensified self-disclosure within sup-
port communities. Still, oversharing with both strangers and acquaintances is not recommended.
Based on analyses of Facebook users, practices of public discourse with minimal regard may result
in damaged public reputation, the leakage and use of personal data by third parties, or hacking and
identity theft [43]. Moreover, users sometimes feel remorse for sharing sensitive topics or content
with negative sentiments [86, 129], as well as location sharing [101].

Apart from pursuing perceived rewards, public discourse can also occur depending on others’
disclosures [2, 107]. Acquisti et al. [2] found that participants who were informed that other par-
ticipants had disclosed sensitive data were more inclined to share personal information than those
who were told nothing. Anonymity also encourages people to participate in online self-disclosure
[83, 103]. These factors are not inherently flawed, but they can mislead Internet users into under-
estimating the costs of oversharing and lead to regrettable actions.

2.2 Self-Disclosure During the Pandemic

Not only people’s daily routines but also their online activities have been altered by the coronavirus
pandemic. Prior research has revealed a 61% increase in the usage of social media platforms during
the pandemic [93]. The increased traffic could be a result of the practices of social distancing and
mandatory quarantines, as people reach to online resources such as video-conferencing and social
media platforms to continue their social and professional activities virtually [30, 82]. Although
Information and Communications Technology (ICT) has aided consumers in effortlessly adapting
to online learning or remote working, recent studies have suggested that pandemic breakouts
harm consumer behavior to a large extent [90, 94]. One survey conducted by Rajab and Soheib
[106] revealed that approximately 91% of study respondents felt uncomfortable using webcams in
online classes due to privacy concerns (88.4%) and anxiety issues (64.4%). Excessive online activity
is reported to cause ‘corona fatigue’, which is associated with several problems including poor
social media sleep hygiene, compulsive use, and mental or physical health deterioration [47, 71].

ACM Transactions on Social Computing, Vol. 6, No. 3-4, Article 7. Publication date: December 2023.



Online Self-Disclosure, Social Support, and User Engagement 7:5

Prior to the global pandemic, users tended to actively post their physical experiences on social
media encouraging social connectedness to others [70]. However, with the COVID-19 epidemic,
countries around the world imposed strict restrictions on outdoor activities, socializing, and gath-
erings. Hence, topics of social media content have naturally shifted as well. Users are more involved
in sharing personal health information (PHI) during the pandemic [112]. At the same time, they are
prone to self-censor their posts by measuring societal impacts of the contents [93]. For example,
contents that people regularly disclosed before the outbreak—such as going out for food, throw-
ing a party, traveling, and spending time outside—are now viewed unfavorably, as they seem to
violate public health guidance. These findings have brought to light a transformation of percep-
tions of what constitutes sensitive or private information. According to Blose et al. [25], overall
personal information—sharing practices have significantly intensified during the COVID-19 crisis.
So far, most research is mainly focused on general audiences in SNS contexts, whereas empirical
research into members of a particular COVID-19 support group is lacking.

2.3 Social Support in Online Communities

Individuals’ experiences of being cared for, responding to, and being supported by people in their
social group are referred to as social support [31]. Humans are social animals, and hence pursue
social interactions in order to satisfy their social needs for belonging and support [88]. A positive
influence of social support on both physical health and psychological health is widely recognized in
the scientific literature. One of the early findings [23] proved that impaired perceived social support
can adversely affect individuals’ health. Likewise, young people with lower-quality social support
tend to lack psychological well-being, including experiencing depressive or suicidal symptoms
[26, 63, 110].

With the emergence of the Internet, users can build intimate ties with others and gain practical
information or emotional comforts without their physical presence [52]. According to Coulson
[32], cyber spaces provide greater opportunities for a user to open up more freely and discuss
sensitive topics with less risk than conventional face-to-face communication. Furthermore, as the
general public gains confidence in the use of computer-mediated communication technologies,
online support groups are rapidly growing [133]. If a user receives useful assistance from friends
on online support groups, the individual may feel compelled to reciprocate, which makes more
information available online [33]. That said, social support has become part of primary social
values that individuals can obtain from an online community [79, 95].

According to the Social Support Behavioral Code [35], there are five different types of social
support: informational support (providing practical information or advice), instrumental support
(expressing their willingness to provide tangible assistance), esteem support (boosting respect and
confidence in abilities by acts), network support (developing belonging to a group of people with
similar concerns or experiences), and emotional support (communicating love, encouragement, or
empathy). Emotional support and informational support have been most thoroughly explored in
the existing works [22, 67, 130].

2.4 Self-Disclosure, Social Support, and User Engagement

Social support can be successfully exchanged when a support provider can provide adequate sup-
port and when a support recipient is willing to self-disclose [121]. Discussion forums intended
specifically for support are reported to contain a higher degree of self-disclosure than general
discussion forums [15], and prior work shows that support seekers’ self-disclosure increases per-
ceived social support [9, 75, 134]. More precisely, support seekers’ openness tends to increase the
amount of support they receive because it encourages their listeners to understand their needs
and provide appropriate assistance [65].
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Prior literature has sought to distinguish different types of social support in an attempt to iden-
tify their individual correlations with public discourse. Among five social support categories [35],
emotional support (communicating love, encouragement, or empathy) and informational support
(providing practical information or advice) have been most thoroughly explored. Huang [65] re-
cruited 333 Facebook users and confirmed a positive effect of online self-disclosure on both types
of support. Two studies [131, 137] investigated the dynamics of social support exchange in online
cancer support groups by incorporating automated measurements of self-disclosure and provision
of support. According to Wang et al. [131], self-disclosing text containing writers’ negative emo-
tions and experiences increases emotional support, whereas neither of those positively influences
the provision of informational support. They also suggest that these observations are partially af-
fected by perceived social needs. However, Wang et al. [131] did not explore underlying linguistic
and topical attributes of content and their impacts on the receipt of solicited assistance. Moreover,
their model suffers from low Root Mean Squared Error (RMSE). Here, we provide a robust analysis
on the dynamics of social support exchange through the lens of self-disclosure.

As many people turn to the Internet for information and connection with like-minded peers, a
large volume of digital data is continuously generated and leveraged by scholars to study social
phenomena [3, 19, 42] or its relationship with social support provision [104, 132] and user engage-
ment (i.e., number of likes, comments) [6, 34]. Understanding what inspires people to respond to
postings provides insight for how to keep them involved in their communities. A recent study [28]
investigated the impact of different linguistic markers of the posts on social support exchange and
discovered that posts’ readability and spelling promote support provision. Also, De Choudhury
and Kiciman [40] and Sharma and De Choudhury [116] attempted to identify whether linguistic
accommodation affects social support acquisition across a variety of mental health-related subred-
dits. User engagement patterns may also vary depending on the posting format and content. For
example, according to Molina et al. [91], emotional appeal in Facebook posts achieves higher inter-
action in comparison with informational content. Similarly, the usage of hashtags and images have
been shown to be useful in capturing user attention and increasing content engagement [36, 113].
Although prior work (e.g., Pan et al. [99], Wang et al. [128]) has explored how post content affects
viewers’ engagement rates specifically in online support forums, little is known about the role of
self-disclosure, a core element of support-seeking content, on the receipt of desired social support
and user engagement. Pan et al. [98] examined message length, emotion words, and cognitive pro-
cessing words as linguistic criteria for interaction participation in support-giving messages and
found that self-disclosure was linked to greater degrees of interaction involvement. However, un-
like our work, they did not take into account social support receipt. Andalibi et al. [8] analyzed an
audience’s responses to sensitive disclosures of those who experienced sexual abuse but failed to
cover diverse personal information types while focusing on the role of anonymity.

3 MANUAL ANNOTATION OF SELF-DISCLOSURE AND SUPPORT-SEEKING FOR
POSTS

In this section, we describe our data collection, self-disclosure annotation, and social support iden-
tification processes for the 2,399 posts in our dataset. Automated labeling of 29,851 comments that
respond to these posts is explained in Section 4.

3.1 Data Collection

Among several social media platforms such as Facebook, Instagram, Reddit, and Youtube, we se-
lected Reddit as a primary resource for several reasons. First, it is one of the largest aggregates of
user-generated content where a variety of subgroups for any and every interest are supported [10].
Each subreddit is monitored by moderators who filter out irrelevant content, enabling researchers
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Table 1. Descriptive Statistics of Crawled Dataset

Statistics N
Total number of posts 2,399
Total number of comments 29,851
Average posts per user 1.62
Mean length of posts (words) 248.23
Average scores per post 2591
Average comments per post 12.82
Average comments per user 4.14
Mean length of comments (words) 70.45
Average scores per comment 4.51

to identify relevant groups and retrieve posts with minimal noise. Moreover, unlike most social
networks, which require users to maintain their offline identities, Reddit supports pseudonymity
where users can create multiple temporary identities via throwaway accounts. The ability to re-
main anonymous may lower individuals’ perceived vulnerability to stigmatized content, facilitat-
ing more honest disclosure. Lastly, Reddit offers its own application programming interface (API),
simplifying the process of collecting data.

Among a few subreddits designed for COVID-19-specific social support exchange, such as
r/Coronavirus or r/COVID19, we target the r/COVID19_support subreddit because it was the
largest community at the time of investigation, actively facilitating both informational and emo-
tional support exchange. The r/COVID19_support subreddit was created on February 12, 2020 and
now has 32.5K users in total. We collected all public posts uploaded between February 12, 2020,
and February 16, 2021 using PRAW, the Python Reddit API Wrapper.? Due to the limitations of
the official Reddit API, a maximum of 1,000 posts were downloaded per day. Since our primary
interest is support-related content, we only crawled posts under the ‘Support’ flair.> The accompa-
nying comments to these posts were retrieved subsequently. The resulting total number of posts
and comments that were not deleted or removed were 2,399 and 29,851, respectively. Additional
descriptive statistics of our crawled dataset can be found in Table 1.

3.2 Annotation for Self-Disclosure

A body of work has emerged around automated detection of self-disclosed personal information
in text through advanced natural language processing (NLP) [12, 117, 122]. State-of-the-art ap-
proaches present either binary classification to capture the presence/absence of self-disclosure in
general [123] or label broad categories of disclosure (e.g., informational vs. emotional) [5, 38], but
do not comprehensively afford fine-grained categorical labels. Hence, we manually annotated our
2,399 collected posts according to 11 objective personal information categories derived from exist-
ing work [74]. We also added a ‘Health Information’ category, which is known to have surged due
to the pandemic [112]. Table 2 provides a description of these 11 categories. Each post was catego-
rized as representing one or more types of personal information or was labeled ‘No Disclosure’ if
none of these types was present.

Complete labeling for self-disclosure was performed by two authors of this article. Detailed
annotation instructions with descriptions and examples of each category were distributed. To en-
sure the reliability and consistency of the labeling, the two annotators initially annotated the first

Zhttps://praw.readthedocs.io/en/latest/
3A flair is a tag that may be applied to threads, allowing users to identify the category to which the posts belong and
assisting readers in filtering particular types of messages depending on their preferences.
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Table 2. Descriptions of Personal Information Categories
Categories Subcategories Description
Age Sharing a post that directly implies information about one’s
own age
Race/ethnicity Sharing a post that directly implies information about one’s
. own race or ethnicity such as being Black, White, Hispanic,
Demographic
etc.
Gender Sharing a post that directly implies information about one’s
own gender
Marital status Sharing a post that directly implies information about one’s
own marital status, such as being single, married, separated,
divorced, or widowed
Education Sharing a post that directly implies information about one’s
own education level
Employment status | Sharing a post that directly implies information about one’s
current employment status
Location Location Sharing a post that directly implies information about one’s

own location, such as postal code, street address, city, or
state

Health information | Health information | Sharing a post that directly implies information about one’s
own physical or mental health condition, diagnosis, or pre-

scriptions

Phone number Sharing a post that directly implies information about one’s

Personal identifier own phone number

Email address Sharing a post that directly implies information about one’s

own email address

SSN Sharing a post that directly implies information about one’s

own social security number

None No disclosure Sharing no information about the above 11 personal infor-

mation types

50 instances of the corpus and calculated Cohen’s Kappa values. Results of calculated Kappa scores
for each category are as follows: Age (0.751), Race/Ethnicity (1), Gender (0.539), Marital Status
(0.734), Education (0.729), Employment Status (0.851), Location (0.558), Health Information (0.694),
Phone Number (N/A), Email Address (N/A), SSN (N/A), and No Disclosure (0.593). The categories
‘Phone Number’, ‘Email Address’, and ‘SSN’ are marked as N/A because there were no labeled posts
in them. Overall scores except for ‘Gender’, ‘Location’, and ‘No Disclosure’ were above 0.6, indicat-
ing a good agreement rate. We assume that lower values for some categories, including ‘Gender’
and ‘Location’, may be explained by a lack of inclusive examples in the provided guidelines. For
instance, online users tend to disclose their age and gender together, for example, ‘32F’, but this
expression was excluded from our annotation scheme. Similarly, while some people may label ‘T
am from LA’ as a location-sharing post, others may decide that it is too vague to categorize it as
location because it is uncertain whether a post author still lives in LA.

3.3 Annotation for Support-Seeking Posts

The curation of robust labeled data for training artificial intelligence (AI)-driven models to rec-
ognize support-seeking text in user-generated content is a persistent challenge. Recently, Wang
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Table 3. Descriptions of Support-Seeking Behaviors

Categories Description Examples
Emotional support The post is seeking sympathy, caring,
or encouragement. e This has been really tough for
me. Does anyone have words of
encouragement?

I needed to vent to feel better.
Thanks for reading.

Is anyone dealing with similar
feelings living at home during
this? I've just been feeling kind
of down lately since most of
my friends have been living on
their own during Covid.

Informational support | The post is seeking specific informa-
tion, practical advice, or suggesting a Do you know of a resource that
course of action. can help children during quar-
antine?

Is it safe to go to school? We
don’t have an online option.
What other protection do I
need?

et al. [127] implemented convolutional neural network (CNN)-based text classification with 2,300
labeled posts to distinguish informational support-seeking posts and non-informational seeking
posts. Although their model achieved robust performance (accuracy: 0.86 / F1: 0.87), they did not
release their dataset publicly. Hence, we manually annotated 2,399 posts for two types of social
support (informational support vs. emotional support). These manual labels serve as the most reli-
able for the purposes of our study and, we suggest, may serve as important training data in future
work developing automated approaches for this task.

In order to maintain the consistency between manual labels (for posts) and automated labels
(for comments; described in Section 4), annotation instructions were based on the work of Jaidka
etal. [67].* The ‘General Support’ category was excluded from our instructions. We operationalize
support as displayed in Table 3.

Given the provided instructions, two authors of this article completed the labeling task. They
were asked to label the first 100 instances for a Kappa value measurement. Cohen’s Kappa scores for
each category were used as a measurement. Overall, we observed good agreement among labelers:
support (0.823), informational support (0.76), and emotional support (0.732). Upon confirmation of
high agreement rates, the two annotators completed the annotation of the remaining 2,299 posts.

4 AUTOMATIC CLASSIFICATION FOR SUPPORT-GIVING COMMENTS

Here, we detail our approach to detect types of support offered in comments in our dataset. For
model training, we utilize the publicly available dataset [67]. Since the distribution of the dataset
is highly imbalanced (particularly for informational and emotional support), we separated the
support-giving comment classification task into two subtasks: (1) classify whether a comment is

4 Their labeling instructions can be found in this Github repository: https://github.com/kj2013/claff-offmychest
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Table 4. Statistics of AAAI Data

Label N (%)

Support 3226 (25.28)
Informational support | 1240 (9.72)
Emotional support 1006 (7.88)

providing any support (supportiveness classification); and (2) of the comments that give support,
classify whether a comment is offering informational support or emotional support (support type
classification).

4.1 Supplementary Data for Model Training

The Reddit dataset [67] contains 12,860 labeled comments and 5,000 unlabeled comments that are
collected from two subreddits, ‘r/CasualConversation’ and ‘r/OffMyChest’. The former subreddit is
a sub-community where users are encouraged to casually share what is on their minds. The latter
is a support-based community where users can disclose deeply emotional matters. The topics of
the corpus are restricted to relationships, with the following tags: ‘wife’, ‘girlfriend’, ‘gf’, ‘husband’,
‘boyfriend’, and ‘bf.

The original dataset consists of six gold standard labels for each sentence: emotional disclosure,
information disclosure, support, general support, information support, and emotional support. For
the purpose of this article, we only use labels of support, emotional support, and information
support.

Supposedly, all sentences that are labeled as either ‘informational support’ or ‘emotional sup-
port’ should be labeled as ‘support’. However, we discovered 10 sentences that are labeled as ‘in-
formational support’ but not as ‘support’. We considered these examples as outliers and excluded
them. The statistics of the data are detailed in Table 4.

4.2 Task 1. Supportiveness Classification

Method: This task uses the ‘support’ gold label to filter out comments that do not provide any
support. Although the ‘support’ label is not as skewed as the other labels, it is still imbalanced (ratio
3:1). In our case, ‘no support’ is the majority class (n = 9,634) and the positive class, ‘support’, is the
minority class (n = 3,226). Models that are trained with unbalanced datasets are prone to predict
tricky instances as the majority class because their goals are to minimize error rates. There are
multiple techniques to mitigate the effect of class imbalance, such as oversampling the minority
class or undersampling the majority class. Oversampling techniques balance the class distribution
by randomly duplicating examples in the minority class, whereas undersampling involves deleting
samples from the majority class. Cost-sensitive learning can also be used by assigning a higher cost
for misclassification of the minority class [53]. This method is implemented by multiplying the loss
of each example by a certain variable. Unlike sampling approaches in which the data distribution
has to be directly modified, a cost-sensitive learning technique is achieved during the process
of model training. Madabushi et al. [85] have highlighted the effectiveness of incorporating cost-
sensitivity into BERT when it comes to enhancing model generalization. As an experiment, we
train our proposed model using two approaches: one that applies cost-sensitive learning and the
other that does not employ any special techniques. We implement cost-sensitive learning through
the use of PyTorch [100], which calculates cross-entropy loss.

Model: We use an ensemble approach combining two pretrained BERT-based models: BERT [46]
and RoBERTa [81]. We take BERT and RoBERTa models independently as baselines. BERT is a
Transformer-based language representation model that has achieved state-of-the-art performances
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on numerous NLP tasks. BERT consists of multiple Transformer encoder layers [126] with self-
attention heads. Its input vector is computed by tokenizing text sequences into wordpieces and
feeding them to three embedding layers (token, position, and segment). The following are BERT’s
pretraining objectives: (1) masked language modeling (predicting input tokens that have been ran-
domly masked) and (2) next sentence prediction (predicting whether two input sentences are adja-
cent to each other). Specifically, we use a BERT base (uncased) model from Hugging Face [135]. It
consists of 12 layers of Transformers block with a hidden size of 768 and a number of self-attention
heads as 12. In order to use BERT for our classification task, we fine-tune the model by adding a
fully connected linear layer on top of the BERT layers, which maps representations from the final
BERT layer to our two classes of interest. RoBERTa is a variation of BERT with carefully tuned
hyperparameters and more extensive training data. More precisely, RoOBERTa was trained on a
160GB text dataset, which is more than 10 times larger than BERT’s training set. Furthermore, it
employs a dynamic masking strategy during training, allowing the model to learn more robust and
comprehensive word representations. We load the RoBERTa base model to a RobertaForSequence-
Classification model supported by Hugging Face.

Inspired by the work of Akiti et al. [4], we fine-tune the comment-level representations obtained
from our base models using a Masked Language Model (LM) and unlabeled comment dataset. A pri-
mary objective of the LM is to predict what the masked word is given the context words surround-
ing a mask token. This process is intended to help our language models generalize better on new
examples. For this task, we train the Masked LM for 2 epochs with the default hyperparameters.

We initially train four models: one pair of our baseline models (BERT and RoBERTa) with cost-
sensitive learning and another pair without cost-sensitive learning. We then generate an ensemble
model by combining the outputs of the baseline models using a weighted-average ensembling
method. In the ensemble model, pretrained weights are loaded prior to training. That is, we retrain
BERT and RoBERTa simultaneously based on the aggregated predictions. We use 90% of the data
for training/validation and 10% of the data for testing. We apply a stratified sampling method to
maintain a class distribution of the original dataset.

Hyperparameters: For our baselines of Task 1, we fine-tune BERT base and RoBERTa base models
for 3 epochs with a maximum sequence length of 50 and a batch size of 16 for predicting each label
separately. We fine-tune the model with a learning rate of 2 X 1le — 5, a weight decay of 1 X 1e — 5,
and 30 steps for warm-up. We use an Adam optimizer with the max grad norm set to 0.1. Early
stopping is also employed to avoid overfitting on the training set.

Prior research suggests that adjusting weights based on performance is preferable to simply
utilizing the class proportions of the training set [80, 85]. Hence, for cost-sensitive classification,
we experimented with different sets of weight values (ranging from 1.5 to 10) for the minority
class. The best performing weight combination was 1 and 1.5 for the majority and the minority
class, respectively. Likewise, weights for the ensemble model were tested thoroughly and set to
(0.8, 0.2].

Evaluation: We compare the performance of the three models fine-tuned for the supportive-
ness classification task: BERT base, RoBERTa base, and an ensemble of these two models. We
implement 5-fold cross-validation to retrieve generalized results of our model. Considering an
unequal distribution of training data, we report accuracy, precision (for the minority class), re-
call (for the minority class), and macro F1. This is the same evaluation metrics adopted by Dadu
et al. [38], which ranked the highest at predicting support in the AAAI workshop. As illus-
trated in Table 5, the ensemble model achieves the best performance regardless of the inclusion
of cost-sensitive learning, particularly for accuracy and F1, when compared with our baseline
models. Although the cost-sensitive learning method is effective in increasing the recall for the
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Table 5. Averaged Results After 5-fold cv for Task 1

No sampling Cost-sensitive learning

Accuracy | Precision | Recall F1 Accuracy | Precision | Recall F1
BERT 83.14 0.80 0.57 0.76 83.00 0.63 0.62 0.77
RoBERTa 83.27 0.67 0.66 0.78 82.38 0.63 0.73 0.78
BERT+RoBERTa | 84.08 0.69 0.67 0.79 83.05 0.65 0.72 0.78

Precision and recall for the minority (support-giving) class are reported.

minority class, it sacrifices precision scores and does not enhance the overall performance of the
models.

As the last step, we create an additional ensemble model by picking the best-performing ensem-
ble model from each training technique (cost-sensitive learning vs. regular training). This model is
evaluated on unseen test data. We again run multiple experiments with different weight combina-
tions and carefully choose model weights as [0.5, 0.5]. Our proposed model achieves 85% accuracy,
0.68 precision, 0.74 recall, and 0.8 F1 (see Table 7). Our final model achieves a slight improvement
in recall (0.74 vs. 0.724) and F1 (0.8 vs. 0.774) over the state-of-the-art method [38].

4.3 Task 2. Support Type Classification

Method: This task uses the ‘informational support’ and ‘emotional support’ gold labels to de-
tect the type of support offered by content. We train two separate binary classification models
using each label instead of using one multiclass classification model. This will allow us to reuse
our proposed model architecture and test its robustness for different purposes. We do not utilize
the entire dataset, as Task 1 removes the non-support-giving comments. Thus, we eliminate the
negative class of the ‘support’ label. We then apply both training methods (regular training and
cost-sensitive training) to models for comparison. We use 90% of the data for training/validation
and 10% of the data for testing. The stratified sampling method is employed to preserve the original
class distribution.

Model: We experiment with the same three model architectures (BERT, RoBERTa, BERT +
RoBERTRa) presented in Task 1. This time, however, we do not load the pretrained weights on the
ensemble model, as a gap between training errors and validation errors has begun to grow. This
may be due to our relatively small dataset size (n = 3,226); training the model iteratively using the
small data is known to induce overfitting.

Evaluation: We perform 5-fold cross validation on each model to compare their performance. We
utilize the same evaluation metrics (accuracy, precision [for the minority class], recall [for the
minority class], macro F1) implemented in Task 1. As a result of comparison (regular training
vs. cost-sensitive training), cost-sensitive learning is selected for the emotional support classifier,
whereas we employ a regular training process for the ‘informational support’ label. Table 6 shows
their results.

We find that the ensemble model’s performance (specifically, accuracy and precision) is slightly
better than the performance of the baseline models with respect to the ‘emotional support’ label.
On the other hand, for informational support classification, RoBERTa outperforms all other models
with an increase of 1% in precision, recall, and F1 score.

Our final model is the ensemble of two best performing models across 5 folds. For emotional
support labeling, we select two ensemble-based models. For informational support labeling, we
choose two fine-tuned RoBERTa models. To perform a weighted-average prediction, we compare
the performance using several weight combinations that sum up to 1.0 and finally select [0.5, 0.5]
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Table 6. Averaged Results After 5-fold cv for Task 2

Emotional (cost-sensitive learning) | Informational (regular learning)

Accuracy | Precision | Recall | F1 Accuracy | Precision | Recall | F1
BERT 77.15 0.62 0.70 0.74 78.21 0.72 0.71 0.77
RoBERTa 77.06 0.62 0.71 0.74 79.14 0.73 0.72 | 0.78
BERT+RoBERTa 77.28 0.64 0.68 0.74 79.00 0.72 0.69 0.77

Precision and recall for the minority (support-giving) class are reported.

Table 7. Final Outcomes of Proposed Models

Label Accuracy | Precision | Recall | F1
Support 84.73 0.68 0.74 0.80
Informational support 78.94 0.74 0.73 0.78
Emotional support 80.80 0.69 0.71 0.78

Precision and recall for the minority (support-giving) class are reported.

and [0.6, 0.4] for two ensemble models. Table 7 presents the performance of all three models on
the test dataset, indicating the effectiveness of ensembling techniques.

4.4 Human Evaluation of Model Performance

Our proposed model is trained on the #OffMyChest Reddit corpus, and we use this approach to
label our COVID-19 support dataset without the help of human annotators. Yet, it is uncertain
whether the classifier can generalize well to the new setting. Thus, two researchers relabeled a
random subset of annotated posts (200) to evaluate the trustworthiness of the labels generated
from our Al-driven model. To ensure the integrity of annotation for every category, the number
of instances in each category of the subset was equally distributed. Human annotators were given
a detailed annotation instruction provided by the AffCon Workshop® at AAAI 2019. We then cal-
culated Fleiss’s Kappa amongst two annotators and labels created by our model. The results of
calculated Kappa scores for each category are as follows: support (0.78), informational support
(0.72), and emotional support (0.74). Given the observed moderate agreement rate, we conclude
that our machine-generated labels are reliable enough to continue the analyses.

5 RESULTS

Here, we discuss statistical analyses supporting our three primary research questions. In support
of the first research question (RQ1), we analyzed the patterns of self-disclosure within three social
support groups (informational support vs. emotional support vs. both) for each personal infor-
mation category through a Chi-Square test. For RQ2, linear regression models were employed
to study the relationship between voluntary information-sharing practices and receptions of re-
quested support and user engagement. Five user engagement features are submission scores, the
number of comments and unique commenters, the average length of comments, and their senti-
ment levels. Finally, turning to the third research question (RQ3), we focused on multiple linguistic
and topical attributes of postings with an element of self-disclosure and examine their roles in so-
cial support and user involvement acquisition using stepwise regression models. All statistical
tests were performed using R, an open-source statistical software package. Data was screened for
multicollinearity, homoscedasticity, and normality assumptions.

STheir labeling instructions can be found in this Github repository: https://github.com/kj2013/claff-offmychest
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Table 8. Statistics of Personal
Information Categories

Categories N (%)
Age 338 (14.09)
Race/ethnicity 10 (0.42)
Gender 141 (5.88)
Marital status 399 (16.63)
Education 266 (11.09)
Employment status | 475 (19.8)
Location 386 (16.09)
Health information | 566 (23.59)
Phone number 0(0)
Email address 0(0)
SSN 0(0)
No disclosure 859 (35.81)

Table 9. Statistics of Labeled Posts and
Comments for Social Support Exchange

Categories Posts | Comments
Support 2,330 10,917
Informational support | 953 4,979
Emotional support 1,992 5,104

5.1 Annotation Analysis

Here, we present annotation results of the COVID19_support dataset for self-disclosure and social
support tagging. All labels are obtained using approaches described in Sections 3 and 4.

Self-Disclosure: Table 8 gives the personal information category breakdown of the collected posts.
Of 2,399 posts, 1,540 posts (64.19%) contain an element of objective self-disclosure. Users’ public
discourse about health information (23.59%) was prevalent in contrast to other categories. Fur-
thermore, users frequently shared personal data with respect to their employment status (19.8%),
marital status (16.63%), and location (16.09%). The dissemination of classic types of personally iden-
tifiable information (PHI), including phone number, email address, and social security number, is
not identified since one of the ‘r/COVID19_support’ rules explicitly mentions that users should
not disclose it. A total of 859 (35.81%) are determined not to contain any form of objective self-
disclosure.

Social Support: Statistics of our labeled COVID19_support dataset are presented in Table 9. We
find that, of 2,339 posts under the ‘Support’ flair, 2,331 requested either informational, emotional,
or both types of support. More precisely, 39.76% seek informational assistance, whereas 85.16%
request emotional support. Among 29,851 comments that replied to these posts, 4,979 (16.68%)
provide informational help and 5,104 (17.1%) deliver sentimental assistance. Approximately one-
third of the comments offer any form of support for the posters.

5.2 RAQ1. Self-Disclosure and Support-Seeking During COVID-19

Of the 2,399 posts in the r/COVID19_support group, 2,331 requested either informational, emo-
tional, or both types of support. The 68 posts that did not seek any support were not considered
in the analysis for RQ1. Additionally, phone number, email address, SSN, and race categories for
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Fig. 1. Distribution of personal information categories in requested social support.

Table 10. Chi-Square Results for RQ1

Informational | Emotional Both

N % N| % | N]| % P
Age 33 9.73 195 | 14.15 | 106 | 17.26 | 0.006™*
Gender 14 4.13 78 5.66 48 7.82 0.051
Marital status 59 17.4 228 | 16.55 | 110 | 17.92 0.739
Education 20 5.9 162 | 11.76 83 13.52 | 0.002**
Employment status | 54 15.93 279 | 20.25 | 138 | 22.48 0.055
Location 49 14.45 211 | 15.31 | 120 | 19.54 | 0.038*
Health information | 85 25.07 316 | 22.93 | 158 | 25.73 0.352

Signif. codes: **** 0.001 *** 0.01 “** 0.05.

self-disclosure were excluded from the analysis as they have fewer than 10 instances. Figure 1
shows that users generally shared their personal information most frequently when seeking both
types of support. In contrast, informational support seekers were less associated with public self-
disclosure, with the exception of health information. Subsequently, we run a Chi-Square Test of
Independence to test the significance of differences within three groups for each category. As dis-
played in Table 10, the age (p = 0.006), location (p = 0.038), and education (p = 0.002) categories
are found to be significant, with p-values less than 0.05. P-values for the remaining categories are
0.127 (race), 0.073 (marital status), 0.059 (gender), and 0.352 (health information). To further un-
cover which support-seeking types are different, post-hoc pairwise testing was conducted. For the
age category, we tested the rate of self-disclosure between informational and emotional support
(9.73% vs. 14.15%, p = 0.039) and the difference between informational and both types of support
(9.73% vs. 17.26%, p = 0.002). For location, the difference between emotional and both supports
(14.45% vs. 19.54%) was determined to be significant (p = 0.023). For the education category, the
difference between informational and emotional (5.9% vs. 11.76%, p = 0.002) and the difference
between informational and both (5.9% vs. 13.52%, p = 0.0004) are significant.
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5.3 RQ2. Self-Disclosure and the Receipt of Social Support and User Engagement
during COVID-19

Self-Disclosure and Support-Receiving: Of 2,399 posts, 2,328 posts were followed by at least
one responsive comment. The remaining 71 posts that did not receive any response were removed
from the analyses. We quantify the amount of self-disclosure (independent variable) by aggre-
gating the total number of personal information categories shared in each post. The dependent
variable is calculated as the percentage of comments that successfully offer the same type of social
support that the poster is pursuing. For instance, if the poster seeks informational support and
there are 4 informational support-providing comments out of 8 comments, the calculated value
will be 0.5. As both the independent variable and the dependent variable are continuous, we per-
form a linear regression for each support type (informational vs. emotional) independently.

In terms of informational support, our results indicate that the amount of self-disclosure in a
post and the receipt of matching support are statistically correlated (p = 0.007). Coefficients of
the model indicate that for every one-unit increase in the summation of personal information
categories disclosed in a post, the percentage of matching received support was greater by 4.61%.
For emotional support, on the other hand, our predictor variable was found to be statistically
insignificant (p = 0.155).

Self-Disclosure and User Engagement: Measurements for user engagement include submission
scores, the number of corresponding comments and unique commenters, comment lengths, and
sentiment scores. Descriptions of how we quantify these features are included below:

e Submission scores: We calculate the submission score of a post by subtracting the number of
downvotes from the number of upvotes.

o Number of comments: A total number of comments associated with each post, regardless of
commenter ID, is calculated.

e Number of unique commenters: We count the number of non-overlapping commenters who
reacted to a post.

o Length of comments: We calculate the average number of characters included in comments.

e Sentiment scores: We use the VADER algorithm [66] to retrieve a compound polarity score,
where an overall sentiment level is normalized between -1 (extremely negative) and 1 (ex-
tremely positive). For each post, we aggregate compound scores of all associated comments
and then average them as a final score.

For statistical testing, we consider self-disclosure as an independent variable and five user engage-
ment features as dependent variables. The rate of self-disclosure is quantified in a manner equiva-
lent to the previous analyses. Since there are two support types (informational and emotional) and
five feedback features (submission scores, number of comments, number of unique commenters,
length of comments, and sentiment scores), we run eight separate linear regression models in
total. While linear regression models are employed for dependent variables such as submission
scores, sentiment scores, and average comment length, we adopt Poisson regression models for
the remaining variables because they are discrete count variables.

Results of our regression analysis are in Table 11. We find that, for both support types, there
exist statistically significant correlations between the degree of self-disclosure in a post and three
user engagement features: submission scores, comment length, and sentiment scores. Taking into
account the positive coefficient values of the model, the results suggest that when seeking in-
formational support, as the rate of self-disclosure increases, submission scores, comment length,
and sentiment scores tend to increase. The observed trends remain consistent for emotional sup-
port seekers, except for submission scores; their voluntary discourse is negatively coupled with

ACM Transactions on Social Computing, Vol. 6, No. 3-4, Article 7. Publication date: December 2023.



Online Self-Disclosure, Social Support, and User Engagement 7:17

Table 11. Regression Results for RQ2 (User Engagement)

Informational Emotional
Coeflicient p Coeflicient p
Submission scores 1.71 0.04* -3.29 0.0017*
Comment count -0.004 0.65 -0.11 <2e-16™"*
Unique commenter count 0.01 0.32 -0.09 <2e-16"**
Comment length 44.35 8.92e-08"** 37.99 4.22e-12""*
Sentiment scores 0.02 0.02* 0.017 0.01%*

Signif. codes: “*** 0.001 “*** 0.01 *’ 0.05.

submission scores. Similarly, emotional support seekers’ self-disclosure is not related to a higher
amount of comments or commenters. For informational support, on the other hand, both predictor
variables were found to be statistically insignificant.

5.4 RQ3. Linguistic Markers of Self-Disclosure and the Receipt of Social Support and
User Engagement during COVID-19

Turning to RQ3, we examine whether textual characteristics of self-disclosing posts are predic-
tive of the acquisition of the requested social support type. Here, we utilize six post attributes as
predictor variables: personal information categories, post length, count of first-person pronouns,
readability scores, sentiment scores (negative, neutral, positive, and compound), and topic distri-
butions. Detailed explanations for each variable are as follows:

e Personal information categories: We rely on our annotation results of self-disclosure types.
Since none of the posts share the authors’ phone number, email address, or SSN, this leads
to 8 binary variables in total.

e Post length: We count the number of characters within a post.

e First-person pronouns: A total number of first-person pronouns, such as T, ‘my’, ‘me’, ‘mine’,
and ‘myself’, included in a post is calculated. For text pre-processing, we first expand con-
tractions (e.g., 'm -> I am) using a Python package named ‘contractions’® and lower-case
sentences.

e Readability scores: Readability of a post is measured with the Flesch Reading Fase (FRE)
metric, which takes the number of words per sentence and the number of syllables per word
into account [56]. The FRE gives a text a score between 1 and 100, with 100 being the highest
readability score. This metric has been widely adopted by existing literature [28, 97] and is
calculated as:

total words total syllables
o — T

FRE = 206.835 — 1.015 *

total sentences total words

o Sentiment scores: We use the VADER algorithm to measure four sentiment components (pos-
itive, negative, neutral, and compound) of a post.

o Topic distributions: We employ the Latent Dirichlet Allocation (LDA) algorithm [24], one of
the most popular probabilistic topic models that automatically extracts latent topics when
a set of documents is given. We use the Gensim’ package to implement the LDA. To find
the best number of topics N, we compare topic coherence measures resulting from N C
{10, 15, 20, 25, 30, 35, 40, 45}. Finally, N is set to 15 (topic coherence = 0.481). Identified topics
are listed in Table 12.

Shttps://github.com/kootenpv/contractions
https://radimrehurek.com/gensim/
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Table 12. Frequently Discussed Topics of Support-seeking
Posts with Self-disclosure

Name Keywords

Topic 1 room, clean, water, bathroom, wash, hotel
Topic 2 COVID, anxiety, feel, scar, symptoms, like
Topic 3 feel, know, time, people, want, friends
Topic 4 taste, skills, experts, discourage, anybody
Topic 5 test, positive, mom, dad, result, work
Topic 6 stomach, surface, shortness_breath, crush
Topic 7 winter, spring, summer, seasonal, surge
Topic 8 family, people, live, take, home
Topic 9 job, work, school, college, online, class
Topic 10 | emotional, abusive, serious, boyfriends, abuse
Topic 11 suggestions, body_ache, vitamin, cold
Topic 12 mask, wear, outside, walk, distance
Topic 13 party, huge, isolation, lead

Topic 14 luck, mood, wife, permanent, symptomatic
Topic 15 agree, USA, regret, confirm, forward

Table 13. Regression Results for RQ3 (Support Receiving)

Informational Emotional
Variable | Coeflicient p Variable Coeflicient p
Education 0.06 0.066 Age 0.024 0.108
Topic 2 0.187 0.081 Positive ~0.767 0.025"
sentiment
Topic 5 0.277 | 0.035* Neutral ~0.754 | 0.0007***
sentiment
Topic 8 0322 | 0.004* Compound ~0.027 0.058
sentiment
Topic 11 1.815 0.082 Readability 0.002 0.015*
First-person count 0.001 0.002"*
Topic 2 0.427 0.003"*
Topic 3 0.653 5.44e-07"**
Topic 12 0.384 0.061 Topic 5 0.792 1.66e-07""*
Topic 8 0.457 0.002™*
Topic 9 0.689 7.52e-07""*
Topic 10 3.476 0.034*

Signif. codes: “*** 0.001 “*** 0.01 “** 0.05.

Post Attributes and Support-Receiving: We have 30 independent variables from textual fea-
tures of self-disclosing posts. As with RQ2, the percentage of comments giving the same form
of social support that the poster is pursuing is used to determine the dependent variable. We fit
a multivariate stepwise regression model to select a subset of features that yielded the best pre-
diction for the receipt of appropriate support. Of 2,328 posts that received at least one comment,
1,495 posts contain personal data; hence the remaining 833 are ignored from statistical analyses.
Since we have two support types (informational and emotional support) sought by post authors,
we differentiate them and build two independent models.

Table 13 shows results of regression models with selected features. For informational support,
the variables education information disclosure, topic 2, topic 5, topic 8, topic 11, and topic 12 are
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chosen. When we run a new regression model with these features, topic 5 and topic 8 are statis-
tically significant (p = 0.035;p = 0.004). Specifically, taking into account their positive coefficient
values, posts about family members or their COVID-19 test results are positively related to ap-
propriate support acquisition when the post authors need informational support. For emotional
support, we find that 12 predictor variables—including age information disclosure, positive and
neutral sentiments, readability scores, the inclusion of the first-person pronouns, and 5 topics rele-
vant to general health concerns to emotional burdens—are most effective in predicting the receipt
of desired emotional support. Specifically, the higher levels of positive or neutral emotions within
the post, the lower the amount of appropriate emotional support seeking individuals obtain. In con-
trast, the use of first-person pronouns and post readability are found to be positively correlated to
the reciprocity of emotional support.

Post Attributes and User Engagement: For dependent variables, we use all comment fea-
tures (submission scores/number of comments/number of unique commenters/length of com-
ments/sentiment scores) described in RQ2. This time, however, a total number of comments and
unique commenters is aggregated into one variable for simplicity’s sake. Given 2 support cate-
gories and 4 user engagement features, 8 stepwise regression analyses are performed to filter in-
significant predictor variables.

e Comment & commenter count: As shown in Table 14, for informational support, 21 vari-
ables are statistically affiliated with the number of comments and commenters. While post
authors’ disclosure of age and employment information, posts that are longer or discuss
seasonal shifts in the COVID-19 outbreak (topic 7) and personal thoughts/opinions (topic
15) are more likely to obtain a larger number of comments, the remaining variables (race,
location, education, marital status disclosure, post sentiments, authors’ mentions of themselves,
topic 1, topic 2, topic 5, topic 8, topic 11, topic 12, topic 13) are associated with fewer comments
or commenters. Similar to informational support, emotional support seekers tend to engage
with others more frequently through comments when they disclose their age information,
write longer posts, or talk about topic 15. Also, their voluntary discourse about race, location,
education, and marital status do not positively affect the number of comments they obtain.
Yet, a majority of dominant topics do not benefit the level of commenters’ engagement.

e Submission scores: According to Table 15, the variables employment status and location
disclosure, post sentiments, post length, the appearance of first-person pronouns, topic 3, topic 8,
and topic 10 are selected to fit the informational support model to the highest extent. Among
these factors, sentiment scores, topic 3, and topic 9 are found to be significant. Authors’
emotional expressions adversely affect submission scores, but discussions around their ac-
quaintances and work/class activities are linked to higher scores. In contrast, in terms of
emotional support, readability is the only parameter that has a positive connection with
submission scores. Topics relevant to anxieties, families, and outdoor social distancing are
statically significant but have negative coefficient values.

Comment length: A subset of 9 variables—age, education, marital status disclosure, nega-
tive sentiments, first-person pronouns, topic 3, topic 8, topic 10, and topic 11—was chosen for
informational support (Table 16). In particular, we find that there exist positive relations be-
tween the average length of comments and age or education disclosure, first-person pronouns,
topic 3, topic 8, and topic 10 variables. Topic 3 and topic 8 are about families and friends
whereas topic 10 is more relevant to wearing masks and social distancing outside. In terms
of emotional support, age information disclosure, three sentiment (positive/negative/neutral)
scores, post length, and three topics (topics 3, 8, and 9) parameters were selected. Similar to in-
formational support-seeking posts, we discover substantial connections between comment
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Table 14. Regression Results for RQ3 (Comment & Commenter Count)
Informational Emotional
Variable Coeflicient p Variable Coeflicient p
Age 0.079 0.006™" Age 0.096 5.01e-10%**
Employment 0.049 0.028* Employment -0.171 <2e-16***
Race -0.287 0.005"* Race -0.338 0.0003"**
Location -0.113 2.94e-06 *** Location -0.102 1.08e-10""*
Education -0.099 0.0008*** Education -0.202 <2e-16"**
Marital status -0.056 0.027* Health information -0.05 0.002™*
Gender -0.076 0.051 Marital status -0.092 1.42e-08""*
sf:;ﬁzlelt 1535 | 5.36e-15" Szgtsiﬁ‘;it 23.82 0.063
sglet‘:;;llt ~153.6 | 5.26e-15" s;i?rzgrllt 2358 0.066
Negative ~150 | 2.:21e-14"** Negative 23.77 0.0637
sentiment sentiment
Compound -0.138 7.49e-10%** Post length 8.480e-05 5.03e-11""*
sentiment
Post length 6.524e-05 0.002** Readability 0.011 <2e-16"**
First-person count -0.012 <2e-16*** First-person count 0.008 <2e-16***
Topic 1 -4.643 6.01e-11"** Topic 1 -6.66 <2e-16""*
Topic 2 -1.671 <2e-16"** Topic 2 -5.099 <2e-16"**
Topic 5 -1.468 <2e-16"** Topic 3 -2.897 2.18e-07"**
Topic 7 9.225 <2e-16™"* Topic 4 -9.673 2.52e-08"""
Topic 8 -0.533 3.59e-07""* Topic 5 -4.426 1.57e-15"**
Topic 11 -10.86 <2e-16""* Topic 6 -4.408 0.00017***
Topic 12 -1.174 5.54e-08""" Topic 8 -3.383 1.14e-09***
Topic 13 -4.403 1.56e-07""* Topic 9 -3.398 2.26e-09"**
Topic 14 -3.18 0.157 Topic 10 -6.064 0.0004***
i Topic 11 -4.662 1.05e-06""*
Topic 12 -3.470 5.47e-10""*
Topic 15 4.317 0.002 Topic 13 -6.908 <2e-16""*
Topic 14 -0.117 4.33e-13""*
Topic 15 4.725 4.96e-07""*

Variables that were not useful in prediction based on stepwise regression were omitted.

Signif. codes: ***” 0.001 “*” 0.01 *** 0.05.

length and topics 3 and 8 in postings requesting emotional aid. Moreover, as the length of
postings grows, so does the length of comments.

e Sentiment scores: As shown in Table 17, a combination of 8 parameters—education or
health-related disclosure, positive or neutral sentiments, topic 1, topic 3, topic 7, and topic 10—
can predict the sentiment levels of comments for informational support-seeking posts most
adequately. All variables except for topic 10 are proven to be statistically significant. Specif-
ically, categories including education/health information disclosure and discussion about
cleaning (topic 1) and family members (topic 3) have positive relationships with comment
sentiments. Posters’ emotional expressions and mentions of the coronavirus surge (topic
7) are affiliated with negative emotions expressed within comments. For emotional sup-
port-seeking posts, 14 variables were chosen (see Table 17). A majority of them, excluding
the education level information sharing, topics 1 and 14, were statistically significant.
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Table 15. Regression Results for RQ3 (Submission Scores)

Informational Emotional
Variable Coeflicient p Variable Coeflicient p
Employment 4.159 0.136 Employment 23.59 0.074
Location -4.924 0.079 Location -4.728 0.107
Pos.ltlve -5144 0.031% Education -4.515 0.063
sentiment
Nel.ltral -5176 0.03* Post length 0.004 0.08
sentiment
Negative -5138 0.031* Readability 0.391 0.002"*
sentiment
Post length -0.243 0.058 First-person count -0.232 0.093
First-person count -0.243 0.103 Topic 2 -87.49 2.64e-11""*
Topic 3 52.75 1.77e-06"** Topic 4 —455.2 0.121
Topic 8 21.22 0.076 Topic 5 -26.51 0.098
Topic 8 -26.84 0.029*
Topic 9 39.81 0.016 Topic 12 -97.11 0.0004%%*
Topic 14 -369.8 0.121
Variables that were not useful in prediction based on stepwise regression were omitted.
Signif. codes: “*** 0.001 *** 0.01 “* * 0.05.
Table 16. Regression Results for RQ3 (Comment Length)
Informational Emotional
Variable Coeflicient p Variable Coeflicient p
Age 55.091 0.032* Age 31.01 0.083
Education 81.871 0.006** Positive 23030 0.123
sentiment
. Neutral
Marital status 41.874 0.094 . 23070 0.122
sentiment
Negative ~430.695 0.086 Negative 22670 0.129
sentiment sentiment
First-person count 4.509 2.54e-12"** | Post length 0.064 <2e-16"**
Topic 3 274.59 0.004* Topic 2 227 0.065
Topic 8 341.721 1.77e-06"** Topic 3 378.2 2.88e-05%"*
Topic 10 5542.607 0.031* Topic 8 310.7 0.006"*
Topic 11 1474.25 0.144 Topic 9 336.5 0.002**

Variables that were not useful in prediction based on stepwise regression were omitted.
Signif. codes: “*** 0.001 *** 0.01 “*’ 0.05.

6 DISCUSSION

The current study investigates 11 personal information types that users publicly disclose in a sam-
ple of conversations on the r/COVID19_support subreddit. Our goal is to gain a comprehensive
understanding of how self-disclosure, support-seeking, and user engagement interplay within a
social support context. Here, we discuss our findings in the context of existing research as well as
their practical and ethical implications. We then describe the limitations of our work.

6.1

Consistent with the findings of Avizohar et al. [11] regarding medical support forums with an
increased rate of online self-disclosure, nearly two-thirds of postings contained the posters’ private
data. Particularly, users’ voluntary information sharing about health information (23.59%) was

Self-Disclosure and Support-Seeking during COVID-19
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Table 17. Regression Results for RQ3 (Sentiment Scores)

Informational Emotional
Variable Coeflicient p Variable Coeflicient p
Education 0.081 0.022% Age 20.064 0.014"
Health )
infof;:ﬁon 0.088 0.002"* Education 0.045 0.107
Positi .
se:;;:l . ~2008 | 3.15e-07"** |  Gender 0.118 0.001**
1 ) Positi )
Neutra ~1.121 0.0003*** ositive 1317 | 6.19¢-06""*
sentiment sentiment
) Neutral
Topic 1 1.979 0.006™ eutra ~0.671 0.005%*
sentiment
Topic 3 0.387 0.0007°** | Readability -0.002 0.035*
First-
Topic 10 4,949 0.113 WSEPErson | 001 0.013*
count
* Topic 1 1.191 0.137
Topic 2 1.187 0.015"
Topic 3 1.189 00117
Topic 5 1255 0.007
Topic 7 ~2.822 0.042 :
opie Topic 8 1.057 0.024"
Topic 9 1182 0.014"
Topic 12 1419 0.005"
Topic 14 3587 0.064

Variables that were not useful in prediction based on stepwise regression were omitted.
Signif. codes: “*** 0.001 **** 0.01 *’ 0.05.

dominant in comparison with other categories. It is not surprising; rather, this is congruent with a
recent study [112]. Users also frequently shared personal data on their employment status (19.8%),
marital status (16.63%), and location (16.09%). We assume that these phenomena are explainable
by an increase in discussions around risk factors linked to medical conditions, unemployment or
work-related trauma, and varying degrees of the severity of the virus in different states.

Of 11 categories of personal information, differences in online self-disclosure amongst requested
support types for age, education, and location categories were statistically significant. More pre-
cisely, we notice an increased frequency of personal information sharing practices when users
sought both informational and emotional aid, whereas posts that are solely requesting informa-
tional support tend to have the lowest instance of observed self-disclosure. This finding indicates
that those who seek a greater amount of support divulge their personal information, particularly
regarding age, education, and location, more often. Although we cannot speak for the base level
disclosure for the identified categories before the coronavirus outbreak, it is well established that
indiscriminate online disclosure can pose social stigma and make users more susceptible to cyber
attacks [14, 57, 101]. In essence, our observations raise privacy concerns in the context of, in many
cases, already vulnerable individuals seeking support during a public health crisis.

6.2 Self-Disclosure and the Receipt of Social Support and User Engagement During
COVID-19

Unlike previous works [9, 134] that analyzed a correlation between public discourse and the
amount of support received, we examine how users’ data sharing may influence the reciprocity
of solicited support. Our results reveal that the intensified degree of self-disclosure in the post,
as measured by the number of distinct categories of personal information shared, was strongly
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associated with acquiring the preferred type of informational support, but not emotional support.
The observed disparity might be due to respondents’ perceptions that people are looking for a spe-
cific form of social support. Yang et al. [137], for example, found that sharing unpleasant thoughts
and feelings is significantly linked to the notion that people are seeking emotional support, which
is subsequently tied to their obtaining emotional support from others. Similarly, users’ objective
self-disclosure may have led respondents to conjecture that they are pursuing informational as-
sistance. Additional qualitative investigation into why they have provided such support would
clarify the question. In line with the findings of Andalibi et al. [8], these results imply that support-
related subreddits successfully facilitate informational support exchange. At the same time, this
casts doubt on Reddit’s capacity to maintain OHCs (especially for the COVID-19 virus) because
the bulk of posts requested emotional support but failed to get it.

Further, we test the effect of online self-disclosure on five user engagement measures for two
support types independently and confirm that informational and emotional help-seeking post-
ings have slightly different associations with them. For both support types, as suggested in Pan
et al. [98], the increase in self-disclosure rates was strongly affiliated with longer comments and
heightened sentiment levels on average. Yet, while self-disclosing posts that pursue informational
help were more likely to obtain higher submission scores, those seeking emotional support did not.
Three factors (submission scores, the number of comments, and commenters) were negatively as-
sociated with personal information sharing with respect to emotional support solicitation. Taking
into account the adverse impact of reduced user involvement levels on posters’ self-esteem [119],
these findings suggest that not all support-seeking individuals may profit greatly from their open-
ness, unlike their expectations. Overall, the observed distinctions are meaningful because they
allow a research community to reconsider the significance of self-disclosure in obtaining societal
benefits, particularly for emotional support.

6.3 Linguistic Markers of Self-Disclosure and the Receipt of Social Support and User
Engagement During COVID-19

Results for RQ3 showed that negative sentiments, the post readability, and the inclusion of first-
person pronouns had strong connections with emotional support elicitation, whereas they did
not with informational support-seeking posts. This partially strengthens prior literature [28] that
demonstrated a positive correlation between readability and the receipt of social support. In terms
of topical variations, both support types successfully obtained the requested support to a greater ex-
tent when their content talked about individuals’ family members or test results. At the same time,
discourse around emotional struggles and their online educational/professional settings tended to
successfully receive the desired support for emotional support, but not for emotional support.

In terms of correlations between post-level attributes and user engagement features, we
uncover several noticeable patterns. First, intensified emotions or feelings within posts were
prone to receive a lower amount of respondents’ involvement (in terms of the number of com-
ments/commenters, submission scores, and sentiment scores) when the posters sought informa-
tional assistance. However, the emotional appeal did affect the comments’ sentiment levels. These
results contradict prior observations of a positive impact of sentiment disclosure on user engage-
ment [21, 91]. Second, while the length of emotional support-seeking postings and their read-
ability grades are statistically significant factors in several user involvement features, post length
was determined to be the only element that affects user engagement, particularly the number of
comments and commenters, for informational support. Third, among different personal informa-
tion categories, disclosing education level positively influenced several user engagement features
(the number of comments/commenters, the length of comments, and their sentiments) for indi-
viduals seeking informational support. For emotional support seekers, there was no consistent
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trend across user involvement features for any disclosure variable. Lastly, topical variations were
correlated with post viewers’ engagement for both emotional and informational support-seeking
content. Discussing anxieties and fear towards the virus or household situations had a favorable
impact on the length and sentiment of received comments for informational support seekers. Yet, it
was adversely associated with the number of comments, commenters, and post submission scores.
In contrast, those seeking informational support received higher submission scores, longer com-
ments, and heightened sentimental reactions when discussing friends or family members.

In essence, our findings suggest that users are more inclined to publicly engage with posts based
on specific linguistic attributes. This encourages users to deliberately invest their time and re-
sources, depending on the kind of desired help, to sustain strong linkages with others.

6.4 Implications

6.4.1  Practical Implications. Our work contributes to understanding how COVID-19 support
community members acquire social support and user participation through self-disclosure prac-
tices. It highlights the trade-offs between perceived rewards (enhancing the utility or usefulness of
counseling) and privacy risks (losing control over their data) resulting from public discourse. Al-
though there has been growing evidence regarding the benefits of self-disclosure on the reciprocity
of support, our findings call attention to the disproportionate privacy vulnerability of emotional
help seekers.

We suggest that OHC designers and moderators investigate innovative ways to assist all support-
seeking individuals in exchanging social support with enhanced privacy awareness, drawing from
existing research (e.g., Beaulier and Caplan [17], Glaeser [60], Lampinen et al. [73]) on their benefits
in decision-making. Describing potential privacy harms that may occur when particular pieces of
personal data are revealed has been reported to have a positive impact on self-disclosure regulation
[48, 87]. Similarly, operators of the r/COVID19_support subreddit can provide users comprehen-
sive and personalized instructions on what not to share based on our analyses of support seekers’
disclosure patterns. The proposed methodology can also be used to automate this process by train-
ing an artificial intelligence (AI) model to analyze post content and estimate privacy leakage and
social support acquisition in real time.

Gaining an understanding of the attributes that foster adequate social support and user engage-
ment is crucial for improving support seekers’ psychological coping abilities and physical well-
being [84]. In line with prior literature [28, 104], we find that linguistic signals significantly affect
response acquisition from audiences. Our detailed analyses of results of RQ3 can help support
seekers target specific reaction categories based on their content. In a similar vein, designers and
moderators can use the identified patterns to facilitate a constructive social support exchange.

Finally, our work reflects on how social support is exchanged through the act of online self-
disclosure during the pandemic. It affords opportunities to predict the dynamics of public discourse
and social support and user engagement provision in future global health crises, as well as moti-
vating audiences to engage effectively with vulnerable self-disclosing individuals.

6.4.2  Ethical Implications. For this research, we created new datasets of 2,399 posts and 29,851
associated comments collected from the r/COVID19_support subreddit where each content is
tagged with specific personal information categories and social support categories. Data collection
processes were performed by the first author, and all crawled data was stored in the author’s
computer with password protection. For annotation and analyses, the first author then uploaded
it to the password-protected OneDrive® folder, and it was only accessible by authors of this work.

80neDrive is a university-contracted storage provider in which two-factor authentication is part of the security.
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Although key characteristics of Reddit are publicity and anonymity [61], we chose not to share
our annotated data due to ethical concerns. Specifically, they explicitly expose what types of per-
sonal and private information are included in the content and can be maliciously used by cyber
attackers. For this reason, our labels for self-disclosure will not be shared.

The proposed model for support-giving comment classification is trained with data that is
downloaded from two subreddits (‘r/CasualConversation’ and ‘r/OffMyChest’). Even though our
model achieves a better performance than the state-of-the-art method [38], models trained with
data acquired from one setting may suffer from poor generalization issues when implemented
in other practice settings [111]. Given that our dataset is crawled from a different subreddit
(‘r/COVID19_support’), we reexamined its performance with manual inspection and confirmed
its generalizability (see Section 4). Yet, it is important to note that we did not test its robustness on
data from other social media platforms such as Facebook or Twitter. We highly recommend that
those who plan on utilizing our approach reassess their local dataset.

6.5 Limitations

In this section, we discuss four limitations of this study. First, our findings target users’ self-
disclosing behaviors within one particular health support subreddit during the COVID-19 pan-
demic; thus, results may not generalize to other types of online health communities. We note
that users may demonstrate different patterns of self-disclosure when they interact with other
groups with different purposes or on different social media platforms. Future research can revisit
the proposed research inquiries on more diverse support-related forums on different platforms
(e.g., Facebook and X, formerly known as Twitter). Second, our analysis of the results of the third
research question solely relies on the content itself. As part of future work, it would be interesting
to consider other features, such as multimedia content (e.g., images and videos) or context (e.g.,
posted time and location) and the sociodemographic attributes (e.g., age and gender) of a post
creator. Third, other types of social support (e.g., instrumental support, esteem support, network
support) were excluded from this research. This was done so that we could use publicly available
data for establishing gold standard labels and to avoid additional subjectivity. Finally, we did not
examine other deep learning model architectures such as CNNs or long short-term memory for our
support classifier. Instead, we primarily focused on Transformer-based models such as BERT due
to their advanced contextual understanding of texts. Future work should explore whether more
recently proposed language models, including GPT-2, GPT-3, and BLOOM, can further increase
the performance.

7 CONCLUSION

In our study, we analyze users’ voluntary disclosures, particularly in the context of support-seeking
activities during the coronavirus epidemic. Throughout the investigation of the proposed research
questions, we identified the valence of health and occupation information when posters interact
with other members of the COVID-19 support group. At the same time, their information-sharing
behaviors tended to shift based on what types of support are requested in the post: users were
prone to reveal their age, education, and location information more frequently when seeking both
informational and emotional support as opposed to pursuing either one. Nonetheless, it was shown
that the benefits of self-disclosure were not evenly distributed. While revealing personal informa-
tion increased the chances of individuals obtaining requested informational help, the same could
not be guaranteed for emotional support. Likewise, it did not positively impact other users’ in-
volvement for emotional support seekers whereas informational support seekers obtained longer
comments and higher submission or sentiment scores in return for their disclosures. Lastly, we
report differing impacts of linguistic factors in postings on support receipt and user involvement
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by requested support type. The current research not only enriches the understanding of the role
of online self-disclosure in social support and user engagement acquisition during the COVID-19
pandemic but also sheds light on practical strategies to optimize social support exchange and user
engagement by leveraging post-level attributes.
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