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ABSTRACT

This paper proposes a mesh-free computational framework and machine learning theory for
solving elliptic PDEs on unknown manifolds, identified with point clouds, based on diffusion
maps (DM) and deep learning. The PDE solver is formulated as a supervised learning task to
solve a least-squares regression problem that imposes an algebraic equation approximating a PDE
(and boundary conditions if applicable). This algebraic equation involves a graph-Laplacian type
matrix obtained via DM asymptotic expansion, which is a consistent estimator of second-order
elliptic differential operators. The resulting numerical method is to solve a highly non-convex
empirical risk minimization problem subjected to a solution from a hypothesis space of neural
networks (NNs). In a well-posed elliptic PDE setting, when the hypothesis space consists of neural
networks with either infinite width or depth, we show that the global minimizer of the empirical
loss function is a consistent solution in the limit of large training data. When the hypothesis
space is a two-layer neural network, we show that for a sufficiently large width, gradient descent
can identify a global minimizer of the empirical loss function. Supporting numerical examples
demonstrate the convergence of the solutions, ranging from simple manifolds with low and high
co-dimensions, to rough surfaces with and without boundaries. We also show that the proposed
NN solver can robustly generalize the PDE solution on new data points with generalization
errors that are almost identical to the training errors, superseding a Nystrom-based interpolation
method.
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1 Introduction

Solving high-dimensional PDEs on unknown manifolds is a challenging computational problem that commands a
wide variety of applications. In physics and biology, such a problem arises in modeling of granular flow [80], liquid
crystal [92], biomembranes [31]. In computer graphics [11], PDEs on surfaces have been used to restore damaged
patterns on a surface [67], brain imaging [70], among other applications. By unknown manifolds, we refer to the
situation where the parameterization of the domain is unknown. The main computational challenge arising from
this constraint is on the approximation of the differential operator using the available sample data (point clouds)
that are assumed to lie on (or close to) a smooth manifold. Among many available methods proposed for PDEs
on surfaces embedded in R3, they typically parameterize the surface and subsequently use it to approximate the
tangential derivatives along surfaces. For example, the finite element method represents surfaces [26, 13, 12] using
triangular meshes. Thus its accuracy relies on the quality of the generated meshes which may be poor if the given
point cloud data are randomly distributed. Another class of approach is to estimate the embedding function of the
surface using e.g., level set representation [11] or closest point representation [81, 14, 68], and subsequently solve
the embedded PDE on the ambient space. The key issue with this class of approaches is that since the embedded
PDE is at least one dimension higher than the dimension of the two-dimensional surface (i.e., co-dimension higher
than one), the computational cost may not be feasible if the manifold is embedded in high-dimensional ambient
space. Another class of approaches is the mesh-free radial basis function (RBF) method [78, 34] for solving PDEs on
surfaces. This approach, however, may not be robust in high dimensional and rough surface problems as pointed
outin [34, 83], and the convergence near the boundary can be problematic.

Motivated by [57], an unsupervised learning method called the Diffusion Map (DM) algorithm [16] was proposed
to directly solve the second-order elliptic PDE on point clouds data that lie on the manifolds [36]. The proposed
DM-based solver has been extended to elliptic problems with various types of boundary conditions that typically
arise in applications [51], such as non-homogeneous Dirichlet, Neumann, and Robin types and to time-dependent
advection-diffusion PDEs [94]. The main advantage of this approach is to avoid the tedious parameterization of
sub-manifolds in a high-dimensional space. However, the estimated solution is represented by a discrete vector
whose components approximate the function values on the available point clouds, analogous to standard finite-
difference methods. With such a representation, one will need an interpolation method to find the solutions on
new data points, which is a nontrivial task when the domain is an unknown manifold. This issue is particularly
relevant if the available data points come sequentially. Another problem with the DM-based solver is that the
size of the matrix approximating the differential operator increases as a function of the data size, which creates a
computational bottleneck when the PDE problem involves solving a singular linear system with a pseudo-inversion
or an eigenvalue decomposition.

One way to overcome these computational issues is to solve the PDE in a supervised learning framework using
neural networks (NNs). On an Euclidean domain, where extensive research has been conducted [27, 41, 52, 91,
7, 100, 56, 6, 79, 33], NN-based PDE solvers reformulate a PDE problem as a regression problem. Subsequently,
the PDE solution is approximated by a class of NN functions. NNs have good approximation properties [5, 28,
29, 74, 89, 19, 73, 48, 49, 85, 86, 20] that enable application of these PDE solvers to high-dimensional problems.
With the advanced computational tools (e.g., TensorFlow and Pytorch) and the built-in optimization
algorithms therein, developing mathematical software with parallel computing using NNs is much simpler than
conventional numerical techniques. In fact, NN has been proposed to solve linear problems [15, 66, 38].

Building upon this encouraging result, we propose to solve PDEs on unknown manifolds by embedding the DM
algorithm in NN-based PDE solvers. In particular, the DM algorithm is employed to approximate the second-
order elliptic differential operator defined on the manifolds. Subsequently, a least-squares regression problem
is formulated by imposing an algebraic equation that involves a graph-Laplacian type matrix, obtained by the
discretization of the DM asymptotic expansion on the available point cloud training data. Numerically, we solve
the resulting empirical loss function by finding the solution from a hypothesis space of neural-network type
functions (e.g., with feedforward NNs, we consider the compositions of power of ReLU or polynomial-sine activation
functions). The proposed NN approach provides a more feasible approach to solve large linear systems associated
with manifold PDEs compared to performing (a stable) pseudo-inversion and obtain a continuous function solution
instead of a discrete solution at training points. Such feasibility could be achieved through mini-batch training
as we shall demonstrate in Section 5.2.2, which circumvents the computational and memory issues of using the
full linear system at once. Similar mini-batch training strategies have also been used in [38]. Theoretically, we
study the approximation and optimization aspects of the error analysis, induced by the training procedure that
minimizes the empirical risk defined on available point cloud data. Under appropriate regularity assumptions, we
show that when the hypothesis space has either an infinite width or depth, the global minimizer of the empirical
loss function is a consistent solution in the limit of large training data. The corresponding error bound gives the
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relations between the desired accuracy and the required size of training data and width (or depth) of the network.
Furthermore, when the hypothesis space is a two-layer NN, we show that for a sufficiently large width, the gradient
descent (GD) method can identify a global minimizer of the empirical loss function. Numerically, we verify the
proposed methods on several test problems on simple 2D and 3D manifolds of various co-dimensions and rough
unknown surfaces with and without boundaries. In a set of instructive examples, we compare the accuracy of the
generalization of the NN solution on new data points to the interpolation solution attained by applying the classical
Nystrom scheme on alinear combination of the estimated Laplace-Beltrami eigenfunctions that spans the PDE
solution. In rough surface examples, we will verify the accuracy of the solutions by comparing them against the
Finite Element Method solutions.

The paper will be organized as follows. In Section 2, we give a brief review on the DM (and variable bandwidth DM)
based PDE solver on closed manifolds and an overview of the ghost point diffusion maps (GPDM) for manifolds
with boundaries. The proposed PDE solver is introduced in Section 3. The theoretical foundation of the proposed
method is presented in Section 4. The numerical performance of the proposed method is illustrated in Section 5. We
conclude the paper with a summary in Section 6. For reader’s convenience, we present an algorithmic perspective
for GPDM in Appendix A. We also include the longer proof for the optimization aspect of the algorithm in Appendix B
and report all parameters used to generate the numerical results in Appendix C.

2 DM-based PDE Solver on Unknown Manifolds

To illustrate the main idea, let us discuss an elliptic problem defined on a d-dimensional closed sub-manifold
M < [0,1]" = R". We will provide a brief discussion for the problem defined on compact manifolds with boundaries

to end this section. Let u : M — R be a solution of the eIIipt[c PDE, ¢
i
(Da (x) +L)u(x) :=Ca(x)u(x)+divg k(x)Vgu(x) = f(x), xeM (1)

Here, we have used the notations divg and Vg for the divergence and gradient operators, respectively, defined with
respect to the Riemannian metric g inherited by M from the ambient space R”. The real-valued functions a and «
are strictly positive such that (lla+ L )is strictly negative definite. The problem is assumed to be well-posed for
fecl¥(M), for0< a <1/2. For a e C1%(M) and k € C>%(M), a unique classical solution u € C3%(M) is guaranteed.
Here, we raise the regularity by one-order of derivative (compared to reported results in the literature [43, 37]) for
the following reason.

The key idea of the DM-based PDE solver rests on the following asymptotic expansion [16],
cd/2 z iLnyJZ' 2
Geu(x):=€ h ———u(y)dV(y)=u(x)+e(w(x)u(x)+Agu(x))+0(€), (2)
M €

where the second equality is valid for any u € C3(M) and any x € M. To employ this asymptotic expansion in our

approximation, we raise the regularity of the classical solution to be C3 instead of the usual regularity assumption

s/
where u e C2 for continuous f. Here, the function h : [0, ) — (0, ) is defined as h(s) = 4en djz such that, effectively

for a fixed bandwidth parameter € > 0, Ge is a local integral operator. In (2), V denotes the volume form inherited by
the manifold from the ambient space, the term w depends on the geometry, A j = div IV denotes the negative-
definite Laplace-Beltrami operator, [| e[denotes the standard Euclidean norm for vectors in R” and we will use the
same notation for arbitrary finite-dimensional vector space. Based on the asymptotic expansion in (2), one can
approximate the differential operator L as follows,

Y

k(x)i p___ p —¢
L u(x)= Gel(u(x) k(X)) Ju(x)Ge Kk(x) +0O(€):=Leu(x)+0((€). (3)
In our setup, we assume that we are given a set of point cloud data X :={x; € M}i—1, _n, independentand identically
distributed (i.i.d.) according to r, with an empirical measure defined as, my (x) = %/ i’\:’1 Ox; (x). We use the notation

L 2(m) to denote the space of square-integrable functions with respect to the measure . Accordingly, we define

L2 (i) as the space of functions u : X — R”, endowed with the inner-product and norm-squared defined as,
z
2

U, ud2(mp) :j”DLZ(nN) =

1 XV
v(x)dnn(x)= —  u?(x;).
M i=1

Given point cIotr[d data, gwe first approximate the sampling density, g = dn/dV evaluated at x;, with Q; :=

. P [ ;0 2 . . .
a2yt j’l’l h é . Define W € RV*N with entries,
- |

[X; DX/'DZ . q

e k(xk(x)a Y (4)
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p
RN*N with diagonal entries, D;; = j.';fl W;;. Then, we approximate the integral

operatorin (3) with the matrix L _.:= WD, similarly to a discrete unnormalized graph Laplacian m:i’trix. Here, the ma-
trix Le is self-adjoint and semi negative-definite with respect to the inner-product in (u, v)q := ﬁ I.'Zl u(x;)v(x; )Q*
such that it admits a non-positive spectrum, 0=A1 > A2 >... > An with eigenvectors orthonormalin (e,e)q. Since
the kernel function h decays exponentially, the k-nearest-neighbor algorithm is usually used to impose sparsity to
the estimator L .. The DM-based PDE solver approximates the PDE solution u(x;) using the i-th component of the

vector ue € RV that satisfies the linear system

Define also a diagonal matrixD €

(Da+Le)uE:f (5)

of size N. Here, the i-th diagonal component of the diagonal matrix a € RV*N and the i-th component of f e RN are

a(x;) and f(x;), respectively. In [36], this approach has been theoretically justified and numerically extended to
approximate the non-symmetric, uniformly elliptic second-order differential operators associated to the generator
of It6 diffusions with appropriate local kernel functions.

When the sampling density is not bounded away from zero or too far away from uniform distribution, the above
operator estimation obtained from the fixed bandwidth kernels can be unbounded. This issue can be overcome by
applying variable bandwidth kernels of the form:

~ ° o |

o 02
x[ly

., (6)
4ep(x)p(y)

Kep(x,y)=exp [J

where p is a bandwidth function, chosen to be inversely proportional to the sampling density g. Since the sampling
density is usually unknown, we first need to approximate it. While there are many ways to estimate density, in our
algorithm we employ kernel density estimation with the following kernel that is closely related to the cKkNN [10] and
self-tuning kernel [101], . o o |
nx ]y 02 !
Keo(x,y)=exp [l ————,
2ep ¢x)poly)

t .
p 1/2
where po(x) := R;‘lﬁl j":zz [xOx; 2 denotes the average distance of x to the first k-nearest neighbors {x;},j =

2,...k2 excluding itself. Using this kernel, the sampling density g(x) is estimated by Q(x) = P }V:l Ke,0(X,X; )/po(x)d at
given point cloud data.

Before we estimate L with the variable bandwidth kernel in (6), let us give a brief overview of the estimation of the
Laplace-Beltrami operator that occurs in the asymptotic expansion of the integral operator defined with kernel K¢ p.
We refer interested readers to Eq.(A.12) in [9]) for the detailed of the asymptotic expansion, which is a
generalization of (2), as it involves variable bandwidth function p. To estimate the Laplace-Beltrami operator,
one chooses the bandwidth function to be p(x) = q(x)B zQ(x)B, with 8 =[11/2. With this bandwidth function, we
employ the DM algebraic steps to approximate the Laplace-Beltrami operator. That isPdefine Qp(x)= j=1
Ke,p(x,xj)/p(x)d. Then, we remove the sampling bias by applying a right normaligatiom;Ke p,a (X, X;) = Qp(x')(Q' x;
ya s where a =[ld/4+1/2. We refer to [44, 9] for more details about the variable banB8width diffusion map
(VBDM) estimator of weighted Laplacian with other choices of a and 8. Define diagonal matrices Q and P with
entries Q;; = Qp(x;) and P;; = p(x;), respectively, and also define the symmetric matrix K with entries K; ; = K¢ p,a(X;
,X;j). Next, one can obtain the VBDM estimator, L¢,p := P! ‘Z(D 1K[I)/e, where | is an identity matrix, as a discrete
estimator to the Laplace-Beltrami operatorin high probability.

To approximate the differential operatorL in (1), we use the fact that,
pis T b1
divg (k(x)Vgu(x))="K[Ag (u K)Dulg «].

This relation suggests that we can estimate L in (1) with the matrix L , := AL¢,, ALJE, where A and E are diagonal
matrices with entries A;; = LR'('X,_) and E;; = (AL¢,pAl); with 1 being a vector with all entries equal to 1. Here, the

property of Lg, is similar to that of a discrete estimator L¢,p. The matrix Lg , is self-adjoint and semi negative

definite with respect to the inner-productin (u,v)s := 1 Pn u(x;)v(x;)S? , where S;; is the diagonal entries of S
N e Y

=PDY/2 Then itis clear that LKp also admits a non-positive slp_ectrum {A; }N” with A1 = 0 and an associated basis of
€, =

eigenvectors {¢;};_,northonormalin (e,e)s with (1 = 1.

Thus, we have two estimators, Le obtained via the fixed bandwidth kernel h in (2) and L{ , obtained via the variable

bandwidth kernelin (6), for the differential operator L . As we noted before, the motivation for VBDM estimation is to
overcome samples that are far away from uniform. While theoretically, they induce the same estimate, practically,
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we found the VBDM estimate is more robust to the choice of €. Particularly, it produces accurate estimation when
we specify € using the auto-tuning method proposed in [17] that is practically more convenient than hand-tuning €.
To summarize, we refer to the VBDM-based PDE solver as the linear system in (5) but with DM estimator L¢ replaced
with the VBDM estimator L& . In the remainder of this paper, we will only use the notation Le as a discrete estimator
of L andunderstanditasLck, when VBDM is used.

Beyond the no boundary case, the approximation in (3), unfortunately, will not produce an accurate approximation
when x is sufficiently closed to the boundary. To overcome this issue, a modified DM algorithm, following the
classical ghost points method to obtain a higher-order finite-difference approximation of Neumann problems (e.g.
[55]) was proposed in [51]. The proposed method, which is called the Ghost Point Diffusion Maps (GPDM), appends
the point clouds with a set of ghost points away from the boundary along the outward normal collar such that
the resulting discrete estimator is consistent in the L% (uy )-sense, averaged over N interior points on the manifold M
[94]. To simplify the discussion in the remainder of this paper, we will use the same notation L¢ to denote the
discrete estimate of L , obtained either via the classical or the ghost points diffusion maps. In Appendix A, we
provide a brief review on the GPDM for Dirichlet boundary value problems.

3 Solving PDEs on Unknown Manifolds using Diffusion Maps and Neural Networks

We now present a new hybrid algorithm based on DM and NNs.

3.1 Deep neural networks (DNNs)

Mathematically, DNNs are highly nonlinear functions constructed by compositions of simple nonlinear functions.
For simplicity, we consider the fully connected feed-forward neural network (FNN), which is the composition
of L simple nonlinear functions as follows: ¢(x;3) := a'h Lhy onml(x), where he(x) = o(Wex+be) with
W, e RVeXNei1 b, « RNe for €= 1,...,L, a e RV, o is a nonlinear activation function, e.g., a rectified linear unit
(ReLU) a(x) =max{x,0}. Each hg is referred as a hidden layer, Ng is the width of the €-th layer, and L is called the
depth of the FNN. In the above formulation, &:={a, Wg, bg: 1< € <L} denotes the set of all parametersin ¢. For
simplicity, we focus on FNN with a uniform width m, i.e., Ng = m for all =0, in this paper.

3.2 Supervised Learning

Supervised learning approximates an unknown target function f :x € Q — ye Rfrom training samples {(x i,yi)}'\_’ ,
i=
where x;’s are usually assumed to be i.i.d samples from an undffrlying distribution m defined on a domain Q gR;’,

and y; = f(x;). Consider the square loss €(x, y;3) = % o(x;9)| \yﬂ of agiven DNN ¢(x;9) that is used to approximate f
(x),the populationrisk (error)and empiricalrisk (error) functions are, respectively,

h i 1 W
1(9) = 1Exr o) F00™®,  119) = — " P9y, . (7)
i=1

The optimal set & is identified via & = argmingJ (®), and cp(x;é) is the learned DN N that approximates the unknown
function f.

3.3 The NN-based PDE solver with DM

Solving a PDE can be transformed into a supervised learning problem. Physical laws, like PDEs and boundary
conditions, are used to generate training data in a supervised learning problem to infer the solution of PDEs. In the
case when the PDE is defined on a manifold, we propose to use DM as an approximation to the differential operator
according to (3) to obtain a linear system in (5), apply NN to parametrize the PDE solution, and adopt a least-square
framework to identify the NN that approximates the PDE solution. For example, to solve the PDE problem in (1) in
the strong sense on a d-dimensional closed, smooth manifold M identified with points X = {x1,...,xny}C M, we
minimize the following empirical loss

1
ds=argminls (&) :=argmin —[(Ca+Le)pg fl Lzz(n y (8)
o o 2 N

where Le € RV*N denotes the DM estimator for the differential operatorL ,aand fare defined in (5), ¢ E‘BN with the
i-th entry as ¢(x;; ). When a=0, we add a regularization term Lkp%uzz in the loss function (8) to guarantee

L (T
well-posedness, where y > 0 is a regularization parameter. When stochastic gradient descent (SGD) is used to
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minimize (8), a small subset of the given point clouds is randomly selected in each iteration. This amounts to
randomly choosing batches, consisting of a few rows of ([la+L¢) and a few entries of f, to approximate the empirical
loss function.

In the case of Dirichlet problems with non-homogeneous boundary conditions, u(x) = g(x), Vx € M, given
boundary points {x1,...,be} c X NOM as the last Nj points of X, a penalty term is added to (8) to enforce the
boundary condition as follows:

s = arg;nin %[(Da +Lle)gg [f]LZZ(rrN )t ;lifpb Qg]LZ(ErNb)' (9)
where Le € RIVENe XN denotes the GPDM estimator for the differential operator L defined for problem with
boundary and A > Ois a hyper-parameter. The construction of the matrix L¢ is discussed in Appendix A. Letting
denotes the transpose operator, we have also defined a column vector (pb = (ptxl;'t?),...,(p(xlvg;ﬂ) e RV»,
whose components are also elements of the column vector @, =! @(x1;9),...,0(xn; 98 € RY; the column
vector f = If(x1),...,f(x/\/u\/ ) ® e RV™™o with function values on the interior points; and the column vector g
= d(xl—),...,g(x,vb) e RV [;Nith function values on the boundary points. In the case of other kinds of boundary
conditions, a corresponding boundary operator can be applied to ¢4 to enforce the boundary condition.

4 Theoretical Foundation of the Proposed Algorithm

The classical machine learning theory concerns with characterizations of the approximation error, optimization
error estimation, and generalization error analysis. For the proposed PDE solver, the approximation theory involves
characterizing: 1) the error of the DM-based discrete approximation of the differential operator on manifolds, and 2)
the error of NNs forapproximating the PDE solution. In the optimization algorithm, anumerical minimizer (denoted as
9y ) provided by a certain algorithm might not be a global minimizer of the empirical risk minimization in (8) and (9).
Therefore, designing an efficient optimization algorithm such that the optimization error [Js,e(3n ) s,e(3s)| = Ois
important. In the generalization analysis, the goal is to quantify the error defined as [lu [lp(e,9s)[] 2 over the
distribution x [t thatis unknown. t )

In approximation theory, the error analysis of DM is relatively well-developed, while the error of NNs is still under
active development. Recently, there are two directions have been proposed to characterize the approximation
capacity of NNs. The first one characterizes the approximation error in terms of the total number of parameters in
an NN [97, 98, 72, 30, 74,99, 77, 39, 89]. The second one quantifies the approximation error in terms of NN width
and depth [84, 62, 85, 87, 86, 96]. In real applications, the width and depth of NN s are the required hyper-parameters to
decide for numerical implementation instead of the total number of parameters. Hence, we will develop the
approximation theory for the proposed PDE solver adopting the second direction.

In optimization theory, for regression problems without regularization (e.g., the right equation of (7)), it has been
shown in [50, 22, 69, 23, 63] that GD and SGD algorithms can converge to a global minimizer of the empirical loss
function under the assumption of over-parametrization (i.e., the number of parameters are much larger than the
number of samples). However, existing results for regression problems cannot be applied to the minimization
problem corresponding to PDE solvers, which is much more difficult due to differential operators and boundary
operators. A preliminary attempt was conducted in [65], but the results in [65] cannot be directly applied to our
minimization problem in (8) and (9). Below, we will develop a new analysis to show that GD can identify a global
minimizer of (8).

The generalization analysis aims at quantifying the convergence of the generalization error [lu [p(e;9s) 2. Let
u(X) € RN be a column vector representing the evaluation of u on the training data set X = {x1,...,xn} and this
notation is used similarly for other functions. Beyond the identification of s (a global minimizer of the empirical
loss), which is addressed in the optimization theory, a typical approach is to estimate the difference between
Culp(e;9s) 2 () and Lw(X)De(X;9s)0 2 n) via statistical learning theories. There have been several papers for the
generalization error analysis of PDE solvers. In [8, 42, 88, 64, 24, 47, 61], they show that minimizers of the empirical
risk minimization can facilitate a small generalization error if these minimizers satisfy a certain norm constraint
(e.g., with a small parameter norm or corresponding to an NN with a small Lipschitz constant). However, it is still
an open problem to design numerical optimization algorithms to identify such a minimizer. Another direction is
to regularize the empirical risk minimization so that a global minimizer of the regularized loss can generalize well
[65]. Nevertheless, there is no global convergence analysis of the optimization algorithm for the regularized loss,
which suggests that there is no guarantee that one can practically obtain the global minimizer of the regularized
loss that can generalize well.
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The theoretical analysis in this paper focuses on the approximation and optimization perspectives of the proposed

PDE solver to develop an error analysis of [u (X ) He(X; 3s)] Aty - In the discussion below, we restrict to the case of
manifolds without boundaries to convey our main ideas for the theoretical analysis of the proposed algorithm. We
further assume that the ReLU activation function, i.e., max{x, 0}, its power, e.g., ReLU", and FNNs are used in the
analysis. An extension to other activation functions and network architectures might be possible. We will show that
the numerical solution of the proposed solver is consistent with the ground truth in appropriate limits, assuming
that a global minimizer of our optimization problem is obtainable. We will also show that GD can identify a global
minimizer of our optimization problem for two-layer NNs when their width is sufficiently large. The optimization
theory together with the parametrization error analysis forms the theoretical foundation of the convergence analysis
of the proposed PDE solver on manifolds.

4.1 Parametrization Error

The proposed PDE solver on manifolds applies DM to parametrize differential operators on manifolds and uses an
NN to parametrize the PDE solution. We will quantify the parametrization error due to these two ideas, assuming
that a global minimizer of the empirical loss minimization in (8) is achievable via a certain numerical optimization

algorithm, i.e., estimating "ullep (I Tn)? where ¢ € RY with the i-th entry as ¢(x;;9s) is the NN-solution of the
PDE in (8).
Theorem 4.1 (Parametrization Error). Let u be the solution of (1) with 0< amin < a(x) < amaxon X = {x1,...,Xn},
randomly sampled from a distribution m on M < [0,1]7, where M is a C4-manifold with condition number t'1,
volume V,,, and geodesic covering regularity G ,,. For u,k € C*(M)nL*(M) and q € C(M), where g =dn/dV, with
probability higher than 10N"?,
"
Cu(X)De(X;9s)2(5,) =0 €,

¥ 1 3 1 1
lOg(N) ZE 2 4lg |0g(N) g 2 %I]C{/I/Ze 1deIn(ﬂ—L§’dln(n)78’ (10)
N N

ase€— 0, after N -0 and m orL — . Hence, limesolimy e limm e :u(X)Dcp(X;ﬂs)DLz(nN) = 0. Here @(x;9s)
has width O (nIn(n)mlog(m)) and depth O (Llog(L)+In(n)) with m e Nt and L € Nt as two integer hyper-parameters.

In (10) and throughout this paper, the big-oh notation means O(f,g):=0(f)+0(g), as f,g — 0. The first three error
terms of (10) come from the DM discretization, whereas the last error term is due to the approximation property of
NNs. The sequence of convergence in the big-O notation is due to the fact that e > 0 is fixed when we analyze the
discretization error. For example, the first error rate in (10) corresponds to the error induced by the integral operator
approximation in (3), whereas the third error rate in (10) corresponds to the discretization of L¢ using Le for which
one deduces error rate as N — o« with fixed €. The same reasoning applies to the NN approximation.

In (10), in the case of uniformly sampled data, the second error term, induced by the estimation of the sampling
density g, becomes irrelevant and the factor N/2in the last error term disappears due to symmetry. In such a case,

6+d
the number of data points needed to achieve order-e of the DM discretization is N > No :O(esz ), obtained by

dIn(n
balancing the first and third error terms in (10). The NN width to achieve the same accuracyis m>mo=0(€e" 4 ),

obtained by balancing the first and last error termsin (10).

Before we prove Theorem 4.1, let us review relevant results that will be used for the proof.

The Parametrization Error of DM. For reader’s convenience, we briefly summarize the pointwise error bound of
the discrete estimator, which has been reported extensively (see e.g., [16, 90, 9, 25]). Our particular interest is to
quantify the error induced by the matrix Lg,e :=Ja+Le, Where L¢ is defined right after (3) and a is a diagonal matrix
with diagonal entries a;; = a(x;).
First, let us quantify the Monte-Carlo error of the discretization of the integral operator, i.e., the error for introducing
L .in (3). In particular, using the Chernoff bound (see Appendix B.2 in [9] or Appendix A in [36]), for any x; € X and
any fixed €,n>0, and u € L2(M), we have
¥ 2Ed/2+1
P(|(Leu); [Leu(x;)|>n) <2exp [IC

N
(Vgu(x;i)2q(x) 1’

for some constant C thatis independent of eand N. This version of Chernoff bound accounts for the variance error
29241y
n°e

. L . . L . . 2_1
and yields similar rate as in [46], which uses the Bernstein inequality. Choosing N“ =3 exp C TVt ) Zat)

,one

can deduce that +
og(2N 9 172
I7=C71/2 —g( 2) €

= AV u(xi) g () M,
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which means that with probability greater than 10IN™2,

Fovgu(x;) g (x;) Y2 (log(N))Y/2
N 1/2¢l/2+d/a

(Leu); =Leu(x;)+0 ,
as N — . When the density g =dmn/dV is non-uniform, one can use the same argument (e.g., see Appendix B.1in

[9]) to deduce the error induced by the estimation of the density, which is of order O (q (x; )l/z(log(N)/N)‘ /22 d/4)

with probability 1[JN"?, to ensure a density estimation of order-€2
pointwise error estimate.

Lemmaa4.l. Letu,k € C3(M)NL?(M) and g € C(M), where M =R" is a d-dimensional closed C3Csubmanifold, then
for any x; € X, with probability higher than 1IN,

. Together with (3), we have the following

Foga)t /A og(NM? [Vgu(xi)q(x } YRiog(N))?

(La,eu)i Lau(x;)=(Leu);i 'L u(x;)=0 ¢, T Ea 7 Ve’ d ; (11)

ase—>0after N — .

If we allow for u, k € C*(M), then by Lemma 3.3 in [45], we can replace the first-order error term in (11) by Ru(x)e“ﬁrl,

where 0< 8 <1/2 such that
T
CRul L2 (M) S CTUlla ) K Gy < 0

for some constant C > 0 for u, k € C*(M). The term Ry will also appear in the second-error term as well since this
error bound is to ensure the density estimation to achieve O (€2). Also, with the given assumptions, it is immediate

to show that J?uql/zLLzz(n)'UR“ULzz(n) <.

For a fixed €> 0 and using the fact that limny 5w Lo,y f(%)?= Ry, f(x)2q(x)dV (x) =[f | 2(n)» We have,
N

1 X
lim Claeu Lau(X) 2 | lim N |(La,eu); Olau(x;)P

N —>o© —i=1
N—>o N
1 XN - 1 N
< e im = Ru(x)?+C2e 2 %lim — (Ru(x1)2q(x;)
N—o N i=1 N_>OONZI':1
o d 1 W _
+C3e M2 lim > (Vgu(x) P (q(x;) ")
N —>x© [\/2’.:1
86112 (. 1€ 40,4 1/2 oo, ¢ ¢
= PR, + lim —C2e 2 Rug P22+ C3€ M 2 Ul )
= G HR, .

To conclude, we have the following lemma.

Lemma 4.2. Letu,k € C*(M) and q € C(M) and let M € R” be a d_dimensional, closed, C3-submanifold. Then,

lim lim (La,euLau(X)2 () =0, 12
Elejlw a,eullLqgu( )LZ(nN) (12)

almost surely.

This consistency estimate only holds when the limits are taken in the sequence as above.

The Parametrization Error of NNs. Let us denote the best possible empirical loss as Js,e(®s), which depends
only onthe NN modelandisindependent of the optimization algorithm to solve the empirical loss minimizationin
(8), since s is a global minimizer of the empirical loss. The estimation of Js,¢(&®s) can be derived from deep
network approximation theory in Theorem 1.1 of [62] and its corollary in [21]. The (nearly optimal) error bound
in Theorem 1.1 of [62] focuses on approximating functions in C*([0,1]") and hence suffers from the curse of
dimensionality; namely, the total number of parameters in the ReLU FNN scales exponentially in n to achieve
the same approximation accuracy. Fortunately, our PDE solution is only defined on a d-dimensional manifold
embedded in [0,1]” with d [In. By taking advantage of the low-dimensional manifold, a corollary of Theorem 1.1 in
[62] was proposed in [21] following the idea in [84] to conquer the curse of dimensionality. For completeness, we
quote this corollary below.
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Lemma 4.3 (Proposition 4.2 of [21]). Given m,L e N*, u €(0,1), v € (0,1). Let M cR" be a compact d-dimensional
Riemannian submanifold having condition number t X, volume Vi, » and geodesic covering regularity G,,, and define

the p-neighborhood as My := {x e R" : inf Ix[ly[p < u}. Ifu € C*(My) with s e N*, then there exists a ReLU FNN ¢
yeM

with width 17s9*13%d,(m +2) log,(8m) and depth 18s52(L +2) log,(4L)+2dy such that forany x e My,

t p :
o) Du(x) < 8wicsmp (L0v) Y nJdy + 1 + 170(s + 1)%85(1 (1v) Lwlicsqm ym 2/dv  25/dv - (13)
(M) (M)

i i ¢ ¢ i ¢
whered, :=0 dIn nVMGMranl/v V2 =0 dln(n/v)/v2 is an integer withd <dy <n.

In Lemma 4.3, ReLU FNNs are used while in practice the learnable linear combination of a few activation functions
might boost the numerical performance of neural networks [59]. The extension of Lemma 4.3 to the case of multiple
kinds of activation functions is interesting future work. Lemma 4.3 can provide a baseline characterization to the
approximation capacity of FNNs when RelLU is one of the choices of activation functions for a learnable linear
combination. Hence, the following error estimation is still true for NNs constructed with the learnable linear
combination of a few activation functions.

Using the same argument as the extension lemma for smooth functions (see e.g., Lemma 2.26 in [54]), one can
extendanyu € C4(M) tou e C4(M,,,o), for any C* manifold M cR"” and a positive ug. Therefore, by Lemma 4.3, there
exists aReLU FNN ¢ with width O (nIn(n)mlog(m)) and depth O (Llog(L)+In(n)) such that

wor 9

- B
|u(x) D @(X)| < Crr,d,v U3y, ) H i nm8/(dIn(n)) 8/(dIn(n))

forallxe M,

forany u € (0, o), where Cp 4,4 is a constant depending only on M, d, and v. Note that the curse of dimensionality
has been lessened in the above approximation rate. Therefore, by taking u — 0, we have the following error
estimation

ULl 2y, ) = O (m' B/In(m) [8/(dIn(m)), (14)
where the prefactor depends on M, d, v, IUQ3(MFD): and n. By (11) and (14),

DLGIE‘PS DfDLZ(T[N) < DLa,e‘P :fDLZ( ) < DLa e@ Lg eujLZ(n )+[Lg eu DLa U(X)DLZ )
N

t i
K *log(N log(N 1
< DLa elb wDuDLz(,.[ )+O €, g[i[ ) le %2# P

L -1 -1
Ly 50 (m' B/ BAdInm)) o ¢ |CM262 4Ig;log(N) 2,0 ¢ (15)
! N

N

where, for simplicity, we suppressed the functional dependence on xin the second error term above.

Recall that Lg,e = Ja + Le, where a is a diagonal matrix with diagonal entries 0 < dmin < a(Xj) < dmax and Le1 =0. By
definition, L¢ is diagonally dominant with diagonal negative entries and non-diagonal positive entries. This means
n X o n o

(Lg,ello = max  a(x;) Ol jj+ Le,ij = max a(x;)02Ll¢;; = admax+Ce
1<j<N i=j 1</<N

m
for some constant C that depends on [k[Jx. Therefore, [Lq el < N1/2[Lg,e]oo <CNY2e, Plugging this to (15), we
obtain

Mot . . 1
Loes =0 € CBWN) g2, ¢ og(N) +2 24 {1726 1y, B/dInG))  8/d () (16)
S L2 (rty) N | N

ase—0after N > o, and m orL — «. This concludes the upper bound for the best possible empirical loss.

Proof of Theorem 4.1. Now we derive the overall parametrization error considering DM and NN parametrization
together to prove Theorem 4.1. Since L¢ is an unnormalized discrete Graph-Laplacian matrix that is semi-negative
definite, for a > amin > 0, one can see that,

(€ La,e€)i2(ny) =& Leb) 2 () & A8 12(5ry) SLAMIN ijLzz(

)’

forany € e L?(nin). Letting € =ullgg, we have,

2 _ ~
aminD“D‘Ps[mnN) < Udleg, Lae(ulleg))2(y) S tha,e(Ulips) 27, ) Lull@stiz g, )
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and with probability higher than 10N,

WPy S g Lo elulOs) 2y
< g [oeu L2y )+ CLa,e®s UF 120y ) ,.
< — Laeulllau(X)0 2 )+ ika,c@s fliz(,)
= 0 e'ilog_(’v)'lzemjf’iI‘M1zegzé4IdN1/zED1mjs/(d|n<n))L38/(dln(n))11' -

N N

as € > 0 after N > o, and m or L — «. Here, we have used (11) and (16) in the last equality above. Since the
inequality in (13) is valid uniformly, together with (12), we achieve the convergence of the limit and the proof is
completed. O

We should remark that if Lg,e¢p¢ = fis satisfied pointwise (e.g., solution induced by the classical finite-difference
approximation), then the residual errorin (16) is zero and the proof is nothing but the classical Lax-equivalence
argument of consistency in (11) and stability implies convergence of the solution.

4.2 Optimization Error

In the parametrization error analysis, we have assumed that a global minimizer of the empirical loss minimization in
(8) is achievable. In practice, a numerical optimization algorithm is used to solve this optimization problem and the
numerical minimizer might not be equal to a global minimizer. Therefore, it is important to investigate the
numerical convergence of an optimization algorithm to a global minimizer. The neural tangent kernel analysis
originated in [50] and further developed in [4, 3] has been proposed to analyze the global convergence of GD and
SGD for the least-squares empirical loss function in (8). In the situation of solving PDEs, the global convergence
analysis of optimization algorithms is vastly open. In [65], it was shown that GD can identify a global minimizer of
the least-squares optimization for solving second-order linear PDEs with two-layer NNs under the assumption of
over-parametrization. In this paper, we will extend this result in the context where the differential operatorin the
loss function is replaced by a discrete and approximate operator, Lg,e, applied to the NN solution (e.g., see (8) and
(9)). Furthermore, the activation function considered here is ReLU ,"which is more general than the activation
function in [65]. The extension to deeper NNs follows the analysis in [3] and is left as future work.

To establish a general theorem for various applications, we consider the following emprical risk Rs(&) with an
over-parametrized two-layer NN optimized by GD:

Rs(9):= %(Aw(x;ﬁ) DF ) (A(X;8) f (X)), (18)

where X := {X,‘}I{V:I is a given set of samples in [0,1]” of an arbitrary distribution (7t in our specifF;c application);
A is a given matrix of size N x N; and the two-layer NN used here is constructed as ¢(x;9) = /T:1 aka(w x),
where fork e [m]:={1,...,m}, ar R, wi e R", 9 =vec{ay, wk}'::1 ,and o(x)=RelLU" (x), i.e., the r-th power of the
RelLU activation function. Note that the matrix A in our specific application is Lg,e for (8); A is a block-diagonal
matrix for (9) with one block for the differential equation and another block for the boundary condition; A is also a

block-diagonal matrix when a regularization term [waEIiz(n ) is applied to either (8) or (9). In the remainder of this
N,

section, we usethe notation A since theresult holdsin general under some assumption discussed below. Without loss
of generality, throughout our analysis, we also assume |f | <1, since the PDE defined on a compact domain can be
normalized.

Adopting the neuron tangent kernel point of view [50], in the case of a two-layer NN with an infinite width, the
corresponding kernel k') for parameters in the last linear transformé's a func}ion from M x M to R defined by

K, x'):=Ewn (0, )g(”)(w;x,x'), where g{@(w;x,x) := [o(w®2x)]e o(w®x') . This kernel evaluated at N x N
pairs of samples leadstoan N x N Gram matrix k() with Kfq) :k(a)(x,-,xj). Our analysis requires the matrix K@
to be positive definite, which has been verified for regressionjproblems under mild conditions on random training
data X ={x; }’_’V:1 and can be generalized to our case. Hence, we assume this together with the non-singularity of A
as follows for simplicity.

Assumption 4.1. The smallest eigenvalue ofK("), denoted as As, and the smallest eigenvalue of AAR denoted asAa,
are positive.

10
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Let k4 denote the condition number of AZA. Our main result of the global convergence of GD for (18) is summarized
in Theorem 4.2 below with a proof in Appendix B.

Theorem 4.2 (Global Convergence of GD: Two-Layer NNs). Let 3(0) :=vec{ak(0), w/<(0)}lf<f':1 at the GD initialization
for solving (18), where ax(0) N (0,y 3 and w,(0) N (0,1,) with any y € (0,1). Let As and A be positive constants
in Assumption 4.1. For any & € (0,1), if m = Q(kapoly(N,r,n, ‘%f. /\_1 )), then with probability at least 115 over the

random initialization 8(0), we have, forall t >0, Rs(9(t)) < exp :% Rs(9(0)).

For the estimate of Rs(#(0)), see Lemma B.4. In particular, ify =0 (gm(lm ), then Rs(8(0)) =0 (1). For two-layer
NNs, Theorem 4.2 shows that, as long as the NN width m = Q(kapoly(N,r,n, %,ﬁ)), GD can identify a global

minimizer of the empirical risk minimization in (18). For a quantitative description of O (kapoly(N,r,n, L, 1)), see
(42) in Appendix B. In the case of FNNs with L layers, following the proof in [3], one can show the global convetgence
of GD when m=Q(kapoly(L,N,r,n, }, ;£)), which is left as future work.

S

5 Numerical Examples

We numerically demonstrate the effectiveness and practicability of our proposed NN-based PDE solver on six
examples, ranging from simple manifolds to unknown rough surfaces. In the numerical experiments on simple
manifolds, we will compare the accuracy of NN and DM (or VBDM) solutions not only on training data but also on
new data points. Since DM (or VBDM) only approximates the PDE solution evaluated on the training data, we
will consider the classical Nystrom extension [75] as a means to interpolate the approximate PDE solutions on
new data points. We will show that the NN solution provides robustly more accurate generalization on new data
points with lower complexity once the training is completed. To demonstrate the advantage of the manifold
assumption, we demonstrate the ability of the NN-based solver to deal with PDE on manifolds of high co-dimension
by validating it on a three-dimensional manifold embedded in R'2. We will see that the NN-based solver can obtain a
more accurate solution than DM. Finally, we will verify the performance on unknown (and rough) surfaces. In
these numerical experiments, unlike the existing works reported in [83, 58, 78], we do not smooth the surfaces. To
avoid singularities induced by the original data set in these rough surfaces, we resample the data points using the
Marching Cubes algorithm [60] that is available through Meshlab [71]. Since the analytical solutions are unknown in
this configuration, we will compare the NN solutions with the finite element method (FEM) solutions obtained
fromthe FELICITY FEM MATLAB toolbox [93].

The remainder of this section is organized as follows. In Section 5.1, we give an overview of the implementation
detail of the neural-network regression. We will supplement this section with a list of detailed parameters used in
each numerical example in Appendix C. In Section 5.2, we compare the NN generalization with the Nystrém based
interpolation method on simple manifolds. In Section 5.3, we examine the accuracy of the approach on a manifold
with high codimension. In Section 5.4, we benchmark the numerical performances against the FEM solutions on
unknown (and rough) surfaces.

5.1 Experimental design

In each of the numerical examples below, we find NN regression solution to the elliptic PDE in (1) embedded in
R". Using the notation from previous section, given point cloud data X = {x1,...,Xn € R"}, we solve the PDE by
optimizing the least-square problem given by,

2 |4

1 2 A b
argmin ~(({a+Le)py  f | TP )t P (19)

2
; L2ty ) 98 12(ny, )"

Here, we add a regularization term with y > 0 that is needed to overcome theill-posednessinduced by a= 0 in the no
boundary case (as discussed right after (8)). For manifolds with boundary, we also setA > 0. The detailed choices of
these parameters for each numerical experiments are reported in Appendix C.

Devices and environments. The experiments of DM are conducted on the workstation with 32x Intel(R) Xeon(R)
CPU E5-2667 v4 @ 3.20GHz and 1 TB RAM and Matlab R2019a. The experiments of the NN-solver are conducted on
the workstation with 16x Intel(R) Xeon(R) Gold 5122 CPU @ 3.60GHz and 93G RAM using Pytorch 1.0 and 1x Tesla
V100.

Implementation detail for neural-network regression. We summarize notations and list the hyperparameter
setting for each numerical example in Appendix C. In our implementation, we use a 3-hidden-layer FNN with the
same width m per hidden layer and the smooth Polynomial-Sine activation function in [59]. Polynomial-Sine is

11
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defined as a1 sin(81x) +a2x + a3x?, where the parameters are trainable and initialized by normal distributions
B61,a1 [N (1,0.01),a2,a3 (1N (0,0.01) respectively. As we shall demonstrate, our proposed NN solver is not
sensitive to the numerical choices (e.g., activation functions, network types, and optimization algorithms) but a
more advanced algorithm design may improve the accuracy and convergence. Particularly in the high codimensional
example (Section 5.3), we will compare the performance of ReLU FNNs and ReLU3 FNNs trained by the gradient
descent method and the performance of the Polynomial-Sine FNNs trained with the Adam optimizer [53]. Though
the ReLU or ReLU3® FNNs with the gradient descent method enjoy theoretical guarantees in our analysis, the
Polynomial-Sine FNNs with Adam can generalize better, especially if the PDE solutions are in the class of sine or
cosine functions. Numerically, we will employ the Polynomial-Sine activation and Adam optimizer in almost all of
our examples and report it separately otherwise. In Adam, we use an initial learning rate of 0.01 for T iterations.
The learning rate follows cosine decay with the increasing training iterations, i.e., the learning rate decays by
multiplying a factor 0.5(cos(”7t )+1), where t is the current iteration. We set the batch size to be the total number of
training points unless otherwise stated. The NN results reported in this section are averaged over 5 independent
experiments.

Time complexity of evaluating NN solution. Since some numerical experiments will compare the accuracy of
the solutions (generalization) on new data points, we document the time complexity of the NN-based function
evaluation on a new datum. First, we note that the total of addition and multiplication of a linear transformation
from R” to R® in a hidden layer of NN is (A+(A[J1)+1)xB =2AB, where (A + (A1) +1) represents the amount of
computation required to compute a neuron, and the first A is the amount of multiplication, (A[11) is the amount of
addition, and 1is from adding a bias. As introduced in Section 3.1, we use a LClayer FNN with a uniform width m.
The input and output sizes are n and 1, respectively. Then the complexity of NN is 2nm+2(L01)m? +2m, ex&luding
the cost of evaluating the activation function on each layer. In our numerical examples, we use m = O( W) to
facilitate training and fix L =4, so the time complexity of evaluating 1 datum becomes O (N) whenn << N.

Implementation detail for DM and VBDM. For efficientimplementation, we use the k[ 'nearest neighbor algorithm to
avoid computing the distances of pair of points that are sufficiently large. The kernel bandwidth parameter, €, is
tuned empirically for the fixed-bandwidth DM. For well-sampled data (data distributed equal angle intrinsically) in
2/d

our first four examples, for large enough k, we found accurate estimate with e [IN , Which is much faster than the

theoretical error bound € [1 N"6:¢ Bbtained by balancing the first and third error bounds in Theorem 4.1. For
randomly sampled data, such as in our last two examples, we will use VBDM where € is estimated by an auto-tuning
method that was originally proposed in [17]. Among the fixed-bandwidth DM applications, we found that we
can directly use the auto-tuned € for the semi-torus example. While the auto-tuned method may not produce
the optimal parameter accurate estimation for fixed-bandwidth DM, this scheme is quite robust for the variable
bandwidth diffusion maps (VBDM) as documented in [9]. We should also point out thatin VBDM, we also need to
prescribe an additional parameter k2 < k to specify po that is used to determine the variable bandwidth functionpin
(6). We document the choice of nearest neighbor parameter k, the parameter k2, and bandwidth parameter €
resulting either from hand-tuning or auto-tuning in the Tables in Appendix C.

For aDM/VBDM solution, when the resulting problem is ill-posed (due to a=0 and no boundary), the resulting
matrix Le is singular. In such a case, we report the numerical result based on applying the pseudo inverse of L¢ to a
right-hand-side vector. If the rank of the matrix L¢ is r, then O (N ) complexity is required to stably compute a
truncated SVD of L¢ [40], which can be used to form a truncated SVD of the pseudo inverse of Le. Then it takes

O(Nr) complexity to apply the pseudo inverse of L . through its truncated SVD. The O (N 2r) complexity can be

further reduced to O (Nr?) at the price of not stable to entrywise outliersin Le [32, 95].

Nystrom-based interpolation. We consider a Nystrom-based interpolation [75] for comparing the accuracy of the
estimates on new data points. For completeness of the discussion, we provide an algorithmic overview of the basic
idea of Nystrom interpolation to extend symmetric eigenvectors to new data point and discuss its implemetation
for DM. For a more rigorous discussion that covers VBDM see e.g. Section 5.2 of [2].

Let L e RV*N pbe a symmetric positive definite matrix with eigenvalues A 124A,2...24,>0and we denote the
associated eigenvectors by {v;};_1,  n. For convenience of discussion, we define a function L :R” xR"” — R such
that L(x;,x;) = L; ;. Effectively, the eigenvalue problem

LVj = /\j Vj.
is a discrete approximation on x € X to a continuous eigenvalue problem of the following integral operator,
z
ML(x,v)vj(v)dV(v)=A,- vj(x),

assuming that the data set X is uniformly distributed for simplicity of discussion. Effectively, we approximate the
function value v;(x;) with the ith component of the eigenvector [v;];. The main idea of Nystrém extension is to

12
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approximate the function value v;(x) on new data point x (not necessarily belong to the training data set X ) using
the equation above as follows, 7

V= = Ly)v, () dviy).
Aj ™

Numerically, this can be achieved by the following approximation,

1 W
Vj(X)z J— L(X,X,’)[Vj],’. (20)
Ji=1

For our problem, we are interested in applying this extension formula on an integral operator corresponding to the
DM/VBDM asymptotic expansion that converges to the Laplace-Beltrami operator. In such a case, eigenfunctions
of the Laplace-Beltrami operator can be approximated by eigenvectors of L"S = D"*W, where W is d$ﬁned asin (4)
with k = 1 and Q = 1 for uniform data, and D is a diagonal matrix with diagonal entries D;; = }V:l W;;. For
convenience of the discussion below, we define the kernel function W such that W;; = W (x;,x;) asin (4).

We can now employ the Nystrom extension to interpolate eigenfunctions of L associated with the symmetric
discretization L =D/21"sp'1/2 = p'1/2wp'1/2 gince P = D ‘1/2v,- is an eigenvector of L"® corresponding to the

same eigenvalue A; of L, itis clear that given the function value v;(x) on a new datum x, an extension attained by
the formulain (20) with L(x, x;) :=D(x) 1/ZW(x,x,-)D(x,-) /2 \where D(x)= ;V:l W (x,x;), then the corresponding

eigenfunction of the Laplace-Beltrami operator is approximated by ¢ (x) := D(x) /2 v;(x). Similar idea applies to
the Nystrom extension corresponding to the VBDM asymptotic expansion with a slightly more complicated formula.
For manifolds with homogeneous Dirichlet boundary conditions, we employ the extension using the truncated
diffusion maps [76].

Given the ability to approximate the function values {qt)/-(x)}]/E1 for any new datum x, we evaluate the DM solution
for the PDE problem by interpolating the projected solution to the leading J eigenfunctions of the Laplace-Beltrami

operator as follows. Let u € RY denotes the solution of the PDE attained by solving ([la+L¢)u = f (either through
direct or pseudo-inversion). Then we define the extension as,

X/
ux)x U @p;(x), (21)
j=1

where J is chosen sufficiently large such that the residual error is comparable to the interpolation error.

Time complexity of the Nystrom extension. To employ the Nystrom extension, we need to first attain eigenvectors
{(p/- }j.:l. Using the standard algorithm, one can attain the first J eigenvectors with time complexity of O (Nk) +

O (JkN), where k is the number of nearest neighbors; the first complexity term corresponds to the arithmetic in the
construction of L; and the second complexity term corresponds to the arithmetic in solving the first J eigenvalue

problem. Subsequently, the arithmetic cost in attaining the coefficients in the expansion in (21) is O (N J) accounting

for J inner products of vectors in RV, which is negligible compared to the computations in solving the eigenvectors.
Once these computations are performed, we can now evaluate any data point with additional time complexity due

to the arithmetic O (N J) per evaluation. This arithmetic cost includes the time complexity of O (N) in the extension

formula in (20), not accounting for the cost of evaluating the kernel function W, and the use of J eigenfunctions in

(21)is of O (JN).

Comparing the time complexities for evaluating the NN solution and Nystrom interpolation, notice that the latter
has an additional order-J, which has to be empirically determined in practice. As we pointed out above, the
additional order-J appears in the estimation of leading J eigenvectors and the Nystrom extension. In the remainder of
this section, we shall see that in some examples, setting J to be of order 10 or 100 is sufficient to achieve the
accuracy obtained by evaluating the NN solution. However, in some examples, we found that the accuracy of the
NN solutions cannot be achieved by Nystrom extension of DM solutions even with J =600.

5.2 Comparison between Nystrom extension and NN solution

In addition to the complexity comparisons reported in the previous section, we now compare the accuracy of the NN
and the Nystrom solutions. We will consider three instructive examples. In the first example, our goal is to validate
the Nystrom approach on a problem when there are no residuals of the projection in (21). In the second example,
we want to elucidate the dependence of the Nystrém approach on J when the PDE solution does not belong to
the space span by the leading eigenfunctions of the Laplace-Beltrami operator. In this case, we will encounter
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competing errors from the eigenvector estimation using small training data set, the choice of J, and interpolating
error, in the overall generalization error. In the final example, we will elucidate the effect of boundary conditions on
the Nystrom-based interpolation method. In all of these experiments, we found that NN produces the most robust
and accurate generalization.

5.2.1 2D Sphere

In this first example, we solve the elliptic PDE in (1) fora=0, k=1 in a two-dimensional sphere embedded in R3
with an embedding function defined as,

,
cost_sint,
3 0<t1<2nm
((t1,t2)=Bsint1sint,@ € R? for ) (22)
0<t2<n
cost;

For this simple geometry, one can verify that the Laplace-Beltrami operator has leading nontrivial eigenvalue of
-2 with spherical harmonics eigenfunctions, @1(x) = x1,@2(x) = x2,@3(x) = x3 for x= (x1,x2,x3). In this first test
example, we choose the true solution of the PDE as u(x) = x1 + x2 for x= (x1,x2,x3), such that the expansion in
(21) commits no residual error. Numerically, we will set J = 20 to ensure that even if the estimated eigenvectors
corresponding to eigenvalue -2 are not exactly x1, x2, x3 (up to an rotation), the projection still commits no residual
error.

For this example, the matrix L¢ is constructed by VBDM. We solve the PDE with the NN method by optimizing
the least-square problem (19) with A = 0 since this manifold has no boundary. The hyperparameter setting for
the different N is reportedin Table 6in Appendix C. Table 1 displays the errors (in € norm) as functions of N for the
VBDM solution (which we refer to as the training error), and the testing errors of the Nystrom-based solution
projected on J = 20 eigenfunctions and the NN method. Here, the testing errors are computed against the true
solution on 3002 Gaussian Legendre quadrature nodes (which do not belong to the training data set). We can see
that both Nystrom and NN methods achieve similar testing errors, that are also comparable to the VBDM training
error.

N 625 1225 2500 5041 10000

VBDM training error  0.0352 0.0254 0.0178 0.0126 0.0090

Nystrom (J =20) testing error 0.0411 0.0268 0.0199 0.0128 0.0091

NN testing error  0.0387 0.0271 0.0193 0.0128 0.0094
Table 1: (2D sphere) Error comparison of the PDE solutions among VBDM, Nystrom extension of the VBDM solution,

and NN solution. The testing erroris the €« error between the estimated solution and the true solution on 3002
Gauss-Legendre quadrature points.

5.2.2 2D Torus

In this section, we consider solving the elliptic PDE in (1) for a = 0 on a two-dimensional torus embedded in R? with
an embedding function defined as,

(2+<:osl‘1)cosl“2
0<t1<2nm
_@ : 3 1
t(t1,t2) (2+cossirl;t1)sm t2@ € R® for 0<ty<2m (23)
1

Here t1, t; denote the intrinsic coordinates. For this numerical experiment, we set the diffusion coefficient k(t1, t2) =
1.1+sin2t1 cos2ty, the true solution u(t1,t) =(sin2t2[12cos2t2/(2+cost1)) costi, and analytically compute the right
hand side function f. The point cloud data X ={x1,...,xn } are well sampled (equal angles in intrinsic coordinates
(t1,t2)). We solve the PDE by optimizing the least-square problem in (19) with A =0. The hyperparameter setting for
the different N is reported in Table 7in Appendix C.

Figure 1 shows the errors with the growth of training data N on the 2D full-torus. As in the previous example, the
testing error is defined with €« error on 3002 Gauss-Legendre quadrature points that are not in the training data set.
One can see that the NN testing erroris consistent with the DM training error, indicating a good generalization of
new data points. We note that the accuracy of Nystrom method heavily depends on the number of eigenfunctions
used. When the number of eigenfunctions is small (J =20), the errors on the testing points are large for all N. When
the number of eigenfunctions is increased to J = 100, Nystrom has a good generalization when N is small (N <1225).
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Figure 1: 2D-torus: The comparison of the €  errors as functions of the number of training points N for DM and NN
on a 2D torus embedded in R3. The results labeled as “(regress DM solution)" represent conducting NN regression
directly on the DM solution.

For N > 2500, the testing errors are smaller compared with J = 20 but they are still large compared with the DM
training error. If we continue increasing J to 200, the testing errors of the large N (N > 1225) become consistent
with the DM error. These results suggest that more eigenfunctions are able to suppress the residual error induced by
the finite projection in (21). At the same time, when J is increased from 100 to 200, the error corresponds to N =625
increases as well. This is not surprising since the estimation of eigenvectors corresponding to large eigenvalues are
not so accurate when the number of data points is small. From these results, we conclude that while the Nystrom
method can be competitive with the NN solution, it depends crucially on the number of modes in (21), which
ultimately also depends on the number of training data.

In Figure 1, we also show the testing error with NN solution for larger N, where the error continues to decrease with
rate N'1, which confirms with the choice of e [IN" for this well-sampled data (see Table 7). To obtain this solution
with N =80089, mini-batch training is used to minimize (19) since Le € R80089%80083 i< +50 |arge to compute in GPU
directly. In our implementation, at each time, 8000 rows from L¢ are randomly sampled and the submatrix Lg, of
size 8000x80089 substitutes Le in the loss (19). Then the network parameters & are updated for 100 iterations at each
time. We repeat this procedure for 80 times. As for the DM, we do not pursue the results since the computational costin
solving the linear problem Leu = f with singular L¢ is very expensive as it involves pseudo-inversion algorithm.

To be more specific, we report the clock-time and memory cost for training DM and NN solutions in Figure 2. The
clock-time for the pseudo-inverse of DM grows rapidly with the increasing N while that of NN remains much smaller
when N <80089. The rapid increase of NN clock-time for the case N =80089 is attributed to the time
consuming of the retrievals of the submatrix Lgyp from Le. Memory in Figure 2 refers to the sum of GPU and
RAM. When conducting pseudo-inverse in the DM, the Matlab occupies RAM to load the full matrix and do the
computation. The NN-based solver utilizes RAM to load the sparse matrix and uses GPU memory for model
training. From Figure 2, the NN solver has larger memory consumption than DM when N is small but the NN
solver uses less memory than DM when N is large. Since we set the batch size to be the total number of training
points for all cases except N =80089, the memory consumption will significantly decrease if a mini-batch is used
in Adam.

To obtain the NN solution to the manifold PDE, one could consider an alternative method consisting of two steps:
First, use an inversion to solve the linear system, and then train a NN to regress the DM solution. While the
alternative method may produce testing error similar to the DM method and the proposed NN method, we do not
pursue it because the alternative method will cause a much higher cost even for small N due to its two-step approach.
Figure 2 supplement the running time and memory usage of the NN training portion for the alternative method
(labeled as “(regress DM solution)"). One can see that NN regression on the DM solutions does not significantly
reduce running time or memory cost. Furthermore, Figure 1 provides testing error results for the alternative method.
The testing error of the alternative method is slightly higher than the others, likely because we use the same training
configuration for the alternative method. A better training configuration may maintain a testing error close to the
DM training error. The NN training portion in the alternative method has comparable training time to the NN
method but note that the alternative method includes two sequential steps. This means the total training time (DM
solution time + NN training time to regress the DM solution) is much higher. Also, the memory requirement for the
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alternative method is the maximum of the NN regression memory and DM memory, which is more costly in terms

of memory.
102
103
g 102
2 210
) // o
'g 10t 1 g
5 £
E s
2 10 —e— NN time —a— NN memory
—4— DMtime 1 —g— DM memory
o NN time (regress DM solution) NN memory (regress DM solution)
0 10000

0000 30000 40000

N

50000 60000 70000

(a) clock-time

0000 Y

10000 0000 30000 40000

N

0000 60000 0000 80000

(b) memory

Figure 2: The comparison of clock-time, memory for DM and NN solvers on 2D torus embedded in R3. In the DM
case, we also report the require memory, estimated by the system process-manager, to solve the problem forlarge N,
which we did not pursue due to the excessive wall-clock time. The results labeled as “(regress DM solution)"
represent conducting NN regression directly on the DM solution.

5.2.3 Semi-torus

We consider solving the PDE in (1) with a = 0 on a two-dimensional semi-torus M with a Dirichlet boundary
condition. Here, the embedding function is the same as in (23) except that the range of t; is changedto 0< t; <.
While k is chosen to be the same as before, we set u(t1,t2) = cos(t1)sin(2t2) to be the solution with homogeneous
Dirichlet boundary condition on t2 =0, 1. We obtain the NN-based solution by solving the optimization problem in
(19) with A =5 and no regularization y = 0. The other hyperparameter setting can be found in Table 8 in Appendix C.

Figure 3 shows the errors as functions of training data N on the semi-torus. In this example, the testing error is
computed with €, norm over 10,000 uniformly sampled data. Notice that the error of the Nystrom is quite large
even for J =600. In this case, this large error is attributed to the slow convergence of the estimation of eigenvectors
near the boundary (see [76] for the detailed rate). To highlight this issue, we show the error comparison of the
Nystrom (J=600) and NN solutions for N = 32400 in Figure 4. We can see that the error of Nystrom concentrates
near the boundary while the boundary error of the NN solution is small.

Section summary: Based on the numerical comparisons in the above three examples, we found that the NN
solution produces more robust and accurate generalizations compared to the Nystrém-based interpolation. The

N\ NN testing error

DM training error
~ Nystrom (/ = 300)
Nystrom (/ = 600)

o

~ %
32400

1073

1024 2025 4096 16384

Figure 3: Semi-torus: The comparison of the € errors as functions of the number of training points N for DM and
NN on a semitorus embedded in R3.
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AN

(a) True solution (b) Difference between Nystrom & truth  (c) Difference between NN & truth

Figure 4: Comparison of the PDE solutions among the Nystrom extension (J = 600) and NN on the semi-torus
example (N =32400). (a) True solution. (b) Absolute difference between Nystrom and true solutions. (c) Absolute
difference NN and true solutions.

Nystrém-based method requires a large number of eigenfunctions to suppress the residual for general PDE solution.
This requirement translates to the need for a large number of training data for accurate estimation of eigenvectors
corresponding to large eigenvalues of the Laplace-Beltrami operator, which also means more computational power is
needed in solving the corresponding eigenvalue problems. Based on this finding, we will not present the Nystrom-
based interpolation in the next three examples. We will usethe DM (or VBDM) and NN training errors as benchmarks
forthe NN testing error.

5.3 A 3D Manifold of High Co-Dimension

In this section, we demonstrate the performance of the NN regression solution on a simple manifold with high
co-dimension. For this example, we will also compare results from the Polynomial-Sine to other simpler activation
functions. Specifically, we consider the elliptic PDE in (1) with a=0, k=1 on aclosed manifold M, embedded by
t: M ~R1?, defined through the following embedding function,

i ¢
((t1,t2,t3) := sin(t1),cos(t1),sin(2t1), cos(2t1),sin(t2),cos(t2),sin(2t2),cos(2t2),sin(t3), cos(t3),sin(2t3),cos(2t3) ,

for t1,t2,t3 € [0,2m). We manufacture the right hand data f by setting the true solution to be u(t1,t2,t3) =
sint1 costy sin2t3. The training points {x1,...,Xn} are well sampled (equal angles in the intrinsic coordinates
(t1,t2,t3)). We solve the PDE problem by minimizing the loss function (19) with A = 0 since the problem hasno
boundary. The hyperparameter setting of DM and NN is presented in Table 9in Appendix C.

Figure 5 displays the error for DM and NN, where the latter is the solution we obtained using the Polynomial-Sine

activation function. Here, the testing error refers to the €+ error on 80> Gauss-Legendre quadrature points obtained
from the intrinsic coordinates (t1,t2,t3). From Figure 5, one can see that the NN solver produces convergent
solutions. Besides, when N is large (e.g., N =4096 or 12167), NN obtains a slightly more accurate solution than DM.

We report the training and testing errors for different activation functions and optimizers in Table 2. The training

errors of Polynomial-Sine with Adam are comparable to that of ReLU and ReLU3 with gradient descent, but the
Polynomial-Sine FNN optimized by Adam obtains the lowest testing error for most N. This finding is not surprising
since the true solution is a product of sine and cosine functions. In the next section, we will consider problems
where the true solutions are unknown and we will see that other type of activation functions produce more accurate
results.

Activation Optimizer N 512 1331 4096 12167 24389

] ) training error 0.2665 0.1148 0.0297 0.0066 0.0023
Polynomial-Sine Adam testingerror  0.2715 0.1346 0.0302 0.0069 0.0024
5 ) training error 0.2624 0.1137 0.0309 0.0058 0.0025

RelU gradientdescent  testingerror  0.2994 0.1977 0.0425 0.0147 0.0103

. training error  0.2637 0.1145 0.032 0.0066 0.0016

RelU gradientdescent  testingerror  0.4673 0.198 0.0326 0.0069 0.0016

Table 2: The'comparison of the € errors for different activation functions and optimizers on the 3D manifold
embedded in R™.
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Figure 5: The comparison of the €, errors as functions of the number of training points N for DM and NN on the
3D manifold embedded in R*2.

5.4 Unknown surfacesin R3

In this subsection, we consider solving the elliptic PDEs on the unknown surfaces in R with or without boundary;,
including the Bunny (no boundary) and Face (with boundary). The data set for the Bunny surface is from the
Stanford 3D Scanning Repository [1]. The original data set of the Stanford Bunny comprises a triangle mesh with
34,817 vertices. Since this data set has singular regions at the bottom, we generate a new mesh of the surface using the
Marching Cubes algorithm [60] that is available through the Meshlab [71]. We should point out that the Marching
Cubes algorithm does not smooth the surface. Instead, we will use the vertices of the new mesh as sample points to
avoid singularity induced by the original data set. To generate various sizes of sample points, we subsequently
apply the Quadric edge algorithm [35] to simplify the mesh obtained by the Marching Cubes algorithm (which is a
surface of 34,594 vertices) into 4,326, 8,650, and 17,299 vertices. The surface Face is obtained from Keenan Crane’s
3D repository [18]. The original Face consists of 17,157 vertices and we generate the datasets of 2,185, 4,340, and
8,261 vertices by employing the Quadric edge algorithm [35] in Meshlab [71]. Besides these data resampling, we
also multiply the coordinate of Face by 10 to avoid a solution close to zero function. Since the analytic solution is
not accessible, we benchmark our solution against the finite element method (FEM) solution, obtained from the
FELICITY FEM Matlab toolbox [93]. The estimator Le of the Laplace—Beltrami operator is constructed by the
variable bandwidth diffusion mapping (VBDM). When training with less than the largest available data set (34,594
vertices for the Bunny and 17,157 vertices for the Face), we report the testing error, which is based on € norm over
the largest data set. So, the testing errors reported in the following two examples also include the interpolation error
since they are the maximum errors of the solutions on both the training and testing data sets.

5.4.1 The Stanford Bunny

We denote the point cloud (vertices) of this surface as, x = (x1, X2, x3) € M = R3. Here, we consider solving the PDE in
(1) witha=110.2,k=1 and f = x1+ x2 + x3. We solve the PDE problem by minimizing the loss function (19) withy =0
and A =0 since the problem has nontrivial a and no boundary. The hyperparameter setting of DM and NN is
presented in Table 10 in Appendix C.

Table 3 shows the error comparison of the solutions between VBDM and NN methods with the growth of the data
point size. We can see that the NN solver gives convergent solutions as VBDM. We should also point out that the
similar training error rates of NN and VBDM reported in this table suggest that the error is dominated by the VBDM
approximation. The rate, however, is faster than the theoretical error bound € [IN"s%a attained by balancing the first
and third bounds in Theorem 4.1 since the numerical experiment is conducted with empirically chosen parameters €
and k in k-nearest neighbors algorithm to optimize the accuracy of the solutions (see Appendix C for the chosen
parameters). Besides, the NN solutions suggest a good generalization as the testing error is consistent with its
training error. Figure 6 displays the visualization for the case of N =17299 and N =4326 in Table 3.
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N 4326 8650 17299 34594
VBDM  training error 0.2047 0.1017 0.0514 0.0283

training error 0.2048 0.1019 0.0518 0.0296
NN testingerror  0.2050 0.1023 0.0517 -
Table 3: Error comparison of the PDE solutions between VBDM and NN. The testing error is the € error between
the FEM and the NN solutions on the 34,594 vertices.

“aaesl =
| | %

(a) FEM solution (N =17k)  (b) |FEM - VBDM| (N = 17k) (c) [FEM-NN| (N =17k)  (d) |FEM - NN| (test N =35k )

=

(e) FEM solution (N = 4k) (f) |[FEM-VBDM| (N = 4k) (g) |FEM- NN| (N = 4k) (h) |FEM - NN| (test N =35k )

Figure 6: Comparison of the PDE solutions among FEM, VBDM and NN on the Bunny example. (a) FEM solution
with N = 17299 training data. (b) Absolute difference between FEM and VBDM solutions on training data set of
size N =17299. (c) Absolute difference between FEM and NN solutions on training data set of size N =17299. (d)
Absolute difference between FEM and NN solutions on 34594 data points from the Marching Cubes algorithm,
17299 of these points were used to obtain errorsin (b) and (c). (e) FEM solution with N =4,326 training data. (f)
Absolute difference between FEM and VBDM solutions on training data set of size N =4,326. (g) Absolute difference
between FEM and NN solutions on training data set of size N =4,326. (h) Exactly like (d) except that only 4326 of
these points are used to obtain errorsin (f) and (g).

5.4.2 Face example with the Dirichlet boundary condition.

In this face example, weleta=0,k=1 and f = x1+x2 +x3 in the PDE (1), where x = (x1,x2,x3) € M cR3, and we
impose the Dirichlet boundary condition (u =0 on OM). The hyperparameter setting can be referred to Table 11.
In this example, we found that the constructed L¢ is extremely ill-conditioned (the condition number is 2.0 x 10°
when N =17157), the least-squares optimization becomes difficult. To facilitate the convergence of NN training, we
increase the training iteration and use a more time-efficient activation function (such as ReLU and Tanh) instead of
Polynomial-Sine function. Table 4 shows the error comparison of the solutions between VBDM and NN methods
with the growth of the data point size. We can see thatthe NN solver gives the solutions with error similar to VBDM on
the training data points. Besides, the testing error of NN is close to its training error. Figure 7 displays the
visualization of the FEM, VBDM and NN solutions.
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N 2185 4340 8261 17157
VBDM  training error 0.1548 0.1340 0.0967 0.0708

training error 0.1548 0.1340 0.0967 0.0911
NN testingerror  0.1761 0.1429 0.0984 -

Table 4: Error comparison of the PDE solutions between VBDM and NN. The testing error is the €+ error between
the FEM and the NN solutions on the 17,157 vertices.

~——— - |
(a) FEM solution (N = 8k) (b) |FEM - VBDM| (N = 8k) (c) [FEM - NN| (N =8k) (d) |FEM - NN| (test N =17k)

(8 S S

(e) FEM solution (N =2k) (f) |FEM - VBDM| (N = 2k) (8) IFEM - NN| (N =2k)  (h) |FEM - NN| (test N =17k)

Figure 7: Comparison of the PDE solutions among FEM, VBDM and NN on the Bunny example. (a) FEM solution
with N =8261 training data. (b) Absolute difference between FEM and VBDM solutions on training data set of size N
=8261. (c) Absolute difference between FEM and NN solutions on training data set of size N =8261. (d) Absolute
difference between FEM and NN solutions on 17157 data points from the Marching Cubes algorithm, 8261 of these
points were used to obtain errors in (b) and (c). (e) FEM solution with N =2185 training data. (f) Absolute difference
between FEM and VBDM solutions on training data set of size N = 2185. (g) Absolute difference between FEM and NN

solutions on training data set of size N =2185. (h) Exactly like (d) except that only 2185 of these points are used to
obtain errorsin (f) and (g).

6 Conclusion

This paper proposed a mesh-free computational framework and machine learning theory for solving PDEs on
unknown manifolds given as a form of point clouds based on diffusion maps (DM) and deep learning. Parameterizing
manifolds is challenging if the unknown manifold is embedded in a high-dimensional ambient Euclidean space,
especially when the manifold is identified with randomly sampled data and has boundaries. First, a mesh-free DM
algorithm was introduced to approximate differential operators on point clouds enabling the design of PDE solvers
on manifolds with and without boundaries. Second, deep NNs were applied to parametrize PDE solutions. Finally,
we solved a least-squares minimization problem for PDEs, where the empirical loss function is evaluated using
the DM discretized differential operators on point clouds and the minimizer is identified via SGD. The minimizer
provides a PDE solution in the form of an NN function on the whole unknown manifold with reasonably good
accuracy. The mesh-free nature and randomization of the proposed solver enable efficient solutions to PDEs on
manifolds arbitrary co-dimensional. Computationally, we found that training NN solutions are computationally
more feasible compared to performing (a stable) pseudo-inversion in solving linear problems with a singular matrix as
the size of the matrix becomes large. On the other hand, this advantage diminishes when the linear problem
involves inversion of non-singular matrix and the goal is to achieve high accuracy; where classical algorithms (e.g.,
GMRES, iterative methods) are more efficient. When the linear system is too large to compute, it was recently
pointed out in [38] that there are advantages to apply NNs to solve linear systems in a similar way as in this paper
even though the linear system is non-singular, while traditional methods are not affordable. Beyond the training
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procedure, the NN solution is advantageous for interpolating the solution to a new datum. From the numerical
results, we found that the proposed approach produces consistently accurate generalizations that are more robust
than the one constructed using the classical Nystrém interpolation technique, especially when the latter is practically
not convenient due to the following fact. The accuracy of the Nystrém extension depends crucially on the choice of
the dimension of the eigenspace, J, that allow for the projected solution in (20) to have a small residual in addition to
estimating the leading J eigenvector v; of Laplace-Beltrami operator.

New convergence and consistency theories based on approximation and optimization analysis were developed to
support the proposed framework. From the perspective of algorithm development, it is interesting to extend the
proposed framework to vector-valued PDEs with other differential operators in future work. In terms of theoretical
analysis, it is important to develop a generalization analysis of the proposed solver in the future and extend all of
the analysis in this paper to manifolds with boundaries.

Code availability

The neural network training codes are available at the GitHub repository: https://github.com/LeungSamWai/
NN4ManifoldPDE. The source codes are released under MIT license.
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A GPDM algorithm for manifolds with boundaries

In this appendix, we give a brief overview of ghost point diffusion maps (GPDM) to construct the matrix Le for
manifolds with Dirichlet boundary conditions. As mentioned in [16, 44, 36, 51], the asymptotic expansion (2) in
standard DM approaches is not valid near the boundary of the manifold. One way to overcome this boundary issueis
the GPDM approach introduced in [51]. This approach extends the classical ghost point method [55] to solve
elliptic and parabolic PDEs on unknown manifolds with boundary conditions [51, 94]. The GPDM approach can be
summarized as follows (see [51, 94] for details).

Estimation of normal vectors at boundary points (see details in Section 2.2 and Appendix A of [94]): Assume the
true normal vector v is unknown and it will be numerically estimated. For well-sampled data, where data points
are well-ordered along intrinsic coordinates, one can identify the estimated v as the secant line approximation to
v. The erroris |[v[lv| ="0(h), where the parameter h denotes the distance between consecutive ghost points (see
Fig. 1(b) in [94] for a geometric iIIusT'Eration). For randomly sampled data, one can use the kernel method to

estimate ¥V and the erroris [vv]=0( €) (see Fig. 1(c) in [94] for a geometric illustration and Appendix A in [94] for a
detailed discussion).

Specification of ghost points: The basic idea of ghost points, as introduced in [51], is to specify the ghost points as
data points that lie on the exterior normal collar, AM, along the boundary. Then all interior points whose distances

are within € from the boundary M are at least € away from the boundary of the extended manifold MUAM.
Theoretically, it was shown that, under appropriate conditions, the extended set M UAM can be isometrically
embedded with an embedding function that is consistent with the embedding M ,— R™ when restricted on M (see
Lemma 3.5in [51]).

Technically, for randomly sampled data, the parameter h can be estimated by the mean distance from the boundary x;,
fo its P (around 10 in simulations) nearest neighbors. Then, given the distance parameter h and the estimated
normal vector v, the approximate ghost points are given by,

Xp=Xp+khv, fork=1,...,Kandb=1,...,Np. (24)

In addition, one layer of interior ghost points are supplemented as % 0 = Xp [Jh. For well-sampled data, the interior
estimated ghost point coincides with one of the interior points on the manifold when the secant line method is
used. However, for randomly sampled data, the estimated interior ghost points will not necessarily coincide with an
interior point (see Fig. 1in [94] for comparison).

Estimation of function values on the ghost points:
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The main goal here is to estimate the function values {U(xb,k)},',\l‘i(fl on the exterior ghost points by extrapolation. We
assume that we are given the components of the column vector,

un = (u(x1),...,u(Xpo),...,u(xn)) e RV, (25)

Here, we stress that the function values {u(xb,o)}Nf are given exactly like the u(x;) for any x; € M, even when the
ghost points xp,0 do not lie on the manifold M. Then we will use the components of the column vector,

UG :=(U1,1,-..,Un, k) e R¥¥, (26)
to estimate the components of function values on ghost points, (u()(l,l),...,u(xNUK)) e RVoK Numerically, we will
obtain the components of Ug by solving the following linear algebraic equations foreach b=1,..., Ny,

Up,12u(xp)+u(xp,0) =0,
Up,2 \ZUb,1+u(Xb):O, (27)
Up,k 2Up k1 +Up k2 =0, k=3,...K.
These algebraic equations are discrete analogs of matching the first-order derivatives along the estimated normal
direction, v.
Construction of the GPDM estimator: We now define the GPDM estimator for the differential operatorL in (1).
The discrete estimator will be constructed based on the available training data {x; € M}i"i1 and the estimated ghost
points, {)N(b,k}zl'/’éfl o-In particular, since the interior ghost points, {ib,o}IZil may or may not coincide with any interior
points on the manifold, we assume that xh .= {x1,...,Xp0,...,Xn} has N components that include the estimated
ghost points in the following discussion. With this notation, we define a non-square matrix,
Lh ':(L(l),L(Z)) ERNX(N+NbK)’ (28)

constructed right after (3), by evaluating the kernel on components of X" for each row and the components of
xh U{)N(b,k}zli'fl for each column. With these definitions and those in (25)-(27), we note that

L"u=t%Yup +LPus = 1M 412 G)up = Lup,
where U := (up,Ug) € RV*NoK and G e RVe¥*N s defined as a solution operator to (27), which is given in a compact
form as Ug =Guy,. Then, the GPDM estimator L is defined asan N x N matrix,
{:=LM+1PG. (29)

Note that we have the consistency of GPDM estimator for the differential operator defined on functions that take
values on the extended M UAM (see Lemma 2.3 in [94]).

Combination with the discretization of the boundary conditions: We take L, € RN No)*N to be a sub-matrix of [

e RV*N in (29), where the N [IN,, rows of Le correspond to the interior points from X/. There are N [N, equations
from the linear system ([la+Le)upn = f. To close the discretized problem, we usg the N, equations from the Dirichlet

boundary condition at the boundary points, u(Xp) = g(Xp) for X, € X1,...,%n, < X" noM. With the construction of
Le and the Dirichlet boundary conditions, we then solve the problem in (9) using DNN approach.

B Global convergence analysis of neural network optimization

In this section, we will summarize notations and main ideas of the proof of Theorem 4.2 first. Then we prove several
lemmas in preparation for the proof of Theorem 4.2. The proof of Theorem 4.2 will be presented after these lemmas.

B.1 Preliminaries

The Rademacher complexity is a basic tool for generalization analysis. In our analysis, we will use several important
lemmas and theorems related to it. To be self-contained, they are listed as follows.
Definition B.1 (The Rademacher complexity of a function class F). Given a sample setS ={z1,...,zn}on a domain

Z ,and aclass F of real-valued functions defined on Z , the empirical Rademacher complexity of F on S is defined as
n #

1 v
Rads(F)= —E; sup 7t;f(z;) ,
N feF =1

where T, ..., T, are independent random variables drawn from the Rademacher distribution, i.e., P(t;= +1) =
P(t;=01)= Afori=1,...,N.
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First, we recall a well-known contraction lemma for the Rademacher complexity.

Lemma B.1 (Contraction lemma [82]). Suppose that Y, R—>RisaC “Lipschitz function foreachi € [N]:={1,...,N}.
Forany y RV, let Y(y) =(P1(y1),eee, t,lJN(yN)). For an arbitrary set of functions F on an arbitrary domainZ and
an arbitrary choice of samples S ={z1,...,zn}c Z , we have

Rads(¢[F)<CLRads(F).

Second, the Rademacher complexity of linear predictors can be characterized by the lemmma below.

Lemma B.2 (Rademacher complexity for linear predictors [82]). Let ©@ ={w1,eee, wm}cR". Let G ={g(w)= wix:

[Xx[h <1} be the linear function class with parameter x whose €1norm is bounded by 1. Then
s

2log(2n)
Radp(G)< max wgl, ——m—-.
1<k<m m

Finally, let us state a general theorem concerning the Rademacher complexity and generalization gap of an arbitrary
set of functions F on an arbitrary domain Z , which is essentially given in [82].

Theorem B.1 (Rademacher complexity and generalization gap [82]). Suppose that f’sin F are non-negative and
uniformly bounded, i.e., forany f € F andanyz e Z,0< f(z)<B. Then forany 6 € (0,1), with probability at least
1016 over the choice of N i.i.d. random samples S ={z1,...,zn}< Z , we have

fl s
1 X ;g log(2/6)
?SSEWI_lf(Zi)[Ezf(z) 2EsRads(F)+B N
f ff e
supﬁi)(v f(z,)DEzf(z)HEZRads(FHsB log(4/6)
fefF TN j=1 2N

Here, we should point out that the distribution of z is arbitrary. In our specific application, E;=E.

B.2 Notations and main ideas of the proof of Theorem 4.2

Now we are going to present the notations and main ideas of the proof of Theorem 4.2. Recall that we use a two-layer
neural network ¢(x;3) with & =vec{ay, wk}’;’: . In the gradient descent iteration, we use t to denote the iteration
or the artificial time variable in the gradient flow. Hence, we define the following notations for the evolution of
parameters at time t:
at = ap(t), wi:i=wg(t), 9 :=9(t):=vec{al wt}m
k= 9kt) k- k\t), : : kWi k=1"
Similarly, we can introduce t to other functions or variables depending on &(t). When the dependency of t is clear,
we will drop the index t. In the initialization of gradient descent, we set
ap:=ak(0)IN (0,§%), wS:=wi(0)TIN (0,1n),

0. . 0 . 0m (30)
9 :=9(0) := vec{a,, w,} _;.

Then the empirical risk can be written as Rs(93) = 2,v1eAAe, where we denote e; = @(x;;3) (A2 f(X)); fori € [N] and

e=(e1,e2,...,en) . Héhce, the gradient descent dynamics is @ =[1VgRs(3), or equivalently in terms of ax and wy as
follows:

1X 5 5 .
ak=Vq Rs(®)=1" (e2A%A);0(w X)),
: e
\ k (31)

(eAA),-aka’(W)sg-)x,-.
i=1

k

wi=Vw Rs(3) =]

=z

Adopting the neuron tangent kernel point of view [50], in the case of a two-layer neural network with an infinite
width, the corresponding kernels k() for parameters in the last linear transform and kW) for parameters in the first
layer are functions from M x M to R defined by

K (x,x) = Ewin 0,9 (w;x,x),

k"W (x,x) = E@,w)N (o,lm)g(w)(a, w;x,x),
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where

./

£ o /£
x)

g w;x,x'):= o(wPx) e o(w"

(W) Ny / £, /
(awxx)—a o(w X)X o o(w x)x .

These kernels evaluated at N x N pairs of samples lead to N x N Gram matrices K9 and KW) with Kf;') = k(")(x,-,xj)
and Ki(jW) = k("")(x,-,xj), respectively. Our analysis requires the matrix K9 to be positive definite, which has been

verified for regression problems under mild conditions on random training data X = {x; }”,V:l and can be generalized
to our case. Hence, we assume this together with the non-singularity of A.

For a two-layer neural network with m neurons, define the N x N Gram matrix G(“)(ﬂ) and G(W)(ﬁ) using the
following expressions for the (i, j)-th entry

1
G9W@):= = g Vwi;xi,x)),
! e (32)
wigy.. X w) N
G(9):=— g (ak,wk;xj,xj).
Y m =1

Clearly, G'9(8) and GW)(3) are both positive semi-definite for any 9. Let G(8) = G (3)+GW)(9), taking time
derivative of (18) and using the equalities in (31) and (32), then we have the following evolution equation to
understand the dynamics of the gradient descent method applied to (18):

d m
" Rs(9) =11 VgRs(9) 2=1] N;AAG(a)AAe

dt 2
<0 7e Pa%aG(?)(9)A% Ae. (33)

Our goal is to show that Rs(®) converges to zero. These goals are true if the smallest eigenvalue Amin IG(")(ﬂ)c of
G(")(ﬂ) has a positive lower bound uniformly in t, since in this case we can solve (33) and bound R (&) with
functionin t converging to zero when t — c as shown in Lemma B.6. In fact, a uniform lower bound of Amin G(")(n?)
can be %/\5, which can be proved in the following three steps:

i ¢
¢ (Initial phase) By Assumption 4.1 of K(9), we can show that Amin G(”)(ﬂ(O)) ~ As in Lemma B.5 using the
observation that K(a) is the mean of g (w; x;, x ) over the normal random variable w, while G(")(ﬂ(o)) is the
mean of g (w; x,,xj ) with m independent realizations.

* (Evolution phase) The GD dynamics requts in 9(t)~ C19(0) when over-parametrized as shown in Lemma
B.7, meaning that Amin G(")(ﬂ(O)) ~Amin G(a)(a(t))

¢
* (Final phase) To show the uniform bound Amin G(")(ﬂ(t)) > 13)\5 for all t > 0, we introduce a stopping
time t" via

t =inf{t |8(t) ¢ M (3°)}, (34)

where M (8°) := 8 |G (8) UG (9%)F < 14}(5 , and show that t ' is equal to infinity in the final proof of
Theorem 4.2.

B.3 Importantlemmas for Theorem 4.2

Now we are going to prove several lemmas for Theorem 4.2. In the analysis below, we use alzz ar(t) =y Tak(t)
withO<y<1,eg.,y= %f ory=--,and &(t) :=vec{al,w It«}/T=1

Lemma B.3. Forany 6 € (0,1) with probability at least 1116 over the random initialization in (30), we have
s
' “ 2m(n+1)
max |a' l, Dw o £ 2log ——M8,
ke[m] s ° (35)
' “ 2m(n+1)
max \a | <y 2log—— .
ke[m) 6
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Proof. If X [IN (0,1), then P(|X|> €) < 2E 28 forall > 0. Since agkLN (0,1), (wo)k gN (0,1) fork e [m],a € [n],

and they are all independent, by setting s

2m(n+1)
e= 2log———,
one can obtain .n |- I
u 1 “ 1] [ 1 ll' [ 1 ll' :
0 0 _ -0 0
P max |d,|,[w, [x >& =P ld,|>€ (w),|>¢€
kelm ke[m] ke[m],aeln]

i 0 [ I o ¢
< P|dk|>e + P\(wk)a|>e
k=1 k=1a=1

¥

1.2
U3¢ L omne"2

<2me
2
=2m(n+ 1)eu21{
=6,
which implies the conclusions of this lemma. O

Lemma B.4. For any 6 € (0,1) with probability at least 1116 over the random initialization in (30), we have
" !

9 2
am(n+1) (r+1)/2% q qa

il
Rs(ﬂo)S% 1+3ynr£mDA]2 2IogT r 2log(2n)+ log(8/8)/2 ,

Proof. From Lemma B.3 we know that with probability at least 1115/2,
s s

Adm(n+1)

0 0 4dm(n+1)
laj|< 2IogT and [w;l1<n 2log ———

Let

H ={h(d,w;x)|h(d,w;x)= do(wx),x e Q}.
Each element in the above set is a function of @ and w while x € [0,1]” is a parameter. Since [ x[1, <1, we have
4m(n+1)ﬂ(r+1)/2

n
|h(a(,)<, wlo(;x)\ < |cr(/)(|DwokDr1 <n" 2log

Then with probability at least 1[16/2, by the Rademacher-based uniform convergence theorem, we have

1 1 X
—sup|(p(x;80)|:supff— h(ac;(, w?(;x)DE(a,w) N ((),,M)h(a,w;x)ﬂf
Ym xea xeafm k=1 ] f
4m(n+1)ﬂ(r+1)/2 log(8/5)

) 2m

u
<2Rad g (H )+3n" 2log

here
W n # n #
0

o(wox)
k k ’

1 X 0 0. 1 X
Radéo(H )= ;E( sup rkh(a'k,wk,x) = —E sup T,a
xeQ k=1 m XeQ k=1
where t is a random vector in N with i.i.d. entries {rk}’:_ following the Rademacher distribution. With probability
atleast 1116/2, Y (yk) = aro(yk) for k e [m]is a Lipschitz continuous function with a Lipschitz constant

rn’ 1 u2|0g4rn(n"'1) ’1/2
b . p . . ) .
when y € [[n" 2Tog(@m(n ¥ 1)/6),n 2Tog(dm(n F 1J7/6)]. We continuously extend ¢k (y) to the domain R with
the same Lipschitz constant.
Applying Lemma B.1 with ¢k (yk), we have "
n # n
M 9/
X1 ; am(n+1) "/ X 7
iE[ sup rkaga(wox) < —rn"™ 2log tm(n +1) E sup kwox
m  xeQk-1 k m s XeQ k=1 k
rn"—ZTogrzay " 4m(n+1) T2
< -5 2log — Y , (36)
m
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where the second inequality is by the Rademacher bound for linear predictorsin Lemma B.2.

So one can get

H T2t @ q .
i
suple(x;89) | <y  mn’ 2|ogw 2r 2log(2n)+3 log(8/6)/2
xeQ
M 4m(n+1)11(r+1)/21 q q .
<3y " mn 2|ogT r 2log(2n)+ log(8/6)/2 .
Then 1 .
0 1 0 L 2
Rs(9 )< ; DA T@(S;a Y2+ N
|
1 T " 4m(n+1)“(’+1)/2:lE q a 2
< > 1+3y mn"CA, 2IogT r 2log(2n)+ log(8/6)/2 ,
where the first inequality comes from the fact that |f| < 1 by our assumption of the target function. O

The following lemma shows the positive definiteness of G\9) atinitialization.

4
—16;\’256", then with probability at least 116 over the random initialization in
S

Lemma B.5. Forany 6 €(0,1),if m>
(30), we have
i (a) ;.90 ¢ 3
Amin G ('9) > 4_1/15’

where Cp = EDWD‘Y < 4o withwN (0,In).

Proof. We define Q;; :={8° |61 (9°) 1K (?)| < . Note that
19w xi,x;) < Cw O

So i ¢ : 6

Var g(")(wg;x,,xj) <E g(a)(w?(;x,-,xj) SEﬂw?ﬂY:CH,

and

1: .
Var G!99°%) = —
H m* k=1

i ¢ c
Var g(a)(w?(;xf,xj) <L
m

Then the probability of the event Q;; has the lower bound:
t

var G{9)(8°) 2
ij 16N C,
P(Q,’j)Z].U 7 2 [ 5 -
[As/(aN)] e
H , T2 .
Thus, with probability at least 1[] 16:’2—C” >10] w)’\\’Z—C”, we have all events Q;; fori, j € [N] to occur. This implies
sm sm
4
that with probability at least 11 16;V2 Cn ; we have
Sm

6@ (%) k@< LS
4

Note that G(")(ﬂo) and K@) are positive semi-definite normal matrices. Let v be the singular vector of G(")(ﬂo)
corresponding to the smallest singular value, then

i c ?] ?| 7|
Amin G93°%) = v26 (%) v = vk (v +vP(G'D(3°) k(D) 2 As 1 GWI°) K D h 2 As 1 6(9°) k(.

So
[ ¢ 3
Amin G(3°) > As 0 G6'9(9%) kg > s

. 16N4C, . . 16N4C, S 0
Forany 6 €(0,1),if m> — then with probability at least 1! 2_2 1016 over the initialization 8°, we have
9 Aim
i ¢ s s
Amin G(8°) > 3)s. O
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The following lemma estimates the empirical loss dynamics before the stopping time t" in (34).
16N*C,

Lemma B.6. Forany 6¢€(0,1),ifm=> 5
S

then with probability at least 116 over the random initialization in

(30), we have forany t € [0,t")

u 1
AsAqt
Rs(9(t)) < exp Dm% Rs(9°).

Proof. From Lemma B.5, for any & € (0, 1) with probability at least 1[16 over initialization 9° and for any t € [0,t")
with t" defined in (34), we have 9(t) € M (9°) defined right after (34) and
Amin iG(”)(ﬂ)czAmin ic;(‘”(ao)Cj G9(3) 16\ (9°) ¢ > 325 [1»}? = 1/\2-;.
Note that G;; = ,%Vg(p(x,-;t?)ov.y(p(xj;t?) and VgRs = ,—&Vg(p(S;t?)AAe , SO
VoRs(9(1)) G = —e"A"AG(B(1)A"Ae > 7" AAG)(5(1) A" Ae,

where the last equation is true by the fact that GW)(3(t)) is a Gram matrix and hence positive semi-definite. Together
with

H 7] 7] I C 7] 7] ?]
%eAAG(”)(ﬁ(t))AAe > %Amin G'9(9(t)) e?APaA’Ae.
2m i (a) ¢ i gt
2 T/lmin G (19(t)) /\min AA Rs(l?(t))
>

%AS/\ARS(OU));

then finally we get

S Rs(3(6)) = VaRs(8()) 2< 1 MsAaRs(3(1)).

Integrating the above equation yields the conclusion in this lemma. O

The following lemma shows that the parameters in the two-layer neural network are uniformly bounded in time
during the training before time t" as defined in (34).

LemmaB.7. Forany é e (0,), if
?|

@ — s 0
@32N4Cn Smax{n,r}N 22AanRs(8°)- N 4m(n+1)
m > max TP 2" 2log —— ,
B A2 AsA a 5 B
then with probability at least 1116 over the random initialization in (30), forany t € [0,t") and any k € [m],
lak(t)Dak(0)[<qg, [wi(t)Dwg(0) %< g,
lak(0)| <yn, Ow  (0) o < 1,
where . a ...
s Am(n+1)!r AN S 0
g:= 2n 2log —— -
) nmASAA
and s
Adm(n+1)
n:= 2log——.

Proof. Leté(t)= . [,m'@glo t]{\ak(s)|, Wi (s)}. Note that
€ ) n #2

XV 7] 7] ?]
(eAA);o(wkx,-)

1
Va,Rs(9)? =
N iz

; %

w2 2 (e atay,
i=1

2w Aa,nRs(9)

< 2n*(&(t)* Aa,nRs (D),

7N

A
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where Aa,n denotes the largest eigenvalue of A, and

° o

° 1 )\ 7 7 ’ °2
VwRs(3) %, = o= (ePATA)jakd (wixi)x; ¢
N j=1 @
T
< aPriw 2r iR (AR T g
! N j=1 °°
B e
< lalriiw T UA T (AR A));
fIN j=1 fl
< 2|ak\zrzﬂwkfi(ril)AA,NRs(a)

< 220" D(E(E)) a, N RS (D).

32N%C

From Lemma B.6,if m > 5 2, then with probability at least 1[16/2 over random initialization, one can represent

(31)in an integral form and Sobtain,
Z,
lak(t)Dak(0)| < o [Va Rs(3(s))ds
a_____ Ztp
< 2Aann”(&(t)) Rs(Isds
yAY q
q t mAsAgs

M
24, nn" (&) Rs(9%exp —222" ds
0 2N

IN

zgz-kmnf N R (99)
. (&(t))"

m/\sAA

p(&(t)",

IN

o n
2" %4 n maxin,rin™IN"R (89

where p := mAsha <

Z,
W (t) Iw g (0) e < (Vw,Rs(9(s)) o ds
0
a z tp
< 22a,nrn” ML) Rs(S(s))ds
0
a_— riil r z tg—o g mASAAS !
< 2Aa,nrnt (€(t)) Rs(9%)exp [T ds
0

q___—
p ril 0
2 271—AINNrn Rs(ﬂ )

IA

(§(e))"

m/\_g/\A
p(&(t))".

We should point out that the above inequalities hold forall t € (0,t") since the upper bounds are based on Lemma B.6,
thus

IA

(1) <€(0)+p(&(t))", (37)
forallte (O,tT). From Lemma B.3 with probability at least 1(16/2,
(s s ) s
dm(n+1) Adm(n+1) Adm(n+1)
£(0) = max{|ax(0)|,Iwg(0)n}<max y 2log , 2log < 2log——=n (38)
ke[m] 1)) 19
Since q_ - .
AN S o s Amn+1)!rm 5 1

m> n 2n 2log——— =—-mp(2
E-mva*{-ﬁ—ﬁkN—H—R—(-@—)SAA g 5 5 p(2n)

then p(2n) 1< ;5 Let

to:=inf{t | £(t) >2n}.
Then t, is the first time for the magnitude of a NN parameter exceeding 2n. Recall that t", introduced in (34),
denotes the first time for LG(")(O) LG(")(ﬁo),F > 4%15. We will prove tg >t i.e., we show that, as long as the kernel
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G(")(ﬁ(t)) introduced by the gradient descent method is well controlled around its initialization G(“)(v?(O)), all
network parameters have a well-controlled magnitude in the sense that there is no parameter with a magnitude

larger than 2r. We will prove to > t" by contradiction. Suppose that tg < t'. For t € [0, to), by (37), (38), and &(t) < 2n,
we have
2
) <n+pm)” et <n+ (1),

then
£(t)< 2n.
3
After letting t — to, the inequality just above contradicts with the definition of to. So to> t" and then &(t) < 2n for all
t € [0,t"). Thus
lak(t)ak(0)[<(2n) p

W (t) Tw i (0) o < (2n)" p.
Finally, notice that ~ I, q __ _
2max{n,r}IN ZA R (i?ei
(@n)Yp= 2n 2log 2Mn+1) N Pt (39)
= n (o] = ’
e 875 nmAsAa 9
which ends the proof. O

B.4 Proof of Theorem 4.2

Now we are ready to prove Theorem 4.2.
Proof of Theorem 4.2. From Lemma B.6, it is sufficient to prove that the stopping time t"'in Lemma B.6 is equal to
+00. We will prove this by contradiction.

Suppose t" < +o. Note that

1 Xm
16((3(t)) 169 (8(0))| < — |g
i Y m =1

O (wie(t");x7,%7) 09 (e (0); x7, %) (40)
By the mean value theorem,
i ¢
191 (W), ) g @ (W (001, %) [ < TV gD cwe(t) +(10C)wie(0); %1, %) Tl (t) D (0)
for some ¢ € (0,1). Further computation yields
h i h i h i h i

ng(")(w;x,-,xj)z o' (wBx;)x; x o(wxj) + a'(wxj)xj x o(wBx;)

for all w. Hence, it holds for all w that DVWg(")(w;x,-,xj)Doo < ZerDzlrLl. Therefore, the bound in (40) becomes
G191 ) 600N < 2 Tewile )+ (3 ewi0) 2 Fwile ) wi(0) 1. (41)
k=1
By Lemma B.7,
Tewi(t ) +(10c)w i (0) a < Tw i (0) 1+ Wik (t ) Iwg (0) 2 <n(n+q)<2nn,
where n and g are defined in Lemmma B.7. So, (41) and the above inequalities indicate

6193t ) 16 (9(0)) < r(2n)* n* a,

and
G ) 16 ®0) F < nr(2n)*n* g ;
2max{n,r}N 2i, R (8%
dm(n+1 AN"S
— nr(zn)Zr(2|og ( ))(Sr\ 1)/2 (2n)r AT
q ———
H 1 0
L 59r/2+1,3r11 )2, Iog4M(3rm/2 max{n,r} A, nRs(3)
M sAa
< L
—_ 4 SI
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if we choose q
4m(n+1)1](3’71)/2 max{n,r} Aa,nRs(3°)
A2A

The fact that 0G'@)(9(t")) 1G9 ((0))F < 4%15 above contradicts with the definition of t”in (34).

m 229r/2+3n3r,1N2r log

Let us summarize the conclusion in the above discussion. Let Cp, := E]w[‘;’ < 4+ withw ([N (0,/,). The largest
eigenvalue and the condition number of AA® are denoted as Aa,n and ka, respectively. For any 6 € (0,1), define

32N4C,
m1: - 5 _
ris
q % s Ir
S5max{n,r}N 2Aa nRs(9") am( +1)
my = 2n 2log — ,
AsAp 5
and q
9r/2+3 3ri,,2 - 4m(”+1)1](3” D72 maxin,r} Aa,nRs(37)
m3=2 n N°r log —— — (42)
Xha

Then when m > max{m1,m;,m3}, with probability at least 116 over the random initialization 190, we have, for all t
>0,

u 1
AsAat
Rs(9(t)) <exp | \mSTA Rs(9°).

Note that O (kapoly(N,r,n, %, A—ls )) > max{m1,m2,m3}. Hence, we have completed the proof. O

C More details on the numerical experiments

In this Appendix, we report the detailed hyper-parameter setting for the six examples presented in the main text.
For convenience, we also report the notations in Table 5.

Notation Explanation

k k-nearest neighborsin DM

k2 variable bandwidth parameterin VBDM

€ the bandwidth parameter for local integralin DM

m the width of hidden layerin FNN

T the number of iterations for traininga FNN

N the number of training points

Np the number of training points on the boundary

y the regularization coefficient for %T(pl,*zz introduced in Section 3

A the penalty coefficient to enforce the boundary condition in the loss function (9)

N 625 1,225 2,500 5,041 10,000
€ 0.0146 0.0078 0.0068 0.0036 0.0026

VBDM 100 100 200 200 300
k2 30 30 60 600 90
T 2k 3k 4k 6k 8k
NN m 50y 71 100 141 200
0.001 0.001 0.001 0.001 0.001

Table 6: The hyperparameter setting for Example 1: 2D Sphere.
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N 625 1225 2500 5041 10000 19881 40000 80089
€ 0.1166 0.0508 0.0237 0.0118 0.0059 0.0029 0.0014 0.0008
DM g 128 128 128 256 256 256 512 768
T 2000 3000 4000 4000 4000 4000 4000 8000
NN m 50 71 100 141 200 282 400 583

y 0.001 0.001 0.001 0.001 0.001 0.002 0.005 0.01

Table 7: The hyperparameter setting for Example 2: 2D torus embedded in R3.

N 1024 2025 4096 16384 32400
€ 0.0221 0.0096 0.0048 0.0013 0.00064

DM 128 128 128 256 256
T 2000 3000 4000 10000 12000

NN m 100 100 150 250 250
A 5.0 5.0 5.0 5.0 5.0

Table 8: The hyperparameter setting for Example 3: 2D semi-torus with the Dirichlet condition.

N 512 1331 4096 12167 24389

€ 043 023 012 0073 0.051
DM 128 128 256 256 256

T 1000 2000 2000 3000 3000
NN m 100 150 250 400 500
Y 0.001 0.001 0.005 0.005 0.005

Table 9: The hyperparameter setting for Example 4: 3D manifold embedded in R1?.

N 4326 8650 17299 34594
€ 0.0048 0.0024 0.0012 0.0006

VBDM ¢ 100 100 100 100
k2 30 30 30 30

T 30k 40k 50k 100k

NN m 100 150 150 150

Table 10: The hyperparameter setting for Example 5: Bunny.

N 2185 4340 8261 17157

€ 0.000793 0.000370 0.000185 0.000081
VBDM ¢ 60 60 60 60

k2 20 20 20 20

T 100k 100k 100k 200k

m 100 100 200 500

NN Activation RelLU RelLU RelLU Tanh
Layer 4 4 6 6
A 1 1 10 10000

Table 11: The hyperparameter setting for Example 6: Face with the Dirichlet condition.
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