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Fine dimensional properties of spectral measures

Michael Landrigan and Matthew Powell

Abstract. Operators with zero dimensional spectral measures appear naturally in the theory

of ergodic Schrödinger operators. We develop the concept of a complete family of Hausdorff

measure functions in order to analyze and distinguish between these measures with any desired

precision. We prove that the dimension of spectral measures of half-line operators with positive

upper Lyapunov exponent are at most logarithmic for every possible boundary phase. We show

that this is sharp by constructing an explicit operator whose spectral measure obtains this dimen-

sion. We also extend and improve some basic results from the theory of rank one perturbations

and quantum dynamics to encompass generalized Hausdorff dimensions.

1. Introduction

The classification of measures using the classical power-law Hausdorff measures and

dimensions has found many applications within spectral theory ([4, 5, 10–13, 16, 17,

30, 31] and others). While this classification theory has been very useful in many

situations, notably when the Hausdorff dimension is positive, it has not been gen-

eral enough to understand the differences between zero-dimensional spectra. This

has been explored in recent papers by Mavi [24], who studied logarithmic dimen-

sion bounds for the disordered Holstein model, and Avila, Last, Shamis, and Zhou [1],

who studied the modulus of continuity of the integrated density of states for the almost

Mathieu operator using a logarithmic dimension.

Our primary purpose in this paper is to develop general tools to study these

and even finer spectral questions. Explicitly, we consider different kinds of singular-

continuous measures based on a more general notion of Hausdorff measure and

dimension. The relevant definitions are discussed in Section 2.

One of the advantages of our approach is that it allows us to distinguish between

measures that are classically termed “zero-dimensional.” These broad questions are

very relevant to the study of quantum dynamics, where the fractal properties of spec-

tral measures are usually connected with anomalous transport properties (e.g. [2,23]),
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while “zero-dimensional” spectral measures naturally occur when studying ergodic

Schrödinger operators with positive Lyapunov exponent (see e.g. [9, 12, 13, 17, 28]).

In particular, a general result due to Simon [28] says that the spectral measures, !! ;

associated to an ergodic family of Schrödinger operators,H! ; on l2.Z/ with positive

Lyapunov exponent are supported on sets of logarithmic capacity 0. This implies that

the spectral measures are zero-dimensional.

Results pertaining to dynamics have always been closely tied to the dimensional

characteristics of spectral measures, so a finer distinction between dimensions should

also provide additional tools to strengthen dynamics results. Additionally, recent work

by Jitomirskaya and Liu [15] leads us to expect that the existence of phase reson-

ances in quasiperiodic models implies very deeply zero-dimensional spectral meas-

ures whose dimensional properties cannot be well understood with classical notions,

or even the log-dimension which was developed by one of the authors in his thesis [22]

and has been studied in recent papers [1, 24].

The generality of our analysis is only possible because of our development and

exploration of a complete family of Hausdorff dimension functions (Definition 2.3).

In particular, a key technical component of our theory is Theorem 2.2, which only

discusses a single Hausdorff measure. This theorem only becomes useful in practice

once we restrict our attention to a suitable collection of Hausdorff measures, rather

than all possible Hausdorff measures, since it is not possible to compare all Hausdorff

measures to one another. This has been done in the past by considering powers of

suitable gauge functions, such as .ln.1=t//!1; but this is not suitable for our fine

analysis; for example, the dimension of a set with respect to the two families F1 D

¹.ln.1=t//!˛W ˛ > 0º and F2 D ¹.ln.1=t/ ln ln.1=t//!˛W ˛ > 0º will always coincide.

Determining which of the two is “closer” to the actual dimension requires a more

general type of family.

While we are interested in an abstract theory, we are especially motivated by two

phenomena that we know yield zero-dimensional spectra:

1. Schrödinger operators with positive Lyapunov exponent;

2. local perturbations of systems with exponentially localized eigenfunctions.

We also extend the theory of quantum dynamics to our more general setting, but

we save applications to our sequel. We will also save the study of operators with

positive Lyapunov exponent for our sequel, and here we will instead consider the case

where the upper Lyapunov exponent is positive (see (9) for the relevant definition).

We are motivated by one particular question when considering the regime of pos-

itive upper Lyapunov exponent:

Question 1. Does positive upper Lyapunov exponent imply an upper bound on how

singular the spectral measure must be?
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In 1999, Jitomirskaya and Last [12] proved that spectral measures for half-line

Schrödinger operators with phase boundary condition " and positive upper Lyapunov

exponent must be zero Hausdorff dimensional (in the classical sense of Hausdorff

dimension) for every ":

In 2001, one of the authors [22] introduced the notion of logarithmic dimen-

sion, and proved that spectral measures for half-line Schrödinger operators with phase

boundary condition " and positive upper Lyapunov exponent must have logarithmic

dimension at most 1 for every ": The results of the thesis [22] were never pub-

lished previously and are incorporated here. In our current framework, the logarithmic

dimension coincides with dimF when F D ¹.ln.1=t//!˛W 0 < ˛ < 1º :

In 2007, Simon [28] proved that, given a family of ergodic Schrödinger operators

H! with positive Lyapunov exponent, the spectral measure!! must be supported on a

set with zero logarithmic capacity for a.e. ": This immediately yields the upper bound

on Hausdorff dimension obtained in [12] when Lyapunov exponent, rather than upper

Lyapunov exponent, is considered. The ergodicity and positive Lyapunov exponent

conditions in [28] are more restrictive than our requiring positive upper Lyapunov

exponent. Hence, Simon’s result still leaves us with the question of what (finer) upper

bounds on the dimension are possible in the setting of positive upper Lyapunov expo-

nent, as well as what happens on the excluded Lebesgue null set.

These results lead us to consider the following, more refined question:

Question 2. Does positive upper Lyapunov exponent imply that the spectral measure

is always singular with respect to the .ln.1=t//!1-Hausdorff measure?

In this paper, we answer this in two ways for half-line operators with phase

boundary condition ": We prove that dimF .!! / D 1; when considering the family

F D ¹.ln.1=t//!˛W 0 < ˛ < 1º (Theorem 2.4), and that, more generally, the spec-

tral measure must be at least .ln.1=t/ ln ln.1=t/2/!1-singular (Theorem 2.3), where

both results hold for every phase ": Furthermore, we construct half-line operators

with phase boundary condition " and positive upper Lyapunov exponent for every "

such that dimF .!!/ D ˛0 for Lebesgue a.e. " and any complete family of

Hausdorff dimension functions, F D ¹#˛ W ˛ 2 I º ; such that .ln.1=t//!1 D #˛0
2 F

(Theorem 2.4). These show that the ideal bound lies somewhere between .ln.1=t//!1

and .ln.1=t/.ln ln.1=t//2/!1: These are the main results of our paper.

This, therefore, extends Corollary 4.2 from [12] in a natural way. Moreover, it

shows that the bound is sharp for log-dimension, in the sense that we cannot do bet-

ter in general. However, this sense of sharpness might not necessarily be true for

our more refined notion of dimension. Furthermore, the recent work of Jitomirskaya

and Liu [15] leads us to expect that phase resonances in quasiperiodic models implies

very singular, but not necessarily pure-point, spectral measures. The existence of such

phenomena would make obtaining lower bounds for our refined notion of dimen-
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sion exceptionally difficult"perhaps even impossible"for general operators unless we

consider additional assumptions on the potential, which is why we only obtain general

results for upper bounds on the dimension. In comparing our results to Simon’s [28],

we are drawn to two major differences: (1) we do not assume ergodicity and (2) we

do not exclude a Lebesgue null set.

The salient point here is that we arrive at a result similar to that in [28] without the

assumption of ergodicity or positivity of the Lyapunov exponent; we just need positive

upper Lyapunov exponent. It is possible to view an ergodic family of operators as

similar to a family of operators with a phase boundary condition. This surface analogy

would lead us to believe that the result in [28] should be the same as the result in our

situation, but this is not the case. Moreover, if there were an analogy between the

ergodic parameter and the phase boundary parameter, then Simon’s result would lead

one to believe that a Lebesgue null set of phases needs to be excluded; our result

shows that this is not true. We are able to obtain a logarithmic bound for all boundary

phases.

We are also interested in local perturbations of systems with exponentially local-

ized eigenfunctions and the following question:

Question 3. Suppose AW l2.Z"/ ! l2.Z"/ is self-adjoint with semi-uniformly local-

ized eigenfunctions, and let ! D !0 be the spectral measure for ı0: If A# D A C

$hı0; #iı0 is a rank one perturbation at the origin, and if !# is the spectral measure

for ı0 associated to A#; is there an upper bound on how singular !# is?

In 1996, del Rio, Jitomirskaya, Last, and Simon proved that !# must be zero

Hausdorff dimensional (in the classical sense of Hausdorff dimension) for every $:

We refine this answer in the following way (Theorem 2.5): not only are the spectral

measures zero-dimensional (see Definition 2.8), but the spectral measures !# are in

fact .ln.1=t//!"!"-singular for every $ and " > 0:

We also rigorously extend the quantum dynamic theory of Last from the power-

law setting to the general Hausdorff dimension setting (section 7). A similar result

extending quantum dynamics appears in Mavi [24]. We believe that these results,

especially Theorem 2.6, can lead to a strengthening of existing dynamics results for

quasiperiodic models (cf. [9, 14, 16, 17]). Indeed, in [18], Jitomirskaya and one of

the authors showed that, under the assumption of positive Lyapunov exponent, cer-

tain general quasiperiodic operators possess moments of the position operator which

exhibit sub-logarithmic growth, which improved the classical results in [9, 14, 16, 17]

which established sub-polynomial growth.

The starting point for our analysis is the decomposition theory of Rogers and

Taylor [25, 26]. Classically, any % -finite measure can be decomposed into pure point,

singular continuous, and absolutely continuous parts via the Lebesgue decomposition

theorem; Rogers and Taylor took this further and decomposed the singular continu-
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ous part into measures that are singular or continuous with respect to the power-law

Hausdorff measures.

Briefly, a measure ! is said to have exact power-law dimension ˛ 2 Œ0; 1& if and

only if !.E/ D 0 for every set S with power-law Hausdorff dimension ˇ < ˛ and if

! is supported on a set a power-law Hausdorff dimension ˛: In the terms used in this

paper, this is equivalent to the upper and lower dimensions with respect to the family

F D ¹t˛ W 0 < ˛º coinciding.

Measures with exact dimension 0 or 1 are often viewed as “close” to pure point

or absolutely continuous measures, respectively, but they do not need to be pure

point or absolutely continuous. Relevant examples include the spectral measures of

1D quasiperiodic Schrödinger operators. It is known that the spectral measure is

0-dimensional for every irrational frequency, yet there exist frequencies for which

the measure is not pure point [13]. Much of the work applying this theory to spectral

theory has been unable to address how close these measures are to these two extremes.

It is known, however, that more general Hausdorff measures can be defined by

replacing t˛ in the definition with a suitable gauge function #.t/:

One of the authors has explored a generalization using .ln.1=t//!˛ in the defin-

ition of Hausdorff measures to create a logarithmic dimension and used it to study

spectral questions in his thesis [22]. This has already found applications in [3]. We

take these concepts and generalize them even further using modern ideas into what

we believe is the most natural general framework (complete families of Hausdorff

measure functions). Using these general families of Hausdorff measures, a similar

notion of dimension can be developed to address these more delicate situations. Full

details are presented in Section 2.

With this theory, we are able to extend the Gilbert–Pearson and Jitomirskaya–Last

theories of power-law subordinacy (Theorem 2.2), and we prove that half-line oper-

ators with positive upper Lyapunov exponent have at most a logarithmic dimension

(Theorem 2.3). Moreover, we are able to construct half-line operators that achieve

any given dimension for Lebesgue a.e. boundary phase (Theorem 2.4). We have not

extended this analysis to every boundary phase, but we believe that the removal of a

null set of boundary phases is simply a limitation of our proof methods.

Moreover, in Theorem 2.3, we obtain a .ln ln.1=t//2 correction term, which is

lacking in all of the existing results that just use a log-dimension. The proof heavily

relies on the fact that the spectral measure of an operator of the form (2) is suppor-

ted on the set of energies, E; for which there exists a solution u1 to Hu1 D Eu1
satisfying:

u1.0/ D 0 and u1.1/ D 1
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and, for every ı > 0;

lim sup
L!1

ku1k
2
L

L.lnL/1Cı
< 1; (1)

where k # kL is defined by (8) below. This is the origin of the .ln ln.1=t//1Cı correction

term, and reveals when we expect this correction term to be unnecessary: whenever

we can improve (1) on certain length scales. This is precisely what we do in our proof

of Theorem 2.4 (iii). The potentials constructed in Theorem 2.4 do not exhibit this

correction term for a.e. "; so is would be of interest to know if there are potentials that

yield spectral measures that achieve a dimension with this correction term.

The rest of our paper is organized in the following way. In Section 2, we build a

general Hausdorff dimension framework, and introduce the major definitions, models,

and results of our paper. In Section 3, we relate the Hausdorff dimension of a meas-

ure to tangential limits of its Borel transform. In Section 4, we apply these notions

to derive a subordinacy theory for half-line operators, proving Theorem 2.2 and the

first part of Theorem 2.3. In Section 5, we analyze the dimension of spectral meas-

ures associated to operators with sparse barrier potentials and prove Theorem 2.4. In

Section 6, we discuss the behavior of spectral measures under rank-one perturbations

and show that, under local perturbations, the spectrum of systems with exponentially

localized eigenfunctions remains at most a logarithmic-power dimension. Finally, in

Section 7 we use our general Hausdorff dimension framework to extend the quantum

dynamics theory of Last [23] to encompass our more general notion of dimension.

2. Preliminaries and main results

Now, we will give an overview of the relevant definitions for a discussion of general-

ized Hausdorff dimension.

Our analysis begins with the decomposition theory of Rogers and Taylor [25,

26]. The classical Lebesgue decomposition theorem provides a way to decompose

any measure into three pieces: an absolutely continuous piece, a singular continuous

piece, and a pure point piece. Rogers and Taylor used Hausdorff measures to further

decompose the singular continuous piece.

Definition 2.1. A Hausdorff dimension function, or gauge function, is a strictly

increasing differentiable function #W .0;1/ ! .0;1/ with

lim
t!0C

#.t/ D 0:

Definition 2.2. The #-dimensional Hausdorff measure, !$; is defined on the Borel

% -algebra as

!$.F / WD lim
ı!0

inf
ı-covers

°

1
X

iD1

#.jFi j/
±

:
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Observe that if #.t/ D t˛ then we arrive at the usual ˛-dimensional Hausdorff

measure.

Consider the family of all Hausdorff dimension functions, H and the partial order,

$; on H given by # $ ' if and only if

lim
t!0C

#.t/

'.t/
D 1:

It is easy to see that if limt!0C
$.t/
%.t/ D 0, then ' $ #: Additionally, we will define an

equivalence relation, %; on H by # % ' if and only if

0 < lim
t!0C

#.t/

'.t/
< 1:

We say that # - ' if and only if # $ ' or # % ':

Definition 2.3. We say F & H is a complete one-parameter family of comparable

Hausdorff dimension functions if F is a totally ordered subset of H which is order

isomorphic to a subinterval I & R: That is, if every pair #; ' 2 F obeys either # $ '

or ' $ #; and if there exists an interval I & R such that there is an order-preserving

bijection from F to I: Particularly, we can write

F D ¹#˛W ˛ 2 I; #˛ $ #ˇ () ˛ < ˇº:

For simplicity, since these are the only families we will work with in this paper,

we will simply call these comparable families or complete comparable families.

Remark 1. We may relax the order isomorphism condition slightly to allow for order

isomorphisms with boxes in Rn; for 1' n' 1; along with the lexicographical order.

All of our applications, however, use n D 1:

From this point forwards, we will restrict our attention to such families. Typ-

ical examples include the usual functions ¹t˛º˛2R used to define the usual Hausdorff

dimension, and even more generally, families of the form ¹#.t/˛º˛>0 for some fixed

#.t/ 2 H :

We can use the completely ordered family .F ;$/ to generalize the Hausdorff

dimension of sets and measures in a way that reduces, in a sense, to the classical

definition when F D ¹t˛W 0 < ˛ ' 1º:

Definition 2.4. Let F D
®

#˛ W ˛ 2 I & .0;1/; #˛ $ #ˇ iff ˛ < ˇ
¯

: The F -dimen-

sion of a set S; denoted dimF .S/; is given by

dimF .S/ D

8

ˆ

ˆ

<

ˆ

ˆ

:

˛0 if ˛0 2 I;

0 if ˛0 62 I and ˛0 < ˛ for all ˛ 2 I;

1 if ˛0 62 I and ˛0 > ˛ for all ˛ 2 I;

where ˛0 D sup ¹˛ 2 I W!$˛.S/ D 1º D inf ¹˛ 2 I W!$˛ .S/ D 0º :
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Remark 2. It is natural to ask that a “good” definition of the dimension of a set be

well defined for any Borel set and agree with the usual Hausdorff dimension when

applicable. We require the order isomorphism to be with an interval (or more gen-

erally, a box) to avoid the pathological behavior caused by the presence of “gaps,”

which can be illustrated in two examples:

1. first, we have the case of F D ¹t˛W ˛ 2 Œ0; 1&nQº ; which is unable to describe

the dimension of sets with usual Hausdorff dimension 1=2; since the notion of

supremum and infimum are not defined on F ;

2. second, we have the case of F D ¹t˛ W ˛ 2 .0; 1=3&[ Œ2=3; 1&º ; which is also

unable to describe the dimension of sets with usual Hausdorff dimension 1=2;

since the supremum and infimum will not agree.

Observe that this is a precise generalization of the normal Hausdorff dimension

when F contains only functions of the form t˛:

Unlike sets, a measure need not have an F -dimension, which motivates the fol-

lowing definitions:

Definition 2.5. We say that a measure ! is #-singular if there exists some setG such

that !.RnG/D 0 and !$.G/D 0: Similarly, we say that a measure ! is #-continuous

if !.S/ D 0 for every set S with !$.S/ D 0:

This leads us the notion of upper and lower dimension:

Definition 2.6. The upper F -dimension of a measure !; denoted dimC
F
.!/; is given

by

dimC
F
.!/ D

8

ˆ

ˆ

<

ˆ

ˆ

:

ˇ0 if ˇ0 2 I;

1 if ˇ0 62 I and ˇ0 > ˛ for every ˛ 2 I;

0 if ˇ0 62 I and ˇ0 < ˛ for every ˛ 2 I;

where ˇ0 D inf¹˛ 2 I W! is #˛-singularº : Similarly, we define the lower F -dimension

of a measure !; denoted dim!
F
.!/ is given by

dim!
F
.!/ D

8

ˆ

ˆ

<

ˆ

ˆ

:

( 0 if ( 0 2 I;

0 if ( 0 62 I and ( 0 < ˛ for every ˛ 2 I;

1 if ( 0 62 I and ( 0 > ˛ for all ˛ 2 I;

where ( 0 D sup ¹˛ 2 I W! is #˛-continuousº :

We can now define the F -dimension of a Borel measure !:

Definition 2.7. The F -dimension of a Borel measure !; denoted dimF .!/; is given

by

dimF .!/ D

´

dimC
F
.!/ if dimC

F
.!/ D dim!

F
.!/;

undefined if dimC
F
.!/ ¤ dim!

F
.!/:
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Related concepts we will occasionally use are the idea of zero-dimensional and

positive-dimensional Hausdorff measure functions.

Definition 2.8. We say a function # 2 H is a zero-dimensional Hausdorff dimension

function if #$ t˛ for every ˛ > 0:Analogously, we say a function ' 2 H is a positive-

dimensional Hausdorff dimension function if t˛ $ ' for some ˛ > 0:

Our approach here is, as far as we know, novel. Past work in this direction has

always dealt with studying the singularity and continuity of a measure with respect to

families of the form ¹#˛º˛2I ; whereas our notion of a complete family of Hausdorff

dimension functions allows us to consider more varied families, which allows us to

gain sharper results.

2.1. 1D Operators

First, we will examine dimensional properties of discrete Schrödinger operators on

the half-line. We define

.H! /.n/ D  .n " 1/C  .nC 1/C V.n/ .n/; (2)

along with a phase boundary condition

 .0/ cos" C  .1/ sin " D 0; (3)

where "&
2 < " ' &

2 and the potential V D ¹V.n/º1
nD1 is a sequence of real num-

bers. The study of operators of the form (2) along with the boundary condition (3) is

equivalent to the study of (2) with a Dirichlet boundary condition

 .0/ D 0;  .1/ D 1; (4)

along with a rank-one perturbation at the origin

V.1/ 7! V.1/" tan ":

So, without loss of generality, we will confine our attention to operators of the form (2)

on l2.ZC/ along with the Dirichlet boundary condition (4) and interpret the boundary

phase as applying the corresponding rank-one perturbation at the origin.

For these operators, it is known that the vector ı1; which is 1 for n D 1 and 0

otherwise, is cyclic, so the spectral problem reduces to the study of the spectral meas-

ure ! D !ı1
: The behavior of this spectral measure is related to the behavior of the

Weyl–Titchmarsh m-function, which in our case coincides with the Borel transform

of !:

F'.z/ D

Z

R

d!.x/

x " z
: (5)
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When there is no ambiguity, we will usually omit the dependence on ! and express

the Borel transform as F.z/: For a full discussion of this relationship, we refer the

reader to Simon [27]. Of particular note is that the Borel transform of a measure !

exists whenever
Z

d!.x/

jxj C 1
: (6)

We will assume all measures considered in this paper satisfy this condition.

Our first results will extend the Jitomirskaya–Last theory of power-law subordin-

acy [12], which is itself an extension of the Gilbert–Pearson theory [7, 8, 19], both of

which relate spectral properties of the operator (2) to solutions of the corresponding

Schrödinger equation

u.n " 1/C u.nC 1/C V.n/u.n/ D Eu.n/: (7)

More specifically, we will let kukL be the norm of u over the lattice interval of L:

That is,

kukL D
!

bLc
X

nD1

.ju.n/j2 C .L" bLc/ju.bLc C 1/j2/
"1=2

; (8)

where bLc is the integer part of L: We say that a solution u of (7) is subordinate if

lim
L!1

kukL
kvkL

D 0

for any other linearly independent solution v: The Gilbert–Pearson theory related

the absolutely continuous part of the spectral measure ! to those energies E for

which (7) has no subordinate solutions; likewise, the singular part of the spectral

measure ! is supported on the set of energies for which the solutions to (7) with the

Dirichlet boundary condition are subordinate. The Jitomirskaya–Last theory refined

the treatment of the singular part of the spectral measure to consider different kinds

of singular-continuous spectral measures based on the classification of those meas-

ures with respect to the usual power-law Hausdorff measures and dimensions using a

decomposition theory developed by Rogers and Taylor [25, 26]. Our treatment goes

further still and considers decompositions with respect to arbitrary families of Haus-

dorff measures, not just the usual power-law measures.

Given H! of the form (2), and E 2 R; we define u1 to be the solution to (7)

obeying the Dirichlet boundary condition

u1.0/ D 0; u1.1/ D 1I

and let u2 be the solution of (7) obeying the orthogonal boundary condition:

u2.0/ D 1; u2.1/ D 0:
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Given any " > 0; we define the length scale L."/ 2 .0;1/ as the length that yields

the equality

ku1k
!1
L."/ku2k

!1
L."/ D 2":

Another useful tool in studying operators of the form (2) is the n-step transfer

matrix ˆn."; E/: This is the matrix

ˆn."; E/ D

#

u1.nC 1/ u2.nC 1/

u1.n/ u2.n/

$

:

With this, we can define the upper Lyapunov exponent,

L"."; E/ D lim sup
n!1

1

n
ln kˆn."; E/k: (9)

We know of no explicit link between the operatorH and the local scaling behavior

of the spectral measure! in this regime, so we begin with an important technical result

relating the generalized Hausdorff dimension of a Borel measure to growth properties

of its Borel transform:

Theorem 2.1. DefineA0 D ¹0º ;A1 D .0;1/; andA2 D ¹1º : Suppose # is a Haus-

dorff dimension function satisfying #.t/ $ t˛; ˛ < 1: We have

lim sup
"!0C

!..x " "; x C "//

#."/
2 Ai

if and only if

lim sup
"!0C

"

#."/
ImF.x C i"/ 2 Ai ;

with i D 0; 1; 2:

Our first core result is a subordinacy theory extending the work of Jitomirskaya

and Last [12, 13], which links the generalized Hausdorff dimension of the spectral

measure ! to growth properties of u1 and u2:

Theorem 2.2. Let u1 and u2 be solutions of the equation Hu D Eu for E 2 R

obeying u1.0/ D 0; u1.1/ D 1; u2.0/ D 1; and u2.1/ D 0: Let #.t/ be a Hausdorff

measure function. We have

lim sup
"!0

"

#."/
F.E C i"/ D 1

if and only if

lim inf
L!1

#.ku1k
!1
L ku2k

!1
L /ku1k

2
L D 0:

Our second key result is a bound on the upper spectral dimension of a half-line

operator with positive upper Lyapunov exponent:
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Theorem 2.3. Let F D ¹#˛ W ˛ 2 I º be a family of comparable Hausdorff dimen-

sion functions such that for some ı; " > 0; we have ˛1; ˛2 2 I such that fı .t/ D

#˛1
; g.t/1!" D #˛2

2 F ; where

fı .t/ D
1

ln.1=t/.ln.ln.1=t///1Cı

and

g.t/ D
1

ln.1=t/
:

If the upper Lyapunov exponent is positive for every E in some Borel set A then

dimC
F
.!.A\ #//' ˛1:Moreover, there exists an operator of the form (2) with positive

upper Lyapunov exponent whose spectral measure ! obeys dim!
F
.!/ ( ˛2:

This improves upon an earlier result from [12] which was only able to conclude

that the power-law dimension was 0, and earlier results from Landrigan, which were

only able to conclude that the log-dimension was at most 1. There are two immediate

consequences of this result: (i) the lower dimension bound shows that Landrigan’s

log-dimension result is sharp; (ii) our upper dimension result reveals that there may be

examples of operators with positive upper Lyapunov exponent that have a dimension

strictly larger than ˛2:

While we do not know which of these bounds is sharp, by considering an operator

with a suitably sparse barrier potential, we are able to show that, with respect to a

suitable family, F ; the lower dimension above can coincide with the actual dimen-

sion for Lebesgue a.e. boundary phase. Let ˇ.x/ be a non-negative increasing convex

function such that ln.ˇ.x// is still convex. For example, we could take ˇ.x/ D ex :

Moreover, suppose that G.t/ D 1=ˇ!1.1=t2/ defines a zero-dimensional Hausdorff

dimension function. Let f j denote ˇ!1 composed with itself j -times. We will con-

sider any family of Hausdorff dimension functions, F D ¹#˛W ˛ 2 I º ; such that there

are ˛1; ˛2; and ˛3 2 I such that #˛1
D G.t/1=(f j .1=t2/!1; #˛2

D G.t/.1!"/=( and

#˛3
D G.t/1=(=.ln.ˇ!1.1=t///1Cı: That is, G.t/1=(f j .1=t2/!1; G.t/.1!"/=( and

G.t/1=(=.ln.ˇ!1.1=t///1Cı 2 F for some j ( 1 and ); ı > 0: Define length scales

inductively by L1 D 2;LnC1 D ˇ.Ln/
n and define a potential

V.n/ D

´

ˇ.Lk/
( n D Lk;

0 n 62 ¹Lkº1
kD1 :

A theorem of Simon and Spencer [29] ensures the resulting Schrödinger oper-

ator with potential as above has no absolutely continuous spectra, since one has

limn!1 jV.n/j D 1: Moreover, this potential does not satisfy the criterion for pres-

ence of pure point spectra from [21]. These two observations make the following

theorem particularly meaningful.
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Theorem 2.4. Let ); ˇ; G.t/; F ; #˛1
; #˛2

; #˛3
and V.n/ be as above. Let !! be

the spectral measure of the half-line operator .H!u/.n/ D u.nC 1/ C u.n " 1/ C

V.n/u.n/ with boundary phase ": Then

i. for every boundary phase "; the spectrum of H! consists of the interval

Œ"2;2& (which is the essential spectrum) along with some discrete point spec-

trum outside this interval;

ii. for every ";

˛2 ' dim!
F
.!! .."2; 2/\ #// ' dimC

F
.!! .."2; 2/\ #// ' ˛3I

iii. for Lebesgue a.e. "; dimC
F
.!/ ' ˛1:

In particular, if we take ˇ.x/ D ex ; ) D 1; then Theorem 2.4 proves the second

part of Theorem 2.3.

One of the most interesting parts of this theorem is that we only prove an exact

dimension result for a.e. boundary phase ": This is a limitation of our proof, where

we carefully study the existence of suitably decaying solutions in the case " D 0; and

interpret different boundary phases as consequences of particular rank-one perturba-

tions; by considering rank-one perturbations, we are able to deduce the existence of

similarly decaying solutions for other boundary phases, but lose a Lebesgue null set in

the process. A similar result is known to hold for every boundary phase when positive

power-law Hausdorff dimensions are considered, but the only proof we are aware of

requires more involved arguments involving quantum dynamics [31].

2.2. Systems with exponentially localized eigenfunctions

We then turn our attention to fractal properties of Schrödinger operators on the lattice

l2.Z"/; * ( 1:

First, we study what happens to the dimensional properties of spectral meas-

ures when we apply rank-one perturbations to operators with exponentially localized

eigenfunctions. More specifically, by the spectral theorem it is known that every

bounded self-adjoint operator on a Hilbert can be realized as AWL2.d!/ ! L2.d!/;

 7!  # x; for some suitable measure !: If we let ' 2 L2.d!/ be a cyclic unit vector,

then we can easily define the rank-one perturbation of A by ' as

A# D AC $h'; #i'; $ 2 R:

If we let !# denote the spectral measure of A# associated to '; and F# the Borel

transform of !#; then it is known that

F#.z/ D
F0.z/

1C $F0.z/
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which, in conjunction with our work relating dimensional properties of a measure to

growth properties of Borel transforms, allows us to study how the dimension of a

spectral measure is affected when it is under the effect of a rank-one perturbation.

We say that a self-adjoint operator on l2.Z"/ has semi-uniformly localized eigen-

functions (SULE) if and only if there is a complete set of orthonormal eigenfunctions,

¹'nº1
nD1 ; there is ˛ > 0 andmn 2 Z" ; n ( 1 and for each ı > 0; a Cı > 0 so that

j'n.m/j ' Cıe
ıjmnj!˛jm!mnj

for all m 2 Z" ; and n ( 1: Here j # j on the right hand side denotes any Z" norm.

It is known, [6], that if an operator H W l2.Z"/ ! l2.Z"/ has SULE, if H# D

H C $hı0; #iı0; and if ! and !# are the spectral measure for H and H# respectively

associated to ı0; then !# is zero-dimensional. We are able to improve this into

Theorem 2.5. Suppose H W l2.Z"/ ! l2.Z"/ has SULE and let F D ¹.ln.1=t//!˛W

0 < ˛ < 1º: Let H# D H C $hı0; #iı0: Let d! be the spectral measure of H asso-

ciated to ı0; and let d!# be the corresponding spectral measures for H#: Then, for

every $; dimF .supp.d!#// ' *:

2.3. Quantum dynamics

We now turn our attention to dynamical properties of Schrödinger operators on the

lattice l2.Z"/; * ( 1: Our main interest in this setting is in dynamical properties of

operators of the form

.H /.n/ D
X

jn!mjD1

 .m/C V.n/ .n/;

though much of our discussion applies to any self-adjoint Hamiltonian. A theory

based on the power-law dimension was developed by Last [23]. Notably, the the-

ory establishes an extremely useful connection between the continuity of a spectral

measure and the average growth of the moments of the corresponding position oper-

ator (see, e.g., [4, 20, 30, 31]). Our starting point is that the original theory of Rogers

and Taylor was actually developed in the generality that we are using; in particular,

the decomposition theory and the critical [23, Theorem 4.2] exist in our general set-

ting once a suitable notion of uniform Hölder continuity with respect to a general

Hausdorff dimension function is realized. This allows us to proceed in much the same

manner as Last.

A common application of Last’s theory is the notion of a transport exponent,

which relates to the average power-law growth of the pth moment of the position

operator. One of our most important results in this direction is the following.
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Theorem 2.6. IfH is self-adjoint on l2.Z"/ and P$c ¤ 0; where P$c is the ortho-

gonal projection on H$c ; then for each m > 0; there exists a constant C D C. ;m/

such that for every T > 1

hhjX jmiiT > C#.1=T /
!m=": (10)

We refer readers to Section 7 for the definition of H$c and the left hand side

of (10). This may be used to define a more general notion of transport exponent than

has previously been studied. Analysis of this transport exponent has been of central

importance in many dynamical results (see, e.g., [4,20,30,31]) and we hope to extend

this analysis in future work.

3. General Hausdorff dimension of sets and measures

The following characterization dates back to the original work of Rogers and Taylor

[25, 26]

Theorem 3.1. Let A be a Borel set, and let ! be a Borel measure. Then

1. !.# \A/ is #-singular if and only if

lim sup
"!0

!.x " "; x C "/

#."/
D 1

for !-a.e. x 2 A;

2. !.# \A/ is '-continuous if and only if

lim sup
"!0

!.x " "; x C "/

'."/
< 1

for !-a.e. x 2 A:

When ! is the spectral measure of some self-adjoint operator A; we know of no

direct relation between the local scaling behavior of ! and spectral properties of A:

To bridge the gap between the two, we will need to introduce the Borel transform, as

in [5]:

Definition 3.1. The Borel transform of a measure !; denoted F'.z/; is

F'.z/ D

Z

R

d!.x/

x " z
:

It is known that the Borel transform provides an alternate characterization to The-

orem 3.1 for the usual Hausdorff dimension, but it in fact applies to our more general

notion. Notably, we may now prove Theorem 2.1:
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Proof of Theorem 2.1. Let M ı
'.x0/ D !.x0 " ı; x0 C ı/: By definition, we have

ImF'.x0 C i"/ D "

1
Z

!1

d!.y/

.y " x0/2 C "2
(
1

2"
M "
'.x0/;

so
M "
'.x0/

#."/
' 2

"

#."/
ImF'.x0 C i"/:

Thus

lim sup
"!0C

M "
'.x0/

#."/
' 2 lim sup

"!0C

"

#."/
ImF'.x0 C i"/:

Hence, if the left hand side equals 1; then so does the right hand side. Analogously,

if the left hand side equals 0, then so does the right hand side.

On the other hand, suppose lim sup"!0
M "

!.x0/

$."/ < 1: Then we know that

M ı
'.x0/ ' C#.ı/;

for ı sufficiently small, so we have

lim sup
"!0C

"

#."/
ImF'.x0 C i"/ ' lim sup

"

#."/
jF'.x0 C i"/j

' lim sup
"

#."/

1
Z

!1

d!.y/

Œ.x0 " y/2 C "2&1=2

D lim sup
"

#."/

# Z

jy!x0j>1

C

Z

jy!x0j#1

$

D lim sup
"

#."/

Z

jy!x0j#1

d!.y/

Œ.x0 " y/2 C "2&1=2
:: (11)

Here (11) follows from the observation that

"

#."/

Z

jy!x0j>1

d!.y/

Œ.x0 " y/2 C "2&1=2
'

"

#."/
C.x0/ ! 0

where the inequality is a consequence of (6) and the limit is a consequence of # $

t˛ $ t:

We can then evaluate the remaining integral by integrating by parts, and by

observing that the boundary term at 0 vanishes:

lim sup
"

#."/

Z

jy!x0j#1

d!.y/

Œ.x0 " y/2 C "2&1=2



Fine dimensional properties of spectral measures 1271

D lim sup
"

#."/

1
Z

0

ı

."2 C ı2/3=2
M ı
'.x0/dı

' lim supC
"

#."/

1
Z

0

ı#.ı/

."2 C ı2/3=2
dı:

Now, we break the integral into two pieces:
R "
0 C

R 1
" and observe that the first piece is

uniformly bounded. The second piece can be bounded as

lim supC
"

#."/

1
Z

"

ı#.ı/

."2 C ı2/3=2
dı ' C

"

#."/

1
Z

"

#.ı/

ı2
dı:

Observe that either this is immediately obvious to be finite, or de l’Hôpital’s rule

applies to

1

#."/="

1
Z

"

#.ı/

ı2
dı:

Applying de l’Hôpital’s rule, the limit will coincide with

lim
"!0

#."/

#."/0" " #."/
:

This will be finite as long as
#."/

#."/0"

is bounded away from 1. Now, rewrite as

#0=#

1="
:

Since # $ t˛; we know that

lim
"!0

ln.#."//= ln."/ ' ˛:

However, de l’Hôpital’s rule also applies to this limit, which implies the desired

boundedness property.

This finally implies that the two desired lim sup are either both finite or infinite.

Moreover, if lim sup"!0C

M "
!.x0/

$."/ D 0 then the constant C above may be taken to be

arbitrarily small, ensuring that lim sup"!0C
"
$."/ ImF'.x0 C i"/D 0: This completes

our proof.
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4. Half-line subordinacy

Let H! be the self-adjoint operator defined on l2.ZC/ by

.H!u/.n/ D u.n " 1/C u.nC 1/C V.n/u.n/;

where ¹V.n/º1
nD1 is a sequence of real numbers along with the phase boundary con-

dition

u.0/ cos" C u.1/ sin" D 0:

Definition 4.1. We define the length scale L."/ as the length that yields the equality

ku1k
!1
L."/ku2k

!1
L."/ D 2":

Theorem 4.1. Let u1 and u2 be solutions of the equation Hu D Eu for E 2 R

obeying u1.0/ D 0; u1.1/ D 1; u2.0/ D 1; and u2.1/ D 0: Let #.t/ be a Hausdorff

measure function. We have

lim sup
"!0

"

#."/
F.E C i"/ D 1

if and only if

lim inf
L!1

#.ku1k
!1
L ku2k

!1
L /ku1k

2
L D 0:

Proof. This follows from [12, Theorem 1] and Theorem 2.1 above.

We now have two applications of this theorem to zero dimensional Hausdorff

dimension functions and positive dimension Hausdorff dimension functions.

Theorem 4.2. Let f .L/ be a continuous, strictly increasing function such that

1. f .0/ ( 0,

2. limL!1 f .L/ D 1, and

3. limL!1
L˛

f .L/ D 0 for every ˛ ( 1;

and let g.t/ D 1
t.ln t/1Cı : Suppose that for every E in some Borel set A; we can find a

solution, v D au1 C bu2; to Hv D Ev that satisfies

lim sup
L!1

kvk2L
f .L/

( 1:

Let F D ¹#˛W ˛ 2 I º be any family of comparable Hausdorff dimension functions

such that there is ˛1 2 I such that #˛1
D g.f !1. jbj2

1!jbj2"
t!2//; for some constant jbj

and 0 < " < 1=jbj2: Then dimC
F
.!.A\ #// ' ˛1:
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Proof. It is known that ! is supported on the set of energies E for which u1 satisfies

the inequality

lim sup
L!1

ku1k
2
L

L.lnL/1Cı
< 1; (12)

for every ı > 0; so we may restrict our attention to those energies. For everyE 2 A;v

must be a linear combination of u1 and u2; say v D au1 C bu2: Thus, for every L;

kvkL ' jajku1kL C jbjku2kL:

By our choice of f; and our restriction on the energies, E; we see that we must have

b ¤ 0; so

ku2kL (
kvkL " jajku1kL

jbj
:

Hence, we must also have

lim sup
L!1

ku2k
2
L

f .L/
(

1

jbj2
(13)

for all such E: Now, (12) implies

ku1kL < CL
1=2.lnL/.1Cı/=2

for some constant C > 0; and (13) implies

ku2k
2
Ln
>

! 1

jbj2
" "

"

f .Ln/

for some sequence Ln ! 1 and every 0 < " < 1
jbj2
:

Now, consider "n such that Ln D L."n/: We have

g
!

f !1
! jbj2

1 " jbj2"
ku1k

2
Ln

ku2k
2
Ln

""

ku1k
2
Ln

D
ku1k2Ln

f !1. jbj2

1!jbj2"
ku1k

2
Ln

ku2k
2
Ln
/.ln.f !1/. jbj2

1!jbj2"
ku1k

2
Ln

ku2k
2
Ln
//1Cı

.
Ln.lnLn/

1Cı

f !1.f .Ln// ln.f !1.f .Ln///1Cı
D 1:

Thus, if g.f !1. jbj2

1!jbj2"
t!2// $ #.t/ it is easy to see that

lim
Ln!1

#.ku1k
2
Ln

ku2k
2
Ln
/ku1k

2
Ln

D 0:

We now finish by appealing to Theorem 2.2.
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Corollary 4.1. Let f .t/;g.t/; and F be as in Theorem 4.2. Moreover, suppose #˛1
as

before with jbj D 1: Let ˆn."; E/ be the n-step transfer matrix associated to Hu D

Eu along with the boundary condition ": Suppose

lim sup
L!1

1

f .L/

L
X

nD1

kˆn."; E/k
2 ( 2

for every E in some Borel set A: Then dimC
F
.!.A\ #// ' ˛1:

Proof. Recall that

ˆn."; E/ D

#

u1.nC 1/ u2.nC 1/

u1.n/ u2.n/

$

so

kˆn."; E/k
2 ' ju1.nC 1/j2 C ju1.n/j

2 C ju2.nC 1/j2 C ju2.n/j
2;

and summing yields

L
X

nD1

kˆn."; E/k
2 ' 2.ku1k

2
L C ku2k

2
L/:

Thus, we conclude that (13) holds, so Theorem 4.2 yields our result.

Using Corollary 4.1, we can now prove Theorem 2.3:

Proof of Theorem 2.3. Positive upper Lyapunov exponent yields

kˆnk
."; E/k > enk .L

!.E/=2/

for some subsequence nk: Thus, we may apply the corollary with

f .L/ D eL.L
!.E/=2/

to see that

dimC
F
.!.A\ #// $

2

L".E/ ln. 1
1!" t

!2/.ln.2 ln. 1
1!" t

!2//1Cı=L".E//
:

Note that

ln
! 1

1 " "
t!2

"

D ln.t!2/ " ln.1 " "/

and

!

ln
!

2 ln
! 1

1 " "
t!2

"""1Cı
D .ln 4 " ln.

1

2
ln.1 " "/C ln.t!1///1Cı :
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In both of these, the ln.1 " "/ and ln 4 terms do not contribute meaningfully to the

limit as t ! 0; so we can see that

2

L".E/ ln. 1
1!" t

!2/.ln.2 ln. 1
1!" t

!2//1Cı=L".E//
%

1

ln.1=t/.ln.ln.1=t///1Cı
;

where % here is meant as the equivalence relation defined on the family of all Haus-

dorff dimension functions, H : The second part of the theorem follows from The-

orem 2.4, which is proved in the next section.

We also have

Theorem 4.3. Let f .L/ D Lg.L/ be a continuous, strictly increasing function such

that (1) f .0/ ( 0 and (2) lim supL!1 g.L/ D ˛ 2 .1;1/: Let

#ˇ .t/ D
t2=.1Cˇ/

.ln t/2ˇ=.1Cˇ/

and suppose F is a family of comparable Hausdorff dimension functions that contains

#ˇ for some ˇ < ˛: Suppose that for every E in some Borel set A; we can find a

solution, v; to Hv D Ev that satisfies

lim sup
L!1

kvk2L
f .L/

> 0:

Then dimC
F
.!.A\ #// ' ˇ:

Proof. As before, we have the following bounds on ku1k and ku2k:

ku1kL . L1=2 lnL

and

ku2k
2
Ln

& f .Ln/

for some sequence Ln ! 1: Taken together, we have

#ˇ .ku1k
!1
Ln

ku2k
!1
Ln
/ku1k

2
Ln

D
ku1k

2ˇ=.1Cˇ/
Ln

ku2k
2=.1Cˇ/
Ln

.ln.ku1kLnku2kLn//
2ˇ=.1Cˇ/2=.1C ˇ/

.
Lˇ=.1Cˇ/
n ln.Ln/

2ˇ=.1Cˇ/

Lg.Ln/=.1Cˇ/
n .g.Ln/ ln.Ln//2ˇ=.1Cˇ/

D
L

ˇ"g.Ln/
1Cˇ

n

g.Ln/
2ˇ

1Cˇ

! 0:

We now finish by appealing to Theorem 2.2.

There is also an analogous version of Corollary 4.1.
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5. Proof of Theorem 2.4

Let ˇ.x/ be a non-negative increasing convex function such that ln.ˇ.x// is still

convex. For example, we could take ˇ.x/ D ex : Moreover, suppose that G.t/ D

1=ˇ!1.1=t2/ defines a zero dimensional Hausdorff dimension function. Let f j

denote ˇ!1 composed with itself j -times. We will consider any family of Hausdorff

dimension functions, F D ¹#˛ W ˛ 2 I º ; such that there are ˛1; ˛2; and ˛3 2 I and

j ( 1, ); ı > 0 such that

#˛1
D G.t/1=(f j .1=t2/!1;

#˛2
D G.t/.1!ı/=(;

#˛3
D G.t/1=(=.ln.ˇ!1.1=t///1Cı:

Define length scales inductively by L1 D 2;LnC1 D ˇ.Ln/
n and define a potential

V.n/ D

´

ˇ.Lk/
( n D Lk;

0 n 62 ¹Lkº1
kD1 :

We will begin with an elementary lemma which will be useful:

Lemma 5.1. Let ˇ.x/ be defined as above. Then ˇ!1.xy/ ' ˇ!1.x/ C ˇ!1.y/ for

every x; y ( 0:

Proof. Since ˇ is increasing, this inequality is trivial if x D 0 or y D 0; so suppose

x; y > 0: Then we can write x D ex1 and y D ey1 for some x1 ¤ "y1 2 R: Since

ln.ˇ.x// is convex, the inverse, ˇ!1.ex/; is concave. Define f .x/ D ˇ!1.ex/: Then

we have

ˇ!1.xy/ D f .x1 C y1/:

Since positive concave functions are subadditive, we have

f .x1 C x2/ ' f .x1/C f .x2/ D ˇ!1.x/C ˇ!1.y/:

Hence, ˇ!1.xy/ ' ˇ!1.x/C ˇ!1.y/:

Now, we may turn our attention to a proof of Theorem 2.4:

Proof of Theorem 2.4 (i). It is well known [12] that the essential spectrum is con-

tained in the interval Œ"2; 2&; so it just remains to prove the dimension result.

Proof of Theorem 2.4 (ii). For simplicity, we will prove the theorem for ) D 1: The

proof of the general case is similar. Let I D Œa; b& & ."2; 2/ It suffices to prove the

theorem for !! .I \ #/:

Let ˛.x/ be defined such that ˇ.x/ D x˛.x/:
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First, we will prove that dimC
F
.!! .I \ #// ' ˛3 for every boundary phase ": For

every E 2 I;m > k ( 0; let

ˆk;m.E/ D Tm.E/Tm!1.E/ # # #TkC1.E/

where

Tn.E/ D

#

E " V.n/ "1

1 0

$

:

Since det.ˆk;m.E//D1; it follows that kˆ!1
k;m.E/kDkˆk;m.E/k

!1: For any n2ZC;

if Ln ' k < m < LnC1; then ˆk;m.E/ is the same as the transfer matrix for the

free Laplacian. In particular, there exists some constant CI ; depending only on the

interval I; such that 1 ' kˆk;m.E/k ' CI for any such k;m and E 2 I: Moreover,

for any n 2 ZC; we have

ˆLn!1;Ln.E/ D TLn.E/ D

#

E " V.Ln/ "1

1 0

$

;

and so

max ¹1; V .Ln/ " 2º ' kTLn.E/k ' V.Ln/C 3:

If we consider some n 2 ZC and Ln ' m < LnC1; then we have

ˆ0;m.E/ D ˆLn;mTLnˆLn"1;Ln!1TLn"1
# # #ˆL1;L2!1TL1

ˆ0;L1!1:

Thus, we see that

kˆm.E/k ' C nC1
I

n
Y

kD1

.V .Lk/C 3/ ' C n1

n
Y

kD1

L
˛.Lk/
k ' C n1

!

n
Y

kD1

Lk

"˛.Ln/
;

where C1 is some constant. Similarly, for large n; we also have

kˆm.E/k (
!

C nC1
I

n!1
Y

kD1

.V .Lk/C 3/
"!1

.V .Ln/ " 2/

( C!n
2

!!

n!1
Y

kD1

Lk

"!1
Ln

"˛.Ln/
;

where C2 is some constant. Since LnC1 D ˇ.Ln/
n; we see that we can take n suffi-

ciently large so that

Ln

ˇ!1.Ln/
<

!

n!1
Y

kD1

Lk

"!1
Ln <

n
Y

kD1

Lk < Lnˇ
!1.Ln/:
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Similarly, for any " > 0 and n large enough we have C n1 < ˇ!1.Ln/
" and C n2 <

ˇ!1.Ln/
": Hence, for any Ln ' m < LnC1;

! Ln

ˇ!1.Ln/

"˛.Ln/
ˇ!1.Ln/

!" ' kˆm.E/k '
%

Lnˇ
!1.Ln/

&˛.Ln/
ˇ!1.Ln/

": (14)

Set h.m/ D ˇ.m/: By taking m D Ln; we have

1

h.m/

m
X

kD1

kˆkk2 ( L!˛.Ln/
n

! Ln

ˇ!1.Ln/

"2˛.Ln/
ˇ!1.Ln/

!2"

D L˛.Ln/
n ˇ!1.Ln/

!2˛.Ln/!2" (15)

By our assumptions on ˇ; (15) ! 1: Corollary 4.1 now yields

dimC
F
.!! .I \ #// ' ˛3;

for every boundary phase " as desired.

Now, we will prove that dim!
F
.!!.I \ #// ( ˛2 for every boundary phase ": By

Theorem 2.2, it suffices to prove that for every E 2 I

lim inf
L!1

.ˇ!1.ku1k
2
Lku2k

2
L//

ı!1ku1k
2
L > 0:

First, note that we have ju1.m/j
2 C ju2.m/j

2 ( kˆm.E/k
!2:We see, by (14) and

our choice of Ln; for sufficiently large n and Ln ' m < LnC1;

ku1k
2
m >

1

2

!

.Ln "Ln!1/
! Ln!1

ˇ!1.Ln!1/

"!2˛.Ln"1/
C l

! Ln

ˇ!1.Ln/

"!2˛.Ln/"

(
Ln

ˇ!1.Ln/
C l

! Ln

ˇ!1.Ln/

"!2˛.Ln/
; (16)

where l D m "Ln C 1: Similarly, we have

ku2k
2
m < Ln.Ln!1ˇ

!1.Ln!1//
2˛.Ln"1/ C l.Lnˇ

!1.Ln//
2˛.Ln/

' Lnˇ
!1.Ln/C l.Lnˇ

!1.Ln//
2˛.Ln/: (17)

For simplicity, let

An D
Ln

ˇ!1.Ln/
; Bn D

! Ln

ˇ!1.Ln/

"!2˛.Ln/
;

Cn D Lnˇ
!1.Ln/; Dn D .Lnˇ

!1.Ln//
2˛.Ln/;

so that (16) becomes ku1k2m > An C lBn and similarly (17) becomes ku2k2m < Cn C

lDn: By combining (16), (17) and (12), and letting 1' l < LnC1 "Ln C 1;we obtain
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.ˇ!1.ku1k
2
Lku2k

2
L//

ı!1ku1k
2
L

( .ˇ!1..Cn C lDn/.m.ln.m//
2///ı!1.An C lBn/

D
An C lBn

.ˇ!1..Cn C lDn/.l C Ln " 1/.ln.l C Ln " 1//2//1!ı
) Fn;ı.l/:

We now need to analyze lower bounds for Fn;ı.l/ for 1 ' l < LnC1 " Ln C 1;

so consider the two cases:

Case 1. lBn ' An;

Case 2. lBn ( An.

We can see that Case 1 is equivalent to the case where l ' DnCnL
!2"
n and Case 2 is

equivalent to the case where l ( DnCnL
!2"
n :

Considering Case 1, we have

Fn;ı.l/ (
An

.ˇ!1..Cn C CnL!2"
n D2

n/.l C Ln " 1/.ln.l C Ln " 1//2//1!ı

(
An

.ˇ!1..2CnL!2"
n D2

n/.2DnCnL
!2"
n / ln.2DnCnL!2"

n ///1!ı

D
An

.ˇ!1.4D3
nC

2
nL

!4"
n ln.2DnCnL!2"

n //1!ı

(
An

.ˇ!1.4D3C1=2
n C 2C1=2

n L!4"!1=2
n //1!ı

:

We can now appeal to Lemma 5.1 and the fact thatDn D ˇ.Ln/
2.1C"/L"n to obtain

An

ˇ!1.4D3C1=2
n C 2C1=2

n L!4"!1=2
n //1!ı

(
L1!"
n

KL1!ı
n

;

for some constantK >0: Since we may take " arbitrarily small by taking n sufficiently

large, we conclude that this limits to 1 for every ı > 0:

Now, considering Case 2, we have

Fn;ı.l/ (
An C lBn

.ˇ!1.KlDn.2l/.ln.2l//2//1!ı

(
An C lBn

.ˇ!1.K/C 2ˇ!1.l/C ˇ!1.Dn/C ˇ!1..ln.2l//2//1!ı
! 1:

Thus, for every ı > 0; Fnı.l/ ! 1 as n; l ! 1; which completes our proof.

Proof of Theorem 2.4 (iii). Once again, we will consider )D 1:We will show that for

Lebesgue a.e. E; and a.e. "; the equation Hu D Eu has solutions with appropriate

decay properties.
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Fix "0 D 0; and letH DH!0
: For eachm 2 ZC; letGm be the operator on l2.ZC/

given by

hıi ; Gmıj i D ıi;m!1ıj;m C ıi!1;mıj;m!1:

For each k 2 ZC; define new operators

H 0
k D H "GLk

and yHk D H "GLk
"GLkC1;

and for every z 2 C; define the resolvent operators

G.z/ D .H " z/!1; G0
k.z/ D .H 0

k " z/!1 and yGk.z/ D . yHk " z/!1:

Moreover, for i; j 2 ZC; let the corresponding Green’s functions be given by

G.i; j; z/ D hıi ; G.z/ıj i;

G0
k.i; j; z/ D hıi ; G

0
k.z/ıj i;

yGk.i; j; z/ D hıi ; yGk.z/ıj i:

Now, considering some n > Lk ; we can use the resolvent identity

G.z/ D G0
k.z/ "G.z/GLk

G0
k.z/

to obtain

G.1; n; z/ D "G.1;Lk " 1; z/G0
k.Lk; n; z/: (18)

A similar computation with G0
k.z/; yields the identity

G0
k.z/ D yGk.z/ " yGk.z/GLkC1G

0
k.z/;

so we have

G0
k.Lk; n; z/ D " yGk.Lk; Lk; z/G

0
k.Lk C 1; n; z/

D
"1

V.Lk/ " z
G0
k.Lk C 1; n; z/: (19)

Together, (18) and (19) yield

G.1; n; z/ D G.1;Lk " 1; z/G0
k.Lk C 1; n; z/

1

V.Lk/ " z
:

Whenever z D E C i"; " > 0; we see thatG.i; j; z/ andG0
k.i; j; z/ have the form (5)

and thus are Borel transforms of signed measures. We know (see, e.g., [28] for details)

that Borel transforms have finite non-tangential limits a.e. on the real axis:

jG.i; j; E/j D jG.i; j; E C i0/j < C1
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and

jG0
k.i; j; E/j D jG0

k.i; j; E C i0/j < C1:

Let us also recall Boole’s equality for Borel transforms of singular measures: if

F.z/ is the Borel transform of a singular measure on R such that !.R/ D 1; then for

any $ > 0; we have j ¹EW f .E/ > $º j D 2=$: Since we have already shown that the

spectral measures of H for any vector ıi are singular (Theorem 2.4 (ii) above), we

conclude that

j¹EW jG.i; j; E/j > $ºj ' 4=$ and j¹EW jG0
k.i; j; E/j > $ºj ' 4=$:

From this, we deduce that for any j ( 1; ( > 0; k > 1; n > Lk and E 2 ."2; 2/;

ˇ

ˇ

ˇ

°

EW jG.1; n;E/j >
f j .Lk/

)

V.Lk/ " 2

±
ˇ

ˇ

ˇ
'

8

f j .Lk/)=2
;

where f .x/ D ˇ!1.x/ and f j .x/ is the j -fold composition of f with itself. Let us

now fix j ( 1: By our choice of Lk ;
P1
kD2.f

j .Lk//
!)=2 < 1 for every j ( 1 and

( > 0: By the Borel–Cantelli lemma, for Lebesgue a.e. E 2 ."2; 2/; there exists a

K.E; j / such that for any k > K.E; j / and n D Lk C 1 or Lk C 2;

jG.1; n; e/j '
f j .Lk/

)

V.Lk/ " 2
: (20)

Now, if E is such that the sequence un D ¹G.1; n;E/º1
nD1 exists, it necessarily

solves the equationHu D Eu for n > 2: Thus, for any Lk C 2 < n ' LkC1; we can

recoverG.1; n;E/ using G.1;Lk C 1;E/ and G.1;Lk C 2;E/ and the action of the

free transfer matrix:
#

G.1; nC 1;E/

G.1; n;E/

$

D ˆLkC2;n.E/

#

G.1;Lk C 2;E/

G.1;Lk C 1;E/

$

:

Since we know that the free transfer matrix is bounded, we have kˆLkC2;n.E/k '

C.E/ forLk C 2<n<LkC1 andE 2 ."2;2/:Hence, forLk <n'LkC1; (20) holds

for the same full measure set of E as above and k > K.E/:

It now follows that for Lebesgue a.e. E 2 ."2; 2/; there exists a solution v of

Hu D Eu with jv.0/j2 C jv.1/j2 D 1 and a constant C D C.E/; such that for suffi-

ciently large k and n > Lk;

jv.n/j < C
f j .Lk/

)

V.Lk/
D Cf j .Lk/

)ˇ.Lk/
!1 D Cf j .Lk/L

!1=k
kC1 :

Moreover, since there can be at most one subordinate solution of Hu D Eu with the

normalization property jv.0/j2 C jv.1/j2 D 1which is decaying, v must be the unique
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subordinate solution ofHu D Eu:We also have, form 2 ZC; Ln < m ' LnC1 with

n sufficiently large,

kvk2m D
m

X

jD1

jv.j /j2

D

Lk.E/
X

jD1

jv.j /j2 C
m

X

jDLk.E/C1

jv.j /j2

' C.E; v/C C

n
X

iDk.E/

LiC1f
j .Li /

2)L!2=i
iC1

' C.E; v/C Cf j .Ln/
2)LnC1:

Now, we return to consideringH! ; where " can vary. Recall that we can viewH!
as H along with an appropriate rank-one perturbation at the origin. By the theory of

rank-one perturbations (again, we refer readers to [28] for full details), it is known

that for any set A & R with jAj D 0; we have !.A/ D 0 for Lebesgue a.e. boundary

phase ": Since the set of energies for with the solution v above does not exist is

a Lebesgue null set, we can conclude that for a.e. boundary phase "; the associate

spectral measure ! is supported on the set of E where the solution v above exists.

Furthermore, since ! must also be supported on the set of energies for which u1 is

subordinate, it follows that for a.e. " and a.e. E with respect to !; u1 must coincide

with v above.

For this u1 andm D Ln C LnL
2=n
nC1; we have

ku1k
2
m D

Ln
X

jD1

ju1.j /j
2 C

m
X

LnC1

ju1.j /j
2

' C.E; v/C Cf j .Ln!1/
2)Ln C C.m " Ln/f

j .Ln/
2)L

!2=n
nC1

D C.E; v/C Cf j .Ln!1/
2)Ln C Cf j .Ln/Ln

' C.1C f j .Ln/
2)Ln/:

On the other hand, a similar analysis yields

ku2k
2
m ( Lnˇ.Ln/

2ˇ!1.Ln/
!1

for m D Ln C LnL
2=n
nC1:

Thus, if gk.x/ D .ˇ!1.1=x2/f k.1=x2//!1; and m D Ln C LnL
2=n
nC1; then

gk.ku1k
!1
m ku2k

!1
m /ku1k

2
m

'
C.1C f j .Ln/

2)Ln/

ˇ!1.Lnˇ.Ln/2ˇ!1.Ln/!1/f k.Lnˇ.Ln/2ˇ!1.Ln/!1/
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'
C.1C f j .Ln/

2)Ln/

2Lnf k!1.Ln/
:

Since this limits to 0 whenever k ' j; and since j ( 1 was arbitrary, we conclude that

dimC
F
.!.A\ #// ' ˛1:

6. Rank one perturbations: general results

We will now consider a probability measure ! on R and the self-adjoint operator

H WL2.d!/ ! L2.d!/ given by multiplication by x: Let ' be any cyclic unit vector

in L2.d!/:We define the rank one perturbation of H by ' as

H# D H C $h'; #i'; $ 2 R:

We will let !# denote the spectral measure associated toH# and ': Let F# denote the

Borel transform of !#; and write F0 D F: Then

F#.z/ D
F.z/

1C $F.z/
;

ImF#.z/ D
ImF.z/

j1C $F.z/j2
;

d!#.x/ D lim
x!"C

1

+
ImF#.x C i"/dx;

!#;sing is supported by ¹xWF.x C i0/ D "1=$º :

In addition to the Borel transform, we define

G.x/ D

Z

d!.y/

.x " y/2
:

It is well know that

®

xWG.x/ < 1; F .x C i0/ D "$!1
¯

D set of eigenvalues of H#:

Lemma 6.1. Let F be a family of comparable Hausdorff measure functions and let

f D #˛1
2 F : Suppose that for a family of intervals An; we have

jAnj ' f !1.bn/

where bn ( 0 is a summable sequence of real numbers. Then dimF .lim supAn/' ˛1:

Proof. Fix g 2 F such that f $ g: That is, limf .t/=g.t/D 1; so g.t/' f .t/: Thus,

g!1.t/ ( f !1.t/: Since f is a Hausdorff dimension function, f !1.t/ ! 0 as t ! 0:
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Hence, jAnj ! 0; so given ı; we can choose Nı so that jAnj ' ı for n ( Nı : Then,

for m ( Nı ;
S1
nDm An is a ı-cover of lim supAn: Thus,

1
X

nDm

g.jAnj/ '
1

X

nDm

g.f !1.bn// '
1

X

nD1

g.g!1.bn// < 1:

Thus, as m ! 1; we have
P1
nDm g.jAnj/ ! 0: We conclude that

lim
ı!0

inf
ı-covers

°

1
X

iD1

g.jFi j/
±

D 0:

Thus, dimF .lim supAn/ < #ˇ for every ˇ > ˛1; so dimF .lim supAn/ ' ˛1:

Theorem 6.1. Let f .t/ be a zero dimensional Hausdorff dimension function, let F D

¹#˛ D f .t˛/W ˛ > 0º ; and suppose d!.E/ D
P1
nD1 andıEn.E/ where an obeys the

condition that

janj ' f !1.bn/;

where bn is a summable sequence of positive real numbers. Then, for every $, we have

dimF .supp.d!#// ' 2:

Proof. LetG.x/ be defined as above and let S D ¹xWG.x/D 1; x 62 ¹Eiº
1
iD1º: Then,

the Aronszajn–Donoghue theory [27] says that, for any $¤ 0; d!sc# is supported by S;

Thus, the spectral measure d!# is supported by S [ ¹eigenvalues of H#º : Since the

set of eigenvalues is countable, it will not contribute to the dimension of supp.d!#/;

so it suffices to prove that S has dimF .S/ ' 2:

Fix " > 0; let cn;" D 1
2 janj1=2!" and let A"n D ŒEn " cn;"; En C cn;"&: Then,

jA"nj D 2cn;" D janj
1=2!" ' f !1.bn/

1=2!":

Now, by Lemma 6.1, for every " > 0 and every f .t2=.1!2"// $ g.t/ we have

!g.lim supA"n/ D 0:

Now, it remains to show that S & lim supA"n for every ": That is, it remains to

show that if x 62 lim supA"n and x 62 ¹Enº
1
nD1 ; then G.x/ < 1: If x 62 lim supA"n,

then, for some N0; we must have x 62
S1
nDNo

A"n: Now, observe that

G.x/ D
1

X

nD1

an

jx " Enj2
D

N0
X

nD1

an

jx " Enj2
C
N1
X

nDN0

an

jx " Enj2

' C C
1

X

nDN0

an

c2n;"
' C C

1
X

nDN0

2a2"n ' C C
1

X

nDN0

2f !1.bn/
2":
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The first sum is bounded because x 62 ¹Enº1
nD1 : Since f is a zero dimensional Haus-

dorff dimension function, t˛ $ f !1.t/ for every ˛ > 0; so f !1.bn/
2" is summable, so

we haveG.x/ <1: Thus, S & lim supA"n for every ": Thus, dimF .S/ ' 2=.1" 2"/

for every " > 0: By our definition of F ; it follows that dimF .S/ ' 2:

By considering the larger family G D ¹f .t˛/ˇ W ˛; ˇ > 0º; we can actually take

bn D 1=n in the above theorem and conclude with the same result, for a suitably

redefined choice of indices #) :

Definition 6.1. Let H be a self-adjoint operator on l2.Z"/: We say that H has

semi-uniformly localized eigenfunctions (SULE) if H has a complete set ¹'nº1
nD1

of orthnormal eigenfunctions, there is ˛ > 0 and mn 2 Z"; n D 1; : : : ; and, for each

ı > 0; a Cı so that

j'n.m/j ' Cıe
ıjmnj!˛jm!mnj

for all m 2 Z" and n D 1; 2; : : : :

Lemma 6.2 ([5]). Suppose thatH has SULE. Then, there areC andD and a labeling

of eigenfunctions so that

j'n.0/j ' C exp."Dn1="/:

Theorem 6.2. Suppose H has SULE and let F D ¹.ln.1=t//!˛W 0 < ˛ < 1º : Let

H# D H C $hı0; #iı0: Let d! be the spectral measure of H associated to ı0; and let

d!# be the corresponding spectral measures for H#: Then, for every $;

dimF .supp.d!#// ' *:

Proof. Let ! be the spectral measure associated to H and ı0; and !# the spectral

measures of H#: Observe that we have

ı0 D
1

X

nD1

'n.0/'n:

Set an D 'n.0/:We can see that

d!.E/ D
1

X

nD1

andıEn ;

where En is the eigenvalue associated to the eigenfunction 'n: By Lemma 6.2, we

have janj ' C exp."Dn1="/ D C=f !1.n/:We can see that f .n/ D .! ln.n/
D /"; so, by

Theorem 6.1, we conclude that, for every $; dimF .supp.d!#// ' *:
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7. Dynamical bounds

Consider a separable Hilbert space H and H WH ! H a self-adjoint operator. Let us

fix a vector  2 H with k k D 1: The time evolution of  is given by

 .t/ D e!iHt :

We now introduce the following notation:

hAi .t/ D h .t/; A .t/i

for any operator A on H; and

hf iT D hf .t/iT D
1

T

T
Z

0

f .t/dt

for any measurable function f:

We also have the moments of the position operator in l2.Z"/:

jX jm D
X

n2Z"

jnjmhın; #iın:

Definition 7.1. Let ! be a finite Borel measure, and let # be a Hausdorff dimension

function. We say the measure ! is uniformly #-Hölder continuous (U#H) if there

exists a constant C > 0 such that !.I / < C#.jI j/ for sufficiently small intervals I:

Definition 7.2. Let H be a self-adjoint operator on a Hilbert space H:We denote the

#-continuous subspace as

H$c WD ¹ 2 HW! is #-continuousº:

Theorem 7.1 (Rogers and Taylor [25]). Let ! be a finite Borel measure on R and let

# be a Hausdorff dimension function. Then ! is #-continuous if and only if for each

" > 0 there are mutually singular Borel measures!"1;!
"
2; such that d!D d!"1 C d!"2;

!"1 is U#H, and !"2.R/ < ":

Theorem 7.2. Let # be a Hausdorff dimension function and

Huh.#/ D ¹ W! is U#Hº:

Then

Huh.#/

is a vector space and

Huh.#/ D H$c :
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Proof. The only non-trivial vector space property is that Huh.#/ is closed under lin-

ear combinations, so that is all we will prove here. Let  1;  2 2 Huh.#/; and let

' D a 1 C b 2: By assumption, there are constants C1 and C2 and ı > 0 such

that ! 1
.I / < C1#.jI j/ and ! 2

.I / < C2#.jI j/ for all intervals I with jI j < ı: For

such I; let PI denote the spectral projection on I: Then,

!'.I / D h'; PI'i

D ha 1 C b 2; aPI 1 C bPI 2i

' jaj2h 1; PI 1i C jbj2h 2; Pi 2i C 2jajjbjjh 1; PI 2ij:

Now,

jh 1; PI 2ij '
p

h 1; PI 1ih 2; PI 2i

'
1

2
.h 1; Pi 1i C h 2; PI 2i/;

so we have

!'.I / ' jaj2h 1; PI 1i C jbj2h 2; Pi 2i C 2jajjbjjh 1; PI 2ij

' .jaj2 C jajjbj/h 1; PI 1i C .jbj2 C jajjbj/h 2; PI 2i

D .jaj2 C jajjbj/! 1
.I /C .jbj2 C jajjbj/! 2

.I /

' C1.jaj2 C jajjbj/#.jI j/C C2.jbj2 C jajjbj/#.jI j/

D C#.jI j/:

Thus, Huh.#/ is a vector space.

Since Theorem 7.1 implies that Huh.#/ & H$c ; we have Huh.#/ & H$c : Since

H$c is closed, we have Huh.#/& H$c :By Theorem 7.1, we can decompose d!';' 2

H$c ; into a sum of mutually singular measures: d!' D d!"1 C d!"2; where d!"1 is

U#H and d!"2.R/ < ": Let S" be a Borel set that supports !"2 such that !"1.S"/ D 0;

and let PS" denote the spectral projection on S": We have

' D PS"' C .1 " PS"/'

with PS"' 2 Huh.#/ and k.1" PS"/'k2 < ": Thus, ' is the norm-limit of vectors in

Huh.#/; so H$c & Huh.#/

Lemma 7.1. If ! is U#H, then there exists a constant C D C. / such that for any

' 2 H with k'k ' 1; we have

hjh'; .t/ij2iT < C#.1=T /:

Remark 3. This is simply [23, Lemma 3.2] converted into the general gauge function

setting. The proof is identical, but we will provide it below for convenience.
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Proof. The spectral theorem implies that H restricted to the cyclic subspace spanned

by  is unitarily equivalent to multiplication by x on L2.R; d! /: Thus, for each

' 2 H, there exists f' 2 L2.R; d! / with kf'k2 ' k'k such that

h'; .t/i D h'; e!iHt i D

Z

e!ixtf'.x/d! .x/:

By definition, in conjunction with the above,

hjh'; .t/ij2iT D

Z

R

Z

R

f'.x/f'.y/e
!.x!y/2T 2=4d! .y/d! .x/

'

Z

R

Z

R

jf'.x/jjf'.y/je
!.x!y/2T 2=8e!.x!y/2T 2=8d! .y/d! .x/:

Applying the Cauchy–Schwartz inequality in the y variable yields

hjh'; .t/ij2iT '

Z

R

Z

R

jf'.x/j
2e!.x!y/2T 2=4d! .x/d! .y/:

Since ! is U#H, we have

Z

R

e!.x!y/2T 2=4d! .y/ D
1

X

nD0

Z

n=2T#jx!yj<.nC1/=2T

e!.x!y/2T 2=4d! .y/

' C#.1=T /:

Thus,

hjh'; .t/ij2iT ' C#.1=T /

Z

jf'.x/j
2d! .x/ ' Ckf'k2#.1=T /

' C#.1=T /:

Theorem 7.3. Suppose! is U#H. Then there exists a constantC D C. / such that

for any compact operator A;p 2 N; and T > 0,

hjhAijiT < C
1=pkAkp#.1=T /

1=p:

Proof. Since A is compact, the spectral theorem guarantees the existence of orthonor-

mal bases ¹ nº1
nD1, ¹'nº

1
nD1 ; and a monotonely decreasing sequence ¹Enº1

nD1,

En ( 0, such that A is given by the norm-convergent sum

A D
1

X

nD1

Enh'n; #i n:
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Moreover, kAkp D kEnklp : Thus, we have

hjhAijiT D
D
ˇ

ˇ

ˇ

1
X

nD1

Enh'n;  .t/ih .t/;  ni
ˇ

ˇ

ˇ

E

T

'
1

X

nD1

Enhjh'n;  .t/ih .t/;  nijiT

'
1

X

nD1

En.hjh'n;  .t/ij
2iT /

1=2.hjh .t/;  nij
2iT /

1=2:

If we let p;q 2 N be such that 1=pC 1=qD 1; then we may apply Hölder’s inequality

to obtain

hjhAijiT ' kEnklp k.hjh'n;  .t/ij
2iT /

1=2.hjh .t/;  nij
2iT /

1=2klq

' kAkpkhjh'n;  .t/ij
2iT k1=2lq khjh .t/;  nij2iT k1=2lq : (21)

Moreover, by Lemma 7.1, we have

hjh'n;  .t/ij
2iT < C. /#.1=T / and hjh .t/;  nij2iT < C. /#.1=T /:

Since the  n and 'n form orthonormal bases, and since e!iHt is unitary, we have

1
X

nD1

hjh'n;  .t/ij
2iT D

1
X

nD1

hjh .t/;  nij2iT D k k2 D 1:

Thus

khjh'n;  .t/ij
2iT kqlq < .C. /#.1=T //

q!1; (22a)

khjh .t/;  nij2iT kqlq < .C. /#.1=T //
q!1: (22b)

Putting (22) and (21) together, we have

hjhAijiT < kAkp.C. /#.1=T //
.q!1/=q D C. /1=pkAkp#.1=T /

1=p;

which completes our proof.

Now, we can prove Theorem 2.6.

Proof of Theorem 2.6. Let  $c D P$c ;  $s D .1 " P$c/ : By Theorem 7.1, there

exist mutually singular Borel measures,!1;!2 such that d! #c D d!1 C d!2;where

!1 is U#H and !2.R/ <
1
2k $ck

2: Let S1 be a Borel set that supports !1 and

!2.S1/ D 0: Let PS1
denote the spectral projection on S1 and set  1 D PS1

 $c
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and  2 D .1" PS1
/ $c C  $s : Clearly,  D  1 C  2 and  1 ?  2: Moreover, we

have d! 1
D d!1; so  1 is U#H and

k 1k
2 D

Z

d! 1
D

Z

d! #c "

Z

d!2 (
1

2
k $ck

2

and

1 D k 1k
2 C k 2k

2:

Let PN be the projection on the sphere of radius N 2 Œ0;1/; defined by

PN D
X

jnj#N

hın; #iın:

We can see that

T r.PN / D
X

n2Z"

hın; PN ıni D
X

n2Z"

hın;
X

jkj#N

hık ; ıniıki

D
X

n2Z"

X

jkj#N

hın; ıkihık ; ıni D
X

jnj#N

1 D c"N
" ;

where c" depends only on the space dimension *: Thus, PN is compact and it follows

from Theorem 7.3 that there exists a constant C1; which depends only on  1; such

that for T sufficiently large and N > 0;

hkPN 1.t/k
2iT D hh 1.t/; PN 1.t/iiT

< C1T r.PN /#.1=T /

< c"C N
"#.1=T /:

Moreover, we have

hkPN .t/k
2iT ' h.kPN 1.t/k C kPN 2.t/k/

2iT

' h.kPN 1.t/k C k 2k/
2iT

' .
p

hkPN 1.t/k2iT C k 2k/
2:

Now, if we set

NT D
! k 1k

4

64C1c"#.1=T /

"1="
;

then we have

hkPN .t/k
2iT <

!k 1k
2

8
C k 2k

"2
D

k 1k
4

64
C k 2k

2 C
1

4
k 1k

2k 2k

< k 2k
2 C

1

2
k 1k

2 D 1 "
1

2
k 1k

2:
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Since

hkPNT
 .t/k2iT C hk.1 " PNT

/ .t/k2iT D 1;

we have

hk.1 " PNT
/ .t/k2iT >

1

2
k 1k

2:

Hence

hhjX jmiiT D
DD

 .t/;
X

n2Z"

jnjmhın;  .t/iın
EE

T

(
DD

 .t/;
X

jnj$NT

Nm
T hın;  .t/iın

EE

T

D Nm
T hh .t/; .1" PNT

/ .t/iiT

(
1

2
k 1k

2Nm
T

D
1

2
k 1k

2
! k 1k

4

64C1c*

"m="
#.1=T /!m=":

This completes our proof.
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