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Abstract—In semiconductor packaging line, a master schedule
is normally created every shift to optimize production for a
three-week horizon. However, semiconductor packaging lines are
susceptible to machine failures, causing the master schedule to be
sub-optimal or even infeasible. Specifically, machine failures can
result in due dates not to be met and time window constraints
to be violated. In this study, we classify machine failures in
semiconductor packaging lines into two categories: short and
long machine failures, which can be identified when the failure
happens. To handle short machine failures, extra time is added
into the processing time of each lot to make the master schedule
robust. When a long machine failure occurs, a mixed integer
programming model is formulated to adjust the master schedule.
The master schedule is taken as a warm start, and a short
period schedule is obtained using CPLEX for the semiconductor
packaging line to follow immediately. In this way, the semi-
conductor packaging line can quickly respond to long machine
failure without replacing the whole master schedule or giving the
master scheduler enough time to remake a new master schedule.
Thus, the negative impact of machine failure is mitigated. Using
the data from shop floor, a simulation model is developed with
SimPy to simulate a real-world semiconductor packaging line
and evaluate the proposed method. The experiment results show
that the proposed method can achieve fast response to machine
failures in semiconductor packaging lines.

Note to Practitioners—The semiconductor packaging line op-
erates as a highly intricate production system. Its inherent
flexibility allows for the simultaneous processing of diverse prod-
ucts from various orders. However, this flexibility necessitates
adherence to a master schedule, often created without accounting
for potential disruptions, such as machine failures. When not
promptly addressed with efficient production control measures,
machine failures can lead to production losses and product
quality concerns. Moisture absorption and die surface oxidation
are common quality issues that arise in the semiconductor
packaging line, primarily caused by extended wait times in
buffers. To equip production engineers with an effective solution
for real production settings, this study introduces a practical
tool to swiftly respond to machine failures. By implementing this
tool, production teams can mitigate the impact of disruptions
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and ensure smoother operations in the semiconductor packaging
process.

Index Terms—semiconductor packaging line, real-time, ma-
chine failure, residence time constraints.

I. INTRODUCTION

Semiconductor manufacturing involves two key stages:

wafer fabrication and packaging, commonly known as front-

end and back-end processes, respectively [1], [2], [3]. The

semiconductor packaging line operates as a flexible manu-

facturing system, capable of processing products of different

types and orders concurrently. This adaptability, while advan-

tageous, adds complexity to production system analysis and

control [4], [5]. As a result, extensive research has focused on

developing efficient scheduling techniques for the semiconduc-

tor packaging line, aiming to maximize throughput, meet order

deadlines, and fulfill production requirements [6], [7], [8].

In semiconductor manufacturing companies, the core of the

production efficiency lies in the master schedule, which is

meticulously created during each shift, detailing the processing

timeline and locations for each lot of products over the next

three weeks. The master schedule plays a vital role in fa-

cilitating efficient production, optimizing resource allocation,

enabling effective coordination, and enhancing adaptability to

uncertainties [9]. However, crafting such a master schedule,

while considering both feasibility and optimality, is a time-

consuming process that typically demands several hours of

run time.

In addition, the semiconductor packaging line may not

always run as planned, and it can easily be disrupted by

machine failures. Machine repair takes from several minutes

to hours, causing the master schedule to be sub-optimal or

even infeasible. Specifically, machine failures can result in

delay. Since those lots directly impacted by machine failures

may not arrive at downstream operations in time, it further

leads to delay at downstream operations. In addition, products

in a semiconductor packaging line are subject to residence

time constraints. Due to oxidation and moisture absorption

issues, they cannot stay in buffer too long [10]. Residence time

constraints are considered in a master schedule to guarantee

product quality, but the delay caused by machine failures may

lead to violation of residence time constraints. When a long

machine failure occurs, sticking to the original master schedule

or immediately remaking a new master schedule may not be
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effective strategies to deal with it. These approaches can be

time-consuming and may lead to violations of residence time

constraints.

This study focuses on the timely response to machine

failures in semiconductor packaging and testing lines, con-

sidering two practical requirements. First, there is a strong

preference for retaining the master schedule due to the chal-

lenges of remaking it. Second, the computation time needs

to be sufficiently small. In this study, we classify machine

failures in semiconductor packaging lines into two categories:

short and long machine failures, which can be identified by

the semiconductor packaging line system when the failures

happen. For short machine failures lasting less than one hour,

we incorporate additional time to each operation of each lot

in the master schedule to enhance its robustness. This allows

the semiconductor packaging line to recover autonomously

without any intervention. To address long machine failures,

which usually last several hours, a mixed integer programming

model is developed to adjust the master schedule. To en-

hance the computational efficiency, two strategies are applied.

First, the mixed-integer programming model is built for one

operation and subsequently applied on operations according

to their packing line. Second, the master schedule is utilized

as a warm start, generating with CPLEX Optimizer for the

semiconductor packaging line to follow. In this way, the semi-

conductor packaging line can quickly respond to long machine

failures without replacing the whole master schedule or giving

the master scheduler enough time to remake a new master

schedule. Thus, the negative impact of machine failure is

minimized. Data from the shop floor are collected. Using those

data, a simulation model is developed with Python and Simpy

package to simulate a real-world semiconductor packaging line

and evaluate the proposed method. The experiment results

show that the proposed method can achieve a fast response

to machine failures in semiconductor packaging lines.

The remainder of the paper is organized as follows. Section

II reviews the literature. The semiconductor packaging line

under study is described in Section III. The method to respond

to machine failures is proposed in Section IV. Simulation

experiment is used to evaluate the proposed method in Section

V. Relevant issues are discussed in Section VI. Finally, Section

VII concludes the study.

II. LITERATURE REVIEW

Production systems are susceptible to uncertain disruptions,

such as machine failures. For production systems that carry

out production without using an explicit schedule, such as

assemble-to-order systems [11], [12], serial lines [13], [14],

[15] and deteriorating manufacturing systems [16], [17], [18],

real-time production control, reactive scheduling and online

scheduling are common ways to address uncertainty [19],

[20]. The control policy can be created beforehand, and in

the run time, one may control production by following the

predetermined rule. When a production system is complex

and flexible, a schedule is often required. One may make

a deterministic but robust schedule to deal with minor un-

certainty independently without intervention[21]; however, if

the robust schedule can not reduce the negative impact of

the uncertainty, the intervention is needed. One may use

rescheduling methods to partially adjust the original schedule

with small scale, including right shift rescheduling, single ma-

chine oriented match-up rescheduling, machine group oriented

match-up rescheduling, affected operation rescheduling, and

fix-sequence rescheduling[22], [19], [23], [24].. If a schedul-

ing algorithm has computation time short enough, the same

algorithm can also act as a rescheduling method and quickly

create a new schedule in response to disruptions[6], [25]. The

semiconductor packaging line in this study is complicate, and

a schedule is required. We cannot merely rely on a robust

schedule when long machine failure occurs. Considering the

long computation time to make a master schedule, total

rescheduling is not applicable to this problem. A proper way

to control production quickly to machine failures in such a

complex semiconductor packaging line has not been fully

studied.

Another motivation for fast response to machine failures in

semiconductor packaging lines is residence time constraints.

Production systems with residence time constraints are evalu-

ated and controlled, where products are perishable and become

defective after staying in a buffer for too long [26], [27], [28].

Real-time control on machines’ working mode can maintain

high production and small scrap rates [29], [30], [31], [32],

[33], [34]. In semiconductor manufacturing, both fabrication

and packaging are restricted by residence time constraints. In

wafer fabrication, a wafer is processed at a process module and

required to be unloaded within a time limit [35], [36]. Different

types of time limits are also observed in other process steps of

wafer fabrication [37], [38]. Time windows restrict products

in a semiconductor packaging line due to the concerns of

oxidation and moisture absorption [10]. Failures caused by

moisture include popcorn cracking [39], deformation [40] and

adhesion degradation [41]. However, not much attention has

been paid to production control of semiconductor packaging

lines considering residence time constraints.

A semiconductor packaging line is often formulated and

solved as a flexible job shop problem, which is a job shop

problem with parallel machines and thus an NP-hard problem

[42]. Practically, a semiconductor packaging line has more

requirements, making the scheduling more complex not to

mention production control in real time. Process steps of

semiconductor packaging commonly include wafer mount,

wafer sawing, die attach, wire bond, and inspection [3]. Re-

entrance is involved, and set up on a machine is required

depending on product type and may take hours [6], [43], [25].

The number of setup operators could also be limited [6]. In

addition, internal and external variability, such as unscheduled

machine downtime and rush orders, is commonly seen [6].

Meta-heuristic methods are often used to create production

schedule [7], [8]. However, given a schedule, how to respond

to disruption is worth more research.

III. SYSTEM DESCRIPTION

A. Layout

In this paper, we study a segment of a semiconductor

packaging line, presented in Fig. 1. There are four operations,
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TABLE I
SYSTEM CONFIGURATION OF THE SEMICONDUCTOR PACKAGING LINE

Setting Value

Number of operations 4
Number of machines at operation 1 11
Number of machines at operation 2 3
Number of machines at operation 3 8
Number of machines at operation 4 15
Number of product groups 20
Span of schedule 3 weeks
Number of lots 528
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Fig. 8. Lot delay time over 3 weeks

V. EXPERIMENT

A. System configuration

The system configuration of the semiconductor packaging

line in this experiment is presented in TABLE I. There are four

operations, and each operation consists of several machines.

A simulation model is developed with Python and SimPy

package. The parameters for building the simulation model

are estimated from a real-world semiconductor packaging line.

A 3-week master schedule for more than 500 lots of 20

different product groups is available. Both short and long

machine failures are randomly generated in simulation run.

Fig. 8 presents the delay time of all lots at the first operation

in a simulation run. The horizontal axis gives the assigned

start time of a lot, and the vertical axis shows the delay time.

Most lots are processed in time, and their delay time is close

to zero. When a machine fails for around 20 minutes, it could

cause a lot to be delayed for about 20 minutes. Around 4

minutes is assigned as extra time to each lot. Thus, the system

is recovering until the delay time finally reaches zero.

The first and second operations are subject to long machine

failure. The mixed integer programming model, introduced

in Section IV-B1, is developed with Python and solved by

CPLEX Optimizer. An initial solution is given to the CPLEX

Optimizer as a warm start. The maximum computation time is

set to be 2 minutes. The best solution is exported if the optimal

solution is not obtained within the maximum computation

time. The experiment is conducted on a desktop computer with

Intel(R) Core(TM) i7-10700 CPU, 16 GB RAM, and 64-bit

TABLE II
ORIGINAL MASTER SCHEDULE (MINUTE)

Machine Lot Ready
time

Actual
start
time

Actual
finish
time

Assigned
finish
time

Delay
time

M59 L406 3119 3173 3215.5 3216 0
M59 L372 3230 3230 3273.5 3274 0
M59 L82 3358 3358 3402.5 3403 0
M59 L94 3411 3411 3455.5 3456 0
M59 L381 3450 3456 3499.5 3500 0
M59 L136 3624 3624 3668.5 3669 0
M59 L84 3605 3669 3713.5 3714 0
M59 L65 3852 3852 3896.5 3897 0
M60 L378 2629 3208 3241.6 3242 0
M60 L396 3163 3242 3248.9 3249 0
M60 L322 1919 3249 3297.5 3298 0
M60 L463 2445 3298 3345.5 3346 0
M60 L166 3377 3377 3421.5 3422 0
M60 L389 3425 3425 3473.5 3474 0
M60 L90 3658 3658 3702.5 3703 0
M62 L108 2636 3167 3211.5 3212 0
M62 L285 3130 3212 3256.5 3257 0
M62 L210 2328 3257 3301.5 3302 0
M62 L168 2575 3302 3346.5 3347 0
M62 L12 1991 3347 3394.5 3395 0
M62 L371 2790 3395 3438.5 3439 0
M62 L373 3010 3439 3482.5 3483 0
M62 L222 2715 3483 3531.5 3532 0
M62 L277 3702 3702 3746.5 3747 0

Windows 10 Home operating system. At most 6 threads are

assigned to the CPLEX Optimizer.

In the experiment, the proposed method is compared with

three other control methods, denoted by CM1, CM2, and CM3,

respectively. The first benchmark, CM1, is to use no control.

When a machine experiences a long failure, lots just wait until

the machine is fixed. In the second method, CM2, lots are

immediately moved to qualified machines without considering

optimization, when a long machine failure happens. CM3 is

similar to CM2 but has 90 minutes delay before responding

to machine failure. Since it takes time from realizing the

failure to rolling out the adjustment when manually done, this

method reflects common practice in the shop floor of many

semiconductor packaging lines.

B. An illustrative example

We let one machine at the second operation fail for 4

hours at 3167 minutes. TABLE II presents the original master

schedule of the second operation for 12 hours after 3167

minutes. Three machines at the second operation are M59,

M60, and M62. The ready time of a lot in the table is when

the lot arrives in buffer and is ready for the operation. If there

is no disruption, the actual start time of the operation goes

according to the schedule, and the actual finish time is a little

earlier than the assigned finish time. The delay time is zero

for each lot.

TABLE III shows what will happen without control if

machine M62 fails for 4 hours, namely the performance of

CM1. The machine failure causes around 4 hours delay to

8 lots. The total delay time is 32.79 hours. By applying our

proposed method, production control for 12 hours decision

horizon is carried out, and the result is presented in TABLE IV.

The total delay time is 9.55 hours, achieving 70.9% reduction.
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TABLE III
IMPACT OF LONG MACHINE FAILURE ON MASTER SCHEDULE (MINUTE)

Machine Lot Ready
time

Actual
start
time

Actual
finish
time

Assigned
finish
time

Delay
time

M59 L406 3119 3173 3215.5 3216 0
M59 L372 3230 3230 3273.5 3274 0
M59 L82 3358 3358 3402.5 3403 0
M59 L94 3411 3411 3455.5 3456 0
M59 L381 3450 3456 3499.5 3500 0
M59 L136 3624 3624 3668.5 3669 0
M59 L84 3605 3669 3713.5 3714 0
M59 L65 3852 3852 3896.5 3897 0
M60 L378 2629 3208 3241.6 3242 0
M60 L396 3163 3242 3248.9 3249 0
M60 L322 1919 3249 3297.5 3298 0
M60 L463 2445 3298 3345.5 3346 0
M60 L166 3377 3377 3421.5 3422 0
M60 L389 3425 3425 3473.5 3474 0
M60 L90 3658 3658 3702.5 3703 0
M62 L108 2636 3407 3451.5 3212 239.5
M62 L285 3130 3451.5 3496.0 3257 239.0
M62 L210 2328 3496 3540.5 3302 238.5
M62 L168 2575 3540.5 3585.0 3347 238.0
M62 L12 1991 3585 3632.5 3395 237.5
M62 L371 2790 3632.5 3676.0 3439 237.0
M62 L373 3010 3676.0 3719.5 3483 236.5
M62 L222 2715 3719.5 3767.9 3532 235.9
M62 L277 3702 3767.9 3812.4 3747 65.4

TABLE IV
ADJUSTED MASTER SCHEDULE THROUGH THE PROPOSED METHOD

(MINUTE)

Machine Lot Ready
time

Actual
start
time

Actual
finish
time

Assigned
finish
time

Delay
time

M59 L463 2445 3437 3484.5 3346 138.5
M59 L168 2575 3348 3392.5 3347 45.5
M59 L108 2636 3215.5 3260 3212 48
M59 L406 3119 3173 3215.5 3216 0
M59 L285 3130 3303.5 3348 3257 91
M59 L372 3230 3260 3303.5 3274 29.5
M59 L166 3377 3392.5 3437 3422 15
M59 L381 3450 3484.5 3528 3500 28
M60 L322 1919 3248.5 3297 3298 0
M60 L12 1991 3341.5 3389 3395 0
M60 L210 2328 3297 3341.5 3302 39.5
M60 L378 2629 3208 3241.6 3242 0
M60 L396 3163 3241.6 3248.5 3249 0
M60 L82 3358 3389 3433.5 3403 30.5
M60 L94 3411 3433.5 3478 3456 22
M60 L389 3425 3478 3526.4 3474 52.4
M60 L136 3624 3624 3668.5 3669 0
M60 L277 3702 3702 3746.5 3747 0
M60 L65 3852 3852 3896.5 3897 0
M62 L222 2715 3494 3542.5 3532 10.5
M62 L371 2790 3407 3450.5 3439 11.5
M62 L373 3010 3450.5 3494 3483 11
M62 L84 3605 3605 3649.5 3714 0
M62 L90 3658 3658 3702.5 3703 0

As is shown in TABLEs V and VI, CM2 and CM3 can mitigate

the impact of machine failure but perform not as well as

our proposed method. The comparison of total delay time is

presented in Fig. 9.

The delay time of the second operation after adjustment is

taken as input for the adjustment of the third operation, and

it results in 8 minutes total delay time at the third operation.

Then, the 8 minutes delay time does not further cause delay

TABLE V
ADJUSTED MASTER SCHEDULE THROUGH CM2 (MINUTE)

Machine Lot Ready
time

Actual
start
time

Actual
finish
time

Assigned
finish
time

Delay
time

M59 L406 3119 3173 3215.5 3216 0
M59 L285 3130 3215.5 3260 3257 3
M59 L372 3230 3260 3303.6 3274 29.6
M59 L82 3358 3358 3402.5 3403 0
M59 L371 2790 3402.5 3446 3439 7
M59 L94 3411 3446 3490.5 3456 34.5
M59 L381 3450 3490.5 3534 3500 34
M59 L136 3624 3624 3668.5 3669 0
M59 L84 3605 3669 3713.5 3714 0
M59 L65 3852 3852 3896.5 3897 0
M60 L108 2636 3208 3252.5 3212 40.5
M60 L378 2629 3252.5 3286.2 3242 44.2
M60 L396 3163 3286.2 3293.1 3249 44.1
M60 L322 1919 3293.1 3341.5 3298 43.5
M60 L210 2328 3341.5 3386 3302 84
M60 L463 2445 3386 3433.5 3346 87.5
M60 L168 2575 3433.5 3478 3347 131
M60 L12 1991 3478 3525.5 3395 130.5
M60 L166 3377 3525.5 3570 3422 148
M60 L389 3425 3570 3618.4 3474 144.4
M60 L90 3658 3658 3700.5 3703 0
M62 L373 3010 3439 3482.5 3483 0
M62 L222 2715 3483 3531.4 3532 0
M62 L277 3702 3702 3746.5 3747 0

TABLE VI
ADJUSTED MASTER SCHEDULE THROUGH CM3 (MINUTE)

Machine Lot Ready
time

Actual
start
time

Actual
finish
time

Assigned
finish
time

Delay
time

M59 L406 3119 3173 3215.5 3216 0
M59 L372 3230 3230 3273.5 3274 0
M59 L82 3358 3358 3402.5 3403 0
M59 L285 3130 3407 3451.5 3257 194.5
M59 L371 2790 3451.5 3495 3439 56
M59 L94 3411 3495 3539.5 3456 83.5
M59 L381 3450 3539.5 3583 3500 83
M59 L136 3624 3624 3668.5 3669 0
M59 L84 3605 3669 3713.5 3714 0
M59 L65 3852 3852 3896.5 3897 0
M60 L378 2629 3208 3241.6 3242 0
M60 L396 3163 3242 3248.9 3249 0
M60 L322 1919 3249 3297.5 3298 0
M60 L463 2445 3298 3345.5 3346 0
M60 L166 3377 3377 3421.5 3422 0
M60 L108 2636 3421.5 3466 3212 254
M60 L210 2328 3466 3510.5 3302 208.5
M60 L168 2575 3510.5 3555 3347 208
M60 L12 1991 3555 3602.5 3395 207.5
M60 L389 3425 3602.5 3650.9 3474 176.9
M60 L90 3658 3658 3700.5 3703 0
M62 L373 3010 3439 3482.5 3483 0
M62 L222 2715 3483 3531.4 3532 0
M62 L277 3702 3702 3746.5 3747 0

at the fourth operation.

C. Simulation experiment with randomly generated long ma-

chine failure

The simulation model is implemented in Python using the

SimPy package to emulate a real-world semiconductor pack-

aging line. Two distinct branches of experiments have been

designed to assess the performance of the proposed method in

reducing delays and mitigating time window violations.
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