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LDPC Decoding with Degree-Specific Neural
Message Weights and RCQ Decoding

Linfang Wang, Caleb Terrill, Richard Wesel, and Dariush Divsalar

Abstract—Recently, neural networks have improved MinSum
message-passing decoders for low-density parity-check (LDPC)
codes by multiplying or adding weights to the messages, where
the weights are determined by a neural network. The neural
network complexity to determine distinct weights for each edge
is high, often limiting the application to relatively short LDPC
codes. Furthermore, storing separate weights for every edge and
every iteration can be a burden for hardware implementations.
To reduce neural network complexity and storage requirements,
this paper proposes a family of weight-sharing schemes that
use the same weight for edges that have the same check node
degree and/or variable node degree. Our simulation results show
that node-degree-based weight-sharing can deliver the same
performance requiring distinct weights for each node.

This paper also combines these degree-specific neural weights
with a reconstruction-computation-quantization (RCQ) decoder
to produce a weighted RCQ (W-RCQ) decoder. The W-RCQ
decoder with node-degree-based weight sharing has a reduced
hardware requirement compared with the original RCQ decoder.
As an additional contribution, this paper identifies and resolves
a gradient explosion issue that can arise when training neural
LDPC decoders.

Index Terms—LDPC decoder, neural decoder, low-bitwidth
decoding, hardware efficiency, layered decoding, FPGA.

I. INTRODUCTION

OW-Density Parity-Check (LDPC) codes [2] have been

implemented broadly, including in NAND flash systems
and wireless communication systems. Message-passing de-
coders are often used to decode LDPC codes. Typical message-
passing decoders utilize belief propagation (BP), MinSum, and
its variations. However, message-passing decoders are sub-
optimal because of the existence of cycles in the corresponding
Tanner graph.

Recently, numerous works have been focused on enhancing
the performance of message-passing decoders with the help
of neural networks (NNs) [3]-[17], such as neural belief
propagation (N-BP) in [3], normalized MinSum (NMS) and
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neural OMS decoders in [3], [4], [6]. The neural network is
created by unfolding the message passing operations of each
decoding iteration [3]. Each decoding iteration is unfolded
into two hidden layers, representing a check node processing
layer and a variable node processing layer, and each neuron
represents a variable-to-check message (V2C) or a check-
to-variable (C2V) message. These neural decoders normally
assign each C2V message and/or each V2C message a distinct
weight in each iteration and hence are impractical for long-
blocklength LDPC codes because the number of required
parameters is proportional to the number of edges in the
Tanner graph of the parity check matrix.

One solution is to share the weights across iterations or
edges in the Tanner graph, like in [5], [13], [15], [16].
However, these simple weight-sharing methods sacrifice de-
coding performance in different ways. Besides, the precursor
works of literature mainly focus on the short-blocklength
codes (n < 2000), which may have resulted from the fact
that the required memory for training neural decoders with
long block lengths by using popular deep learning research
platforms, such as PyTorch, exceeds the computation resources
that researchers can access. However, as shown in [1], [13],
it is possible to train neural decoders by only using CPUs
on personal computers for very long-blocklength codes if
resources are handled more efficiently.

On the other perspective, decoders for LDPC codes with
low message bit widths are desired when considering the
limited hardware resources. Recently, the non-uniformly quan-
tized decoders [18]-[27] have shown to deliver excellent
performance with very low message precision. One promis-
ing decoding paradigm is called reconstruction-computation-
quantization (RCQ) decoder [25]-[27]. The node operation
in an RCQ decoder involves a reconstruction function that
allows high-precision message computation and a quantization
function that allows low-precision message passing between
nodes. Specifically, the reconstruction function, equivalent
to a dequantizer, maps the low-bitwidth messages received
by a node to high-bitwidth messages for computation. The
quantization function quantizes the calculated high-bitwidth
messages to low-bitwidth messages that will be sent to its
neighbor nodes.

The excellent decoding performance of RCQ decoder comes
from its dynamic quantizers and dequantizers that are updated
in each layer and each iteration. However, such dynamic
quantizers/dequantizers are also overheads of the RCQ decoder
in hardware implementation, which may even offset the benefit
brought by the low bit-width messages [27].
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A. Contribution

This paper proposes a family of weight-sharing schemes
for the neural MinSum decoder based on the check node
degree and variable node degree. Our simulation results show
that the decoders with the node-degree-based weight-sharing
schemes can deliver the same performance as the neural Min-
Sum decoder that doesn’t share the weights. This paper also
combines neural decoding with the RCQ decoding paradigm
and proposes a weighted RCQ (W-RCQ) decoder. The W-RCQ
decoder with node-degree-based weight sharing has a reduced
hardware requirement compared with the RCQ decoder. The
contributions of this paper are summarized below:

e Posterior Joint Training Method. This paper identifies
the gradient explosion issue when training neural LDPC
decoders. A posterior joint training method is proposed
in this paper to address the gradient explosion problem.
Simulation results show posterior joint training delivers
better decoding performance than the simple gradient
clipping method.

o Node-Degree-Based Weight Sharing. This paper illus-
trates that the weight values of the N-NMS decoder are
strongly related to check node degree, variable node de-
gree, and iteration index. As a result, this paper proposes
node-degree-based weight-sharing schemes that assign
the same weight to the edges with the same check node
degree and/or variable node degree.

e Neural-2D-MinSum decoder. By employing the node-
degree-based weight-sharing schemes on the N-NMS
and N-OMS decoders, this paper proposes the N-2D-
NMS decoder and N-2D-OMS decoder. 2D means 2-
dimensional and implies that the weights in each iteration
are shared across two dimensions, i.e., check node degree
and variable node degree.

e W-RCQ Decoder. This paper applies N-2D-NMS and
N-2D-OMS to the RCQ decoding paradigm to intro-
duce a weighted-RCQ (W-RCQ) decoding paradigm.
Simulation results for a (9472,8192) LDPC code on
a field-programmable gate array (FPGA) device show
that compared with the 4-bit RCQ decoder and the 5-
bit OMS decoder, the 4-bit W-RCQ decoder delivers
comparable FER performance but with reduced hardware
requirements.

B. Organization

The remainder of this paper is organized as follows: Section
IT derives the gradients for a flooding-scheduled N-NMS
decoder and shows that the memory to calculate the gradients
can be reduced by storing the forward messages compactly.
This section also describes the posterior joint training method
that addresses the gradient explosion issue. Section III pro-
poses node-degree-based weight-sharing schemes for neural
MinSum decoder, which leads to a family of neural-2D-
MinSum decoders. Section IV gives the W-RCQ decoding
structure and describes how to train W-RCQ parameters via a
quantized neural network (QNN). The simulation results are
presented in Section V, and Section VI concludes our work.
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Fig. 1. Computation of V2C messages of a degree-3 variable node v. The
red dashed paths show that the gradient of the node ugiLUJ comes from the

nodes 15,”, l,(,tl,cg and lz(,tl)cy

II. TRAINING NEURAL MINSUM DECODERS FOR LONG
BLOCKLENGTH CODES

For the neural network corresponding to a neural LDPC
decoder, the number of neurons in each hidden layer equals
the number of edges in the Tanner graph corresponding to
the parity check matrix [3]. For the popular NN platforms,
such as PyTorch, each neuron requires a data structure that
stores the value of the neuron, the gradient of the neuron,
the connection of this neuron with other neurons, and so
on. Therefore, training neural decoders for long-blocklength
LDPC codes in PyTorch demands significant memory, which
poses a challenge for researchers with limited resources.

However, the data structure used in PyTorch is redundant
to the neural LDPC decoders. One reason is that the neuron
connections between hidden layers are repetitive and can be
interpreted by the parity check matrix. This immediately re-
duces the required memory. This section uses N-NMS decoder
to show that the memory required to calculate gradients of the
neural MinSum decoders can be further reduced by compactly
storing the messages in forward propagation.

A. Forward Propagation of N-NMS Decoder

Let H € FY" %" be the parity check matrix of an (n, k)

binary LDPC code, where n is the codeword length and k is
dataword length. Denote 7*" variable node and j*"* check node
by v; and ¢;, respectively. Let sgn(-) be the sign function, i.e.,
sgn(z) = 1 when 2 > 0 and sgn(xz) = —1 when = < 0. For
the flooding-scheduled decoder, in the tth decoding iteration,
N-NMS decoder updates the C2V message, ug)ﬂvi, by:

H sgn (ll()ij—l>)01>
v €N (ei)\{v;} @))

(t=1)
’L)j/%Ci

t _ 3®
((/"i)_>'Uj - ’B(ci,uj) x

X min
v €N (ei)\{v;}

)

N(¢;) is the set of variable nodes that connect ¢; and
(B i € {L...(n = k)},j € {1,..n},H(i,j) =
1,t € {1,...,IT}} is the set of trainable parameters. I
represents the maximum iterations. The V2C message, lgﬁ!cj s
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Fig. 2. Computation of V2C messages of a degree-3 check node c. The example assumes that v3 and v; provide the first and second minimum values,

L= g =D

respectively. As a result, only

and posterior of each variable node, Iy, (¢ ) , of N-NMS decoder
in iteration ¢ are calculated by:
> ul) @

cyr €N (vi)\{ei}

> ull)., (3)

¢y €N (vy)

), =1+

Vj—Ci

l(t) l('h

N (v;) represents the set of the check nodes connected to v;.
lf)? is the log-likelihood ratio (LLR) of the channel observation
of v;. The decoding stops when all parity check nodes are
satisfied or I is reached.

B. Backward Propagation of N-NMS

Let J be some loss function for the N-NMS neural network,
for example, the multi-loss cross entropy in [3]. Denote the
gradients of loss .J with respect to (w.r.t.) the trainable weights,

the C2V message and V2C message by 8%, and

_oJ
(t)
0B(ci vz

ﬁ respectively.

Iéig.ll shows the calculation of the V2C messages for a
degree-3 variable node v that connects check nodes ¢y, co,
and cs3. The gradients of these V2C messages are components
of the gradients of the C2V messages. As shown by the red
dashed paths, ug’% is used to calculate 11(,262, lfficg, and
lf, ), therefore the gradient (t) is accumulated by these three
terms. Generally, in iteratlon1 t, agi)‘]

ci—rvy

o0J
> o @

cor €N\ {ei} Olo—en

is updated by:

aJ o7
al(”

8u§f)—w]

In iteration ¢, when calculating C2V messages, check node
¢; receives minimum and second minimum magnitude values,

vy —e and Iy, 5. accumulate the gradients, which are illustrated as the blue dashed and red dash-dotted paths, respectively.

denoted by minl ’é and min2 f:i from variable nodes pos1l fz
and pos2} , respectively, where

minl? = min [[(7Y
c; v, €N (i) | vir—reils
5)
posl = argmin [I{'/), |. (
’L)J-/G/\/’(Cq‘,)
min2! = min 1=
¢ vj/EN(ci)/{posléi}| vy el
6
pos2l = argmin |lvt,i)cl ©
'U-/EN(ci)/{posléi}
Only minl! and min2! are used for C2V messages

calculation. F1g 2 illustrates an example of computing the
C2V messages of a degree-3 check node c¢ that connects
variable nodes v, v9, and vs. Fig. 2 assumes poslgf) = v3
and pos2() = v;.

It can be seen from Fig. 2 that —2/—

(ej,v5)

is calculated using

st oY
. aJ
T )

Uc;—v;

I (
- uc V;
oY Y o

(Ciﬂ)j)

ul®
where u&tl*,,,] = B(C‘)HU]'
(eq,v5)
node Min operation and ‘hence can be calculated efficiently
-1
by sgn (zf,iﬁZ)

(t)*

Uci *}’U]‘

is the output of check

Lot ot t
minl,,min2., posl,.

In Fig. 2, 11()2112 is used to compute uEfLUl and uEfLW, ll(,tljz

. t t—1 . . .
is used to compute ug_)w lf,rm is not involved in comput-

ing any C2V messages. As a result, only lfflj(); and 1,82;12
accumulate the gradients, as shown in the blue dashed and
red dash-dotted paths in Fig. 2, respectively. Generally, for all

variable nodes connected to the check node ¢;, only [ tj) L0
pos
l(t )

and 20 receive backward information. Note that the
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sign operation makes gradient 0, and min operation passes
the gradient to the neuron that provides the minimum value.
Hence, % is computed as follows:

8l ¢

(¢ d
sgn (lyjaet) ZU i EN(e)\{v;} W v; = pos lg)

sgn (11(5;127) - U = poszg’?

AN
0 , otherwise.
®)
The term 37;]* is calculated by:
6|ur —vj
aJ . oJ
— e = sl )80 —m— O
alucl—)'l)]| a 01_>UJ

(4)-(9) indicate that the neuron values in each hidden layer

can be stored compactly with sgn (lf,?ﬁci), minlii, minzii,
posl! and posl’ . The compactly stored neural values in

the hidden layers significantly reduce memory.

C. Posterior Joint Training

Eq. (20) implies that in iteration ¢, for all variable nodes
that connect check node c, only poslz and pos2! receive
gradients from c. Besides, |[N(c)| — 1 gradient terms flow
to posli. Hence, if check node c has a large degree, the
gradient of J w.r.t. pos 1! can have a large magnitude, and this
large-magnitude gradient will be propagated to the neurons
in the preceding layer corresponded to the C2V messages
whose check nodes (other than c¢) connect pos lz. As a
result, the large-magnitude gradients are accumulated and
propagated as back propagation proceeds, which results in
gradient explosion.

Fig. 3a illustrates the gradient explosion phenomenon
when training a flooding-scheduled N-NMS decoder for a
(3096,1032) LDPC code. Define () as the average magnitude
of the gradients of J w.r.t. all C2V messages in iteration {.
The gradients are calculated by feeding the NN corresponding
to N-NMS decoder with a random input sample and then
performing backward propagation. Fig. 3a plots p(¥) in each
decoding iteration. The maximum check node degree and
variable node degree of the code are 19 and 27, respectively.
The maximum number of decoding iterations of the decoder
is 50. It can be seen that the ;(*) increases exponentially with
the decrease of decoding iteration ¢.

Eq. (7) indicates that large magnitude of o Et) :
and hence prevents the neural net-

leads to

large magnitude of 5 (m :

work from optimizing weights effectively. To our knowledge,
this paper is the first to report the gradient explosion issue
for neural LDPC decoder training. However, there have been
several techniques that solve the gradient explosion problem:
1) Gradient Clipping. Gradient explosion is a common
problem in the deep learning field, such as recurrent
neural networks, and one way to solve this problem
is gradient clipping [28]. The gradient clipping in this
paper means to limit the maximum gradient magnitude

to be some threshold .
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Fig. 3. Fig. (a): The average magnitude of gradients of loss J w.rt. C2V
messages in each decoding iteration. Fig. (b): FER curves of the flooding-
scheduled N-NMS decoders for a (3096,1032) LDPC code. Gradient clipping,
greedy training, and posterior joint training are used to address the gradient
explosion issue.

2) Greedy Training. Dai et al in [29] proposed greedy
training. Greedy training trains the parameters in ¢'"
decoding iteration by fixing the pre-trained parameters
in the first ¢ — 1 iterations. Greedy training solves the
gradient explosion problem because the large magni-
tude gradients won’t be accumulated and propagated to
the preceding hidden layers. However, greedy training
requires a time complexity that is proportional to IZ,
because one must have trained first (¢ — 1) iterations in
order to train the ' decoding iteration.

Eq. (4) indicates that the gradient of J w.rt. ufvaJ
cornes from two parts: the first part is from the posterior
lv7 , and the second part is from the V2C messages lv el
¢y € N(v;) \ {c;}. Based on the previous analysis, if any
W e €N (v;)\{c:} provides a large magnitude gradient,

vj—ch?
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the neuron ugfL,,] can also have a large magnitude gradient.

This will result in a large magnitude to the gradient of J w.r.t.
15} ((z) v;)? A8 indicated by (7). In this paper, we propose posterior
joint training, which calculates the gradient of J w.r.t. ung
only using the posterior [y (¢ ) . More explicitly, for the flooding-
scheduled N-NMS neural network T is calculated by:

ci—rvj
J

(‘M?t;iv? = ;l,é) (10)
Hence, the gradient of J w.r.t. *B((:t:lu, is calculated as:
07 _ull, 01wl a7 0
osl ., BL ., oul o, i)

By calculating the gradients of neurons in the #** decoding
iteration only using the posterior lg’j), (10) and (11) prevent
the large-magnitude gradients from being propagated to the
preceding hidden layers. The posterior training equivalently
treats each decoding iteration as the last iteration, because
5 (‘2;’ in the last iteration is calculated by (10). Besides, (10)

ci—v;

is also used in the greedy training [29], because the greedy
training trains the parameters of iteration ¢ by assuming the de-
coder has a maximum iteration of ¢ and fixing the pre-trained
parameters of previous ¢ — 1 iterations. However, the posterior
joint training optimizes parameters of all decoding iterations
jointly and hence requires a time complexity proportional to
Ip.

Unlike the flooding scheduled decoder, which calculates the
V2C message using the C2V messages all from the previous
iterations, the layered-scheduled decoder facilitates the most
recently updated C2V messages to calculate V2C messages.
As a result, the uEtLv] is used to calculate the following
terms: 1) Soft decision in iteration ¢, l,,7 ; 2) V2C messages
in iteration ¢, lq(fj)ﬁci,, where i € {i*|c;« € N(vj) * > i}

(t+

; and 3) V2C messages in iteration ¢ + 1, lv]_m,, where

i' € {i*|e;» € N(vj),1* < i}. Hence, o (‘2) is calculated
by: ’
oJ oJ Z oJ
FRCHE (t) ot
ou Uc;—v; alvj i'e{i*|c;x EN(vy),i/ >i} 8ZUJ‘>C ’

BJ (12)

+ 2

i e{i*|c;x eN(vy),i’ <i} 7JJ"C '

Posterior joint training abandons the last term in (12) and

calculates {?7;] as follows:
oJ oJ 8J
o, o) 2 ot (1
Uc;—v; Uy i'ef{i*|c;x €N (vy),i*>i} Y5 _m ’

Fig. 3b shows the frame error rate (FER) of flooding-
scheduled N-NMS decoders for a (3096,1032) LDPC code.
The maximum decoding iteration time is 50. All three methods
to prevent gradient explosion are implemented. The gradient
clipping uses a threshold of [ = 1073. The performance
of BP and NMS decoders with the same decoding schedule
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Fig. 4. Mean values of messages of a flooding-scheduled N-NMS decoder
for a (3096,1032) LDPC code in each iteration show strong correlations to
check node degree and variable node degree.

and maximum decoding iteration is also compared. The NMS
decoder uses a factor of 0.7. The simulation results show that
greedy training and posterior joint training have similar FER
curves and perform better than gradient clipping. However,
posterior joint training has a lower time complexity than
greedy training.

III. NODE-DEGREE-BASED WEIGHT SHARING

N-NMS and N-OMS decoders for the long-blocklength
LDPC codes are impractical, because the number of parame-
ters of these decoders is proportional to the number of edges
in the corresponding Tanner graph. Weight sharing [30] solves
this problem by assigning one weight to different neurons in
the NN. Different weight-sharing schemes have been proposed
to reduce the number of neural weights in N-NMS and N-OMS
decoders. However, simple weight-sharing schemes, such as
across iterations or edges in [15], [16], degrade the decoding
performance in different degrees.

This section proposes the node-degree-based weight-sharing
schemes that assign the same weights to the edges with the
same check node degree and/or variable node degree. We
call the N-NMS and N-OMS decoder with node-degree-based
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weight-sharing schemes by neural 2-dimensional NMS (N-2D-
NMS) decoder and neural 2-dimensional OMS (N-2D-OMS)
decoder, respectively, because they are similar to the 2D-MS
decoders in [31], [32]. Simulation results in Section V show
that the N-2D-NMS decoder can deliver the same decoding
performance with the N-NMS decoder.

A. Motivation

In this subsection, we investigate the relationship between
the neural weights of a flooding-scheduled N-NMS decoder
and node degrees. The N-NMS decoder is trained for a (3096,
1032) LDPC code, the same one used in Section II-C. The
maximum decoding iteration is 10.

Define the set of neural weights of N-NMS decoder that
are associated to check node degree d. in the t*" decoding
iteration by B(*de) and B(tde) = {5((2,%)‘(1@8(01‘) = d.}.
Let 3(t:4<) be the mean value of B(::4<). Fig.4a shows B(*:dc)
versus decoding iteration ¢ with all possible check node
degrees. The simulation result shows a clear relationship
between check node degree and B(t’dc), i.e., a larger check
node degree corresponds to a smaller 3(“:%). This difference
is significant in the first few iterations. Additionally, B(t:d<)
changes drastically in first few iterations for all check node
degrees.

In order to explore the relationship between the weights and
variable node degrees given a check node degree d. and decod-
ing iteration index ¢, we further define Btdeds) — {ﬁ((z) v5)
|deg(c;) = d.,deg(v;) = d,}. We denote the average value
of Bt:de:dv) py B(tde.dv) Fig 4b gives the average weights
corresponding to various check node degrees and variable node
degrees at iteration 4. Statistical results show that, given a
specific iteration ¢ and check node degree d., a larger d,
indicates a smaller [3(t:de:dv)

In conclusion, the weights of the N-NMS decoder are
correlated with the check node degree, the variable node
degree, and the decoding iteration index. Thus, node degrees
should affect the weighting of messages on their incident edges
when decoding LDPC codes. This observation motivates us to
propose a family of N-2D-MS decoders.

B. Neural 2D Normalized MinSum Decoders

Based on the previous discussion, it is intuitive to consider
assigning the same weights to messages with same check
node degree and/or variable node degree. In this subsection,
we propose a family of node-degree-based weight-sharing
schemes. These weight-sharing schemes can be used on the
N-NMS decoder, which gives an N-2D-NMS decoder.

In the " iteration, a flooding-scheduled N-2D-NMS de-
coder update uﬁfL% as follows:

ufl, =5 ]
vy €N(ei)/{v;}

(14)

X min lf}t_l)c_.

v N (ei) /{vs} | 79T
D, =1 +al? S WO, )

cir €N(v;)/{ci}

TABLE I
VARIOUS NODE-DEGREE-BASED WEIGHT SHARING SCHEMES AND
REQUIRED NUMBER OF PARAMETERS PER ITERATION FOR TWO
ExXAMPLE CODES

The number of Required
Type f) afﬁ Parameters per Iteration
(16200,7200) (3096,1032)
DVBS-2 code | PBRL code
No Weight Sharing [3]
0 IO 1 4.8%10° 1.60 * 104
(ci,v5)
Weight Sharing Based on Node Degree
(®)
! 5<deg(<c§>,deg<v,-)> : )1 13 H
[ T
2 ﬁgdgg@m Vdeg () 8 15
t
3 Blaes(er)) - ! 4 8
4 1 *(deg(v,)) 4 7
Weight Sharing Based on Protomatrix
5 (t)
Bl 1 - 101
Gl I(ETEY)
6 By, 1 - 17
(1))
7 1 o - 25
f
Weight sharing based on Iteration [13], [16]
8 | EIQ [t ] ] [ 1
t) _ jch (t) t
lg,j) =1+ o Z uﬁi?_wj. (16)

c;r EN(vj)

it) and oz,(.f) are the learnable weights. The subscript * is

replaced in Table I with the information needed to identify the
specific weight depending on the weight-sharing methodology.
Table I lists different weight-sharing types, each identified in
the first column by a type number. As a special case, we denote
type O by assigning distinct weights to each edge, i.e., N-NMS
decoder. Columns 2 and 3 describe how each type assigns Bff)
and ait), respectively. In this paper, we refer to a decoder that
uses a type-z weight-sharing scheme as a type-z decoder.

Types 1-4 assign the same weights based on the node
degree. In particular, Type 1 assigns the same weight to the
edges that have same check node and variable node degree.
Type 2 considers the check node degree and variable node
degree separately. As a simplification, type 3 and type 4
only consider check node degree and variable node degree,
respectively.

Dai. et. al in [29] studied weight sharing based on the edge
type of multi-edge-type (MET)-LDPC codes, or protograph-
based codes. We also consider this metric for types 5, 6, and
7. Type 5 assigns the same weight to the edges with the same
edge type, i.e., the edges that belong to the same position in
the protomatrix. In Table. I, f is the lifting factor. Types 6 and
7 assign parameters based only on the horizontal (protomatrix
row) and vertical layers (protomatrix column), respectively.
Finally, type 8 assigns a single weight to all edges in each
decoding iteration, as in [13], [16].

The gradients B{t) and 8'{” in N-2D-NMS decoder are
0B O,

accumulated from the gradients of C2V messages that use B,(f)
(t) - . .
and «,’ in decoding process, respectively. For example, the

type-2 N-2D-NMS decoder assigns 5((;0) to all C2V messages
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Fig. 5. Relationship between u((fi)i)vj, uE’ijj, and ﬁg’?jv] in the type-2

N-2D-NMS decoder.

with check node degree d. and assigns 04((1? to all C2V
messages with check node degree d,. As a result,

oJ oJ
— = tx _ Y94
9 (t) Z Ci_wj@ o (17)
de (ci,v;)€E(de) Uec;—v;
oJ oJ
o= > ulhy,—m— U
804(1,” (civ;)EE(dy) Olie; s,

where £(d.) and £(d,,) are the set of edges whose check node
degree and variable node degree are d. and d,, respectively.

()
t Ueisvs  ~(t t t . .
uﬁ)i;% = L, ugng = aégg(vj)uéigvj. Fig. 5 gives the

®
B(Cv vsi)
LY 1) (t) _(x
relationship between uﬁﬁvj » Ue;—v;» and Ue; v, in the type-2

N-2D-NMS decoder.

A (3096,1032) LDPC code and the (16200,7200) DVBS-2
[33] standard LDPC code are considered in this section, and
the number of parameters per iteration required for various
weight-sharing schemes of these two codes are listed in
column 4 and 5 in Table. I, respectively. It is shown that
the number of parameters required by the node-degree-based
weight sharing is less than that required by the protomatrix-
based weight sharing.

C. Neural 2D Offset MinSum Decoder

The node-degree-based weight-sharing schemes can be ap-
plied to the N-OMS decoder similarly and lead to a neural
2D OMS (N-2D-OMS) decoder. Specifically, a flooding N-
2D-OMS decoder updates uﬁﬁbvj by:

ug)_wj = H sgn (l(t_l) )

vj/—>ci
vy €N(ei)/{v;}

min ‘(l(t_l) )

x ReLu ,
<’L)j/€N(Ci)/{’Uj} vyl e

_ 5»@ _ agf)) _
(19)

ReLu(z) = max(0, x). The lq(,i)_)ci and lq(,i) are updated using
(2) and (3). For the N-2D-OMS decoders, the constant value
1 in Table I should be replaced by 0.

D. Hybrid Neural Decoder

We consider a hybrid training structure that utilizes a neural
network combining feed-forward and recurrent modules to
reduce the number of parameters further. The hybrid neural
decoder uses distinct neural weights for each of the first
I’ decoding iterations and uses the same weights for the
remaining [ —1I' iterations. For example, for the hybrid neural
NMS decoder, the C2V messages are updated by:

(t) (t)* ,
(t) — 6(ci,v_j)uci~>vj, t< I 0
’Ulciﬂ’uj (IT) (t)* ,
B(ci 'u]-)uci—wj, I <t< IT7

and the hybrid version of N-2D-NMS decoders can be con-
structed similarly.

The motivation for the hybrid decoder is from the obser-
vation that the neural weights of N-NMS decoder change
drastically in the first few iterations but negligibly during the
last few iterations, as illustrated in Fig. 4. Therefore, using the
same parameters for the last few iterations doesn’t cause large
performance degradation.

IV. WEIGHTED RCQ DECODER

This section combines the N-2D-NMS or N-2D-OMS de-
coder with RCQ decoding paradigm and proposes a weighted
RCQ (W-RCQ) decoder. Unlike the RCQ decoder, whose
quantizers and dequantizers are updated in each iteration (and
each layer, if layer-scheduled decoding is considered), the W-
RCQ decoder only uses a small number of quantizers and
dequantizers during the decoding process. However, the C2V
messages of the W-RCQ decoder will be weighted by dynamic
node-degree-based parameters that are trained by a QNN.

A. Layered Decoding and RCQ decoder

The flooding schedule and layered schedule are two decod-
ing schedules widely used in LDPC decoders. As in (1) to
(3), the flooding schedule first updates all C2V messages and
then all V2C messages in one iteration. The layered schedule,
on the other hand, partitions all the check nodes (or variable
nodes) to several layers and updates the C2V messages and
V2C messages layer by layer. As an example, in the t"
iteration, a layered MinSum decoder calculates the messages

uéﬁLv_]_, and updates the posteriors lvj, as follows:

l'uj/ = lvj, — ug;%j/ Yo, € N(Cz’), 1)
ugi)—mj, = H sgn(l,l,j)
v; EN(Ci)/{’Uj/} (22)
X min l.|, Yvi € N(c;),
Lol Vi €N (e)
Loy = oy, +ulll,,, Yop € N(e). (23)

Low-bit-width decoders with uniform quantizers typically
suffer large degradation in decoding performance. The authors
in [27] propose the reconstruction-computation-quantization
(RCQ) paradigm that facilitates dynamic non-uniform quan-
tization to achieve good decoding performance with low
message precision.

Fig. 6a gives a layered MinSum RCQ (msRCQ) decoding
diagram. The layered msRCQ decoder follows the equation
(21)-(23) but with the non-uniform quantizers Q(t”“) and re-
construction functions R(*") designed distinctly for each layer
r=1,..., M in iteration ¢t = 1,..., Ip. M is the number of
total layers. The Q(“") functions quantize b,,-bit messages to
b.-bit messages, where b, > b, and the R%") functions map
b.-bit messages to b,-bit messages. The dynamic non-uniform
Q®" and R*") deliver good decoding performance with a
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Fig. 6. Decoding diagrams for two distinct versions of layered MinSum
decoding: (a) standard RCQ decoder of [27] and (b) proposed weighted
(offset) RCQ decoder.

small b, but also bring extra overhead to store those parameters
in hardware. As shown in 6a, extra memory is required to store
Q®") and R®") parameters, and extra logic and wires are
required to distribute the quantizer and dequantizers to each
variable node (VN) units. As shown in [26], [27], the overhead
to store a larger number of Q*") and R®") functions may
offset the benefit brought by decoding with messages of low
bit width.

B. Weighted-RCQ Decoder

In this section, we combine the RCQ decoder with the
neural decoder to propose a weighted RCQ decoding structure.
Fig. 6b gives the decoding paradigm of a layer-scheduled
weighted OMS-RCQ decoder (W-OMS-RCQ). One goal of
W-RCQ is to reduce memory requirements by reducing the
number of quantizer/dequantizer pairs Q()/R() and instead
relying on the scalar parameters ﬂ(seg(m deg(v;)) determined
by the neural network to capture most or all of the dynamic ad-
justments needed to adapt with each iteration. The differences
between the W-OMS-RCQ decoder and the msRCQ decoder
are summarized as follows:

e Reconstruction and Quantization. Unlike the msRCQ
decoding diagram in Fig. 6a, the W-OMS-RCQ decoder
only uses very few R(-) and Q(-) functions in the
decoding, for example, three or fewer, and each R(-) and
Q(+) are used for several iterations. This reduces required
memory and wire complexity.

e Message adjustment. The W-OMS-RCQ decoder weights
the reconstructed C2V messages with additive parame-
ters. As shown in Fig. 6b, extra memory is required to
store the weights. Besides, the weights in Fig. 6b can be
multiplicative, leading to a W-NMS-RCQ decoder.

C. Non-Uniform Quantizer

An important design for a W-RCQ decoder is the quanti-
zation and reconstruction (dequantization) function selection.
The authors in [27] use discrete density evolution to design
dynamic quantizers and dequantizers for the RCQ decoder.
For the W-RCQ decoder, this paper considers the quantizers
and dequantizers parameterized by the power functions.

Let Q(x) be a symmetric b.-bit quantizer that features sign
information and a magnitude quantizer Q*(|x|). The magni-
tude quantizer selects one of 2%~ possible indices usin% the
threshold values {7o, 71, ..., Tmax }, Where 7; = C (52 ) ' for
§€1{0,...,2%71 — 1} and Tinayx iS T, FOT fimax = 2271 — 1.
Given an input x, which can be decomposed into sign part
sgn(z) and magnitude part |z|, Q*(|z|) € Fi ' is defined
by:

7 < x| < T
|JJ| Z Tmax

@ (ah={pt_, o
where 0 < j < jmax. Let s(z) be the sign bit of =, which is
computed by s(z) = 1(z < 0), where 1(-) is the indicator
function. Then, Q(z) = [s(x) Q*(|x|)]. The thresholds of
Q*(Jz|) have a power-function form and are controlled by two
parameters. The parameter C' defines the maximum magnitude
the quantizer can take, and  manipulates the non-uniformity
of the quantizer. Specifically, if v = 1, Q(z) becomes a
uniform quantizer.

Let d € IE‘S“ be a b.-bit message. d can be represented
as [d™MB d], where dMS® € {0,1} indicates the sign and
d e ]Fg“1 corresponds to the magnitude. The magnitude

- i 01

T; = C (m) , and
R(d) = (—2d™SB 4 1)R*(d). Note that both the magnitude
quantization function and magnitude reconstruction function
use {70, ..., Tmax } as their parameters.

The choice of quantizers is heuristic. We start with one
quantizer and tune its C' and . One-quantizer scheme will
be used if the resultant decoder has no error floor above a
target FER such as 10~%; otherwise, we increase the number
of quantizers by one each time and tune their parameters until
a set of quantizers that don’t show error floor is found. Besides,
for the case of multiple quantizers, the general rule of tuning
parameters is that the quantizer for earlier iterations takes a
smaller magnitude.

The other way to optimize the quantizers is to treat the
quantizer parameters as the learnable parameters of the neural
network and optimize them in the training process, as in [19].
This method will be studied in our future research.

reconstruction function R*(d) =

D. Training W-RCQ decoder via a Quantized Neural Network

Like the neural NMS decoder in [3], the W-RCQ decoder
can be unfolded to an NN. The neural network unfolded by
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TABLE 11
LDPC CODES USED FOR SIMULATION

Code Rate Edge distribution
4 A(x) = 2.06 * 10~° + 0.3703z + 0.3333z% + 0.2963z"
(16200,7200) DVBS-2 LDPC code [33] 9 p(z) = 0.118623 + 0.3332z% + 0.4445z5 + 0.10372°
8 Az) =23
(9472,8192) QC-LDPC code [27] 5 p() — 0.3919225 + 0.608122°
A(z) = 0.1190 + 0.7940z% + 0.095225 + 0.05562°+
_ 5 8 s | 0.3095z!2 + 0.1270z16 + 0.2143226
k = 1032 PBRL LDPC code [35] 9:10° 24 | p(x) = 0.0238%2 + 0.063523 + 0.0794x* + 0.1905z°+
0.2222x% + 0.127027 + 0.14292'7 4 0.1508z18

the W-RCQ decoder is a QNN because of its quantization and
reconstruction functions. The QNN then trains the weights
of the W-RCQ decoder. The training was conducted using
stochastic gradient descent with mini-batches. Each sample
in the mini-batch is a BPSK-modulated all-zero codeword
corrupted by the additive white Gaussian noise whose variance
is in the range where a conventional NMS decoder with a
factor 0.7 reaches a FER between 10~3 and 1072. In our
training experiments, we assign each sample with an ﬁ—g for
noise generation. The ﬁ—z of each sample is chosen such that
all the % values with a step of 0.1 dB in the specified range
are evenly distributed to each mini-batch.

One problem of QNN is that quantization functions result
in zeros derivatives almost everywhere. In this work, we use
a straight-through estimator (STE) [19], [34] in the backward
propagation to solve this issue. The STE uses artificial gra-
dients in QNN training to replace the zero derivative of a
quantization function in the chain rule. STE is found to be the
most efficient training method for QNNs in [34].

E. Fixed-Point W-RCQ decoder

This paper uses the pair (b.,b,) to denote the bit width for
the fixed-point decoders, where b, is the bit width of C2V
messages, and b, is the bit width of V2C messages and the
posteriors of variable nodes. For the W-RCQ decoders, the
learnable parameters are first trained under a floating point
message representation and then quantized to b, bits.

V. SIMULATION RESULT AND DISCUSSION

This section evaluates the performance of the N-2D-NMS
decoders and the W-RCQ decoders for LDPC codes with
different block lengths and code rates. The LDPC codes used
in this section are listed in Table II. All the encoded bits are
modulated by binary phase-shift keying (BPSK) and trans-
mitted through an Additive White Gaussian Noise (AWGN)
channel.

A. (16200,7200) DVBS-2 LDPC code

Fig. 7a shows the FER performance of N-2D-NMS decoders
with various weight sharing types for the (16200, 7200)
DVBS-2 LDPC code. The FER performance of BP and NMS
decoders is given for comparison. The single multiplicative
weight of NMS decoder is 0.88. All decoders are flooding-
scheduled, and the maximum decoding iteration is 50. It
is shown that the N-NMS decoder (i.e., type-0 decoder)
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Fig. 7. Fig. (a): The FER performance of the N-2D-NMS decoders with
various weight-sharing types for the (16200,7200) DVBS-2 LDPC code. Fig.
(b): The FER performance of the hybrid type-2 N-2D-NMS decoder that uses
distinct weights in the first 20 iterations and the same weights in the remaining
30 iterations.

outperforms BP at 1.3 dB with a lower error floor but requires
4.8%10~° parameters in each iteration. The type-1 and type-2
decoders, which share weights based on the check node degree
and variable node degree, deliver a slightly better decoding
performance than the N-NMS decoder, with only 13 and 8
parameters per iteration, respectively.

Fig. 7a also shows that the FER performance degrades if
only considering sharing weights w.r.t. the check node degree
(type-3) or the variable node degree (type-4). Type-4 decoder
delivers a similar performance to N-NMS decoder; whereas
Type-3 decoder is inferior to N-NMS decoder by 0.04 dB.
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Fig. 8. The change of weights of the type-2 N-2D-NMS decoder for (16200,
7200) DVBS-2 LDPC code w.r.t. check node degree, variable node degree and
iteration index. Specifically, Fig. (a) gives 6((§eg(c’_)) for all possible check

0.75

node degrees in each decoding iteration ¢, Fig. (b) gives agfllg(vn))
possible variable node degrees in each decoding iteration ¢. !

for all

However, both types 3 and 4 require only 4 parameters in each
iteration. Fig. 8a and 8b give the B((Sig(ci)) and O‘Eﬁlig(vj)) of
type-2 N-2D-NMS decoder, which align with our observation
in the previous section; i.e., in each decoding iteration, larger
degree node corresponds to a smaller value. Besides, as shown
in Fig. 8a and 8b, the weights change negligibly after 20"
iteration. Thus, the hybrid type-2 N-2D-NMS decoder with
I’ = 20 delivers similar performance to the full feed-forward
decoding structure, as shown in Fig. 7b.

B. (9472,8192) Quasi-Cyclic LDPC code

This subsection designs 3-bit and 4-bit W-OMS-RCQ de-
coders for a (9742,8192) QC LDPC code and compares
them with the fixed-point OMS decoder and RCQ decoders.
All decoders in this subsection are layer-scheduled with a
maximum iteration of 10. The 4-bit W-OMS-RCQ decoder
uses one quantizer/dequantizer pair with C' = 10, v = 1.7 in
decoding. The 3-bit W-OMS-RCQ decoder, on the other hand,
uses three quantizer/dequantizer pairs. The decoder uses the
quantizer/dequantizer with C' = 3 and v = 1.3 in the first
six iterations. In iteration 7 to 8, the quantizer/dequantizer has
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Fig. 9. Fig. (a): FER performance of W-OMS-RCQ decoders, RCQ de-
coders, and 5-bit OMS decoder for a (9472, 8192) QC LDPC code. Fig.
(b): FER performance of 3-bit W-OMS-RCQ decoders with two and three
quantizer/dequantizer pairs.

C =5 and v = 1.3. The quantizer/dequantizer uses C' = 7 and
~ = 1.3 in the last two decoding iterations. The pair (b., b,)
in the legend gives the bit width of each decoder’s check node
message and variable node message.

Fig. 9a compares the FER performance of W-OMS-RCQ
decoders with msRCQ decoders and a 5-bit OMS decoder.
The decoders in Fig. 9a are also implemented using an FPGA
device (Xilinx Zynq UltraScale+ MPSoC) for the study of
resource usage. Table III lists the usage of lookup tables
(LUTs), registers, block RAM (BRAM), and routed nets of
various decoders. For the details of FPGA implementations of
the decoders, we refer the readers to [26].

The simulation result shows the 4-bit msRCQ decoder has
the best FER performance. The 4-bit W-OMS-RCQ decoder
and 5-bit OMS decoder have similar FER performance, which
is inferior to the 4-bit msRCQ decoder by 0.01 dB. However,
as shown in Table III, the 4-bit W-OMS-RCQ decoder requires
much fewer resources than the 4-bit msRCQ decoder and the
5-bit OMS decoder. Compared to the 5-bit OMS decoder, the
3-bit W-OMS-RCQ and 3-bit msRCQ decoder have a 0.025
and 0.05 dB gap, respectively. Specifically, the 3-bit msRCQ
decoder has similar LUT, BRAM, and routed net usage to
the 4-bit W-OMS-RCQ decoder. On the other hand, the 3-
bit W-OMS-RCQ uses much fewer resources than the 4-bit
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TABLE III

HARDWARE USAGE OF VARIOUS DECODING STRUCTURE FOR (9472,8192) QC-LDPC CODE

Decoding Structure LUTs Registers BRAMS Routed Nets
OMS(5,7) (baseline) 21127 12966 17 29202
msRCQ(4,8) 20355(] 3.6% ) 13967(1 7.0%) 17.5(1 .03%) 28916(] 1%)
msRCQ(3,8) 17865(] 15.4%) 12098(] 6.7%) 17(—) 25332(] 13.3%)
W-OMS-RCQ(4,8) 17645(]. 16.5% ) 13297(1 2.6%) 17(—) 25361(] 13.2% )
W-OMS-RCQ(3,8) 16306(] 22.82% ) | 12104(] 6.65%) 17(—) 23252(] 20.38% )
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Fig. 10. FER performance of N-2D-NMS decoders with various weight
sharing types for a (3096,1032) PBRL LDPC code compared with N-NMS
(type 0) and NMS.

W-OMS-RCQ decoder.

The 3-bit W-OMS-RCQ decoder in Fig. 9a uses three quan-
tizers for three decoding phases. In the first three iterations,
most messages have low magnitudes. Hence a quantizer with
small C' is required for a finer resolution to the low-magnitude
values. However, the message magnitudes increase with the
increase of decoding iteration. As a result, the quantizers with
larger C' should be used correspondingly. Fewer quantizers
may not accommodate the message magnitude growth in the
decoding process and will result in performance degradation.
For example, Fig. 9b considers a 3-bit W-OMS-RCQ decoder
that uses two quantizer/dequantizer pairs, the first pair has
C1 =3, 11 = 1.3 and is used for iteration 1 ~ 7, the second
pair has Cy = 5, 5 = 1.3 and is used for iteration 8 ~ 10. The
simulation result shows that the 3-bit W-OMS-RCQ decoder
that uses 2 quantizer/dequantizer pairs has an early error floor
at FER of 1077,

C. k = 1032 Protograph-Based Raptor-Like code

5G LDPC codes have the protograph-based raptor-like
(PBRL) [36] structure which offers inherent rate-compatibility
and excellent decoding performance. In this subsection, we
examine the performance of N-2D-NMS decoders and W-RCQ
decoders for a k = 1032 PBRL LDPC code, whose supported
rates are listed in Table I. The edge distribution of the lowest-
rate code, which corresponds to the full parity check matrix,

is also given in Table I. All the decoders in this subsection are
layer-scheduled with a maximum of 10 decoding iterations.

Fig. 10 shows the FER performance of the N-2D-NMS
decoder with various weight sharing types for the PBRL code
with lowest code rates % As a comparison, the decoding
performance of the N-NMS (type 0) decoder and the NMS
decoder is also given. All of the decoders use floating-point
message representation. The simulation results show that the
N-NMS decoder has a more than 0.5 dB improvement over the
NMS decoder but requires 1.6 * 10* parameters per iteration,
as given in Table I. On the other hand, the N-2D-NMS
decoders with types 1, 2, and 5 have the same decoding
performance as the N-NMS decoder but only use 41, 15,
and 101 parameters in each iteration, respectively. By only
considering sharing weights based on check node degrees, N-
2D-NMS decoders of types 3 and 6 have a degradation of
around 0.05 dB compared with the N-NMS decoder, with 8
and 17 parameters in each iteration, respectively. On the other
hand, when only considering sharing the weights based on the
variable node degrees, N-2D-NMS decoders of types 4 and
7 have a degradation of around 0.2 dB compared with the
N-NMS decoder, with 7 and 25 parameters in each iteration,
respectively. Thus, for this (3096,1032) PBRL LDPC code,
assigning weights based only on check nodes can benefit more
than assigning weights based on variable nodes.

Fig. 11 gives the FER performance of fixed-point W-
NMS-RCQ decoders for the ¥ = 1032 PBRL code with
rate 5, 5, 2 and 3. The W-NMS-RCQ decoder assigns 4
bits to C2V message and 10 bits to V2C message. Two
quantizer/dequantizer pairs are used for W-NMS-RCQ decoder
across all investigated rates. The first quantizer has C; = 7,
v2 = 1.7 and is used for the first 7 iterations. The second
quantizer has Co = 10, 72 = 2.3 and is used for the last three
iterations. We use a 6-bit OMS decoder as the benchmark
because it delivers better decoding performance than the NMS
decoder with the same bit width.

We first consider the 4-bit W-NMS-RCQ decoder with
type-1 weight sharing that assigns the same weight to the
edges with the same check node degree and variable node
degree. The decoder is rate-specific; i.e., a W-NMS-RCQ
decoder is trained separately for each considered code rate.
The simulation results show that, targeting an FER of 109,
the 4-bit rate-specific W-NMS-RCQ decoder outperforms the
6-bit OMS decoder with 0.1~ 0.15 dB for all considered code
rates. Fig. 11 also gives the FER curves of the 4-bit type-
1 rate-specific W-OMS-RCQ decoder at various code rates.
The simulation indicates that W-OMS-RCQ doesn’t perform
as well as the W-NMS-RCQ decoder.

For the PBRL code, the protomatrix of each possible rate is
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Fig. 11. FER performance of 4-bit W-RCQ decoders for k = 1032 PBRL
code with different code rates. The term "rate-specific" means designing
distinct decoders for each code rate; "rate-compatible" means training one
decoder that matches all code rates. The 6-bit OMS decoder is given as a
comparison.

a sub-matrix of a base protomatrix [36]. As shown in Table.
I, the type-5 weight sharing assigns the same weight to the
edges corresponding to the same element in the protomatirx.
Hence, it is possible to use one trained type-5 neural decoder
to match different code rates. We refer to such a decoder as a
rate-compatible decoder. In [29], the authors propose training
the rate-compatible decoder using samples from different code
rates.

Fig. 11 shows the decoding performance of the rate-
compatible type-5 W-NMS-RCQ decoder. The simulation re-

sult shows that for the higher rate, such as Z and ¥, the

rate-compatible type-S5 W-NMS-RCQ decoder %as a similar
decoding performance to the rate-specific type-1 W-NMS-
RCQ decoder. However, for the lower rates such as % and
%, the rate-compatible type-5 W-NMS-RCQ decoder method
doesn’t deliver decoding performance as well as rate-specific
type-1 W-NMS-RCQ decoder. Besides, considering the four
rates in Fig. 11, the number of neural weights for rate-specific
type-1 and rate-compatible type-5 W-NMS-RCQ decoder are
96 and 101, respectively.

VI. CONCLUSION

Neural networks have improved MinSum message-passing
decoders for low-density parity-check (LDPC) codes by mul-
tiplying or adding weights to the messages, where a neural
network determines the weights. However, the neural network
complexity to determine distinct weights for each edge is high,
often limiting the application to relatively short LDPC codes.
In particular, when training the neural network using PyTorch
or TensorFlow, memory constraints prevent designing weights
for long-blocklength codes. This paper solves this memory
issue by compactly storing feed-forward messages, which
allows us to design weights for blocklengths of 16,000 bits.
As an additional contribution, this paper identifies a gradient
explosion problem in the neural decoder training and provides
a posterior joint training method that addresses this problem.

For neural decoders such as N-NMS decoder and N-OMS
decoder, assigning distinct weights to each edge in each
decoding iteration is impractical for long-blocklength codes
because of the storage burden associated with the huge number
of the neural weights. This paper proposes node-degree-based
weight-sharing schemes that drastically reduce the number of
required weights with often negligible increase in frame error
rate.

Finally, this paper combines the idea of weights designed
by a nerual network with the nonlinear quantization paradigm
of RCQ, producing the W-RCQ decoder, a non-uniformly
quantized decoder that delivers excellent decoding perfor-
mance in the low-bitwidth regime. Unlike the RCQ decoder,
which designs quantizer/dequantizer pairs for each layer and
iteration, the W-RCQ decoder only uses a small number of
quantizer/dequantizer pairs.
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