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Magnetic properties of CrX3 (X = Cl, Br, I)
monolayers in excited states†

Prakash Mishra a and Tunna Baruah *b

The presence of intrinsic ferromagnetism in a new class of magnetic semiconductors CrX3 (X = Cl, Br, I)

in a reduced dimension is associated with magnetic anisotropy energy (MAE). MAE is relevant for the

magnetic order of CrX3. The control of magnetism in such 2D materials through external stimuli is

gaining importance in view of potential technological applications. Here, we use all-electron density

functional theory to investigate the magnetism of monolayers of chromium halides in excited states

using a cluster model. We study the magnetization reversal barrier for two types of electronic singly

excited states: (a) spin-preserving transitions, and (b) spin-flip transitions. While all the three halides

show enhancement of MAE in excited states, the MAEs are significant for CrI3 due to the large spin–orbit

coupling in the iodines. The changes in the MAE in the excited state are influenced by the local charge

distribution surrounding the iodine atoms. Using a model system, we also show that the MAE in chro-

mium tri-iodides is strongly influenced by the charge transfer to the iodines in an excited state. Thus,

controlling the charge transfer to the iodines can potentially be used to control the magnetization

reversal barrier.

1 Introduction

The discovery of long-range magnetic order down to the mono-
layer in van der Waals layered crystals has led to intense
research in the field of 2D magnetic materials.1–8 Mermin and
Wagner9 had demonstrated that a 1- or 2-dimensional isotropic
Heisenberg model with short-range exchange interaction pro-
hibits long-range spin ordering at non-zero temperature. The
magnetic ordering in the 2D materials such as monolayer CrI3,

2

few-layer Cr2Ge2Te6,
1 ferromagnetic monolayer VSe2

10 and
Fe3GeTe2

11,12 arises due to the magnetic anisotropy energy
(MAE) that prevents spin fluctuation. The existence of magnetic
properties in a reduced dimension has the potential to facilitate
development of new advances in spintronics13 and data storage
devices.3,4,14,15 The possibility of controlling the magnetism in
such materials with external stimuli such as electric field,5,16–19

photon,20 doping,21–23 intercalation24 and strain25–29 opens up
the field for further advances.

In the present work, we focus on the series of semiconduc-
tors CrX3 (X = Cl, Br, or I)30–33 that exhibit a range of intrigu-
ing properties, including ferromagnetism in monolayers,

magneto-optical Kerr1,2 and Faraday effects,34 large tunnel
magneto-resistance effects,35–38 and polarized photolumines-
cence.39 In chromium trihalides, the Cr3+ ions are octahedrally
coordinated with halides. The edge-sharing octahedral units
form a honeycomb net. Using a combination of tunneling and
magneto-optical measurements on few-layer and bi-layer sam-
ples of CrX3, Kim et al. established the ferromagnetic nature of
monolayers of CrBr3 and CrI3.

40 Although the chromium halides
have similar structures, the magnetic interaction is different.
The interlayer interaction in bromide and iodide is ferro-
magnetic32,41,42 whereas in chloride it is antiferromagnetic.43,44

On the other hand, both bromide and iodide have an out-of-
plane easy axis,45 and the chloride has an easy plane of magnetic
anisotropy.46,47

The dependence of magnetism in these systems on physical
stimuli such as pressure,48–50 temperature,51 and, electric
field5,16–19 has displayed a rich phenomenon. Singamaneni
et al.52 have shown that the magnetic properties of the CrCl3
and CrI3 crystals show an enhancement in the saturation
magnetization which is explained through ligand to metal
charge transfer that results in a mixture of Cr3+ and Cr2+ ions
in the crystal.53 In recent years, various computational meth-
odologies such as density functional theory (DFT), quantum
Monte Carlo, and machine learning models have been used to
determine the magnetic properties such as inter and intra-
layer exchange coupling and magnetic anisotropy of these
systems.54–57 Scientists have been exploring the optical manip-
ulation to tune and enhance light-modulated magnetism. Laser
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excitation can induce ultrafast (femtosecond) charge transfer
from X to Cr, and magnetic properties can be enhanced. This
enhancement is reported to last for a relatively long time.
Liu et al. used the density functional theory and real-time
time-dependent density functional (rt-TDDFT) methods for
the optical manipulation of magnetic properties in monolayer
CrX3.

58,59 Yang et al. reported nonmetallic atom-induced MAE
in monolayer CrBr3 and CrI3.

60 In this work, we systematically
investigate the electronic structure and magnetic properties of
the monolayer chromium trihalides in electronic excited states
using DFT. Since the MAE is relevant for the magnetic order in
2D materials, our goal is to examine how the MAE changes in
electronic excited states. The electron density changes in the
excited states result in changes in the spin–orbit coupling
strengths. We examine the MAE for singly excited particle–hole
states in this work. We show that the MAE is enhanced for
several excited states of the monolayer chromium trihalides for
both spin-conserving and spin-flip excited states.

In the next section, we describe the methods used in these
calculations and other computational details. The results of
the three monolayer chromium trihalides are presented and
discussed in Section III.

2 Computational details

For the calculations presented here, we use a cluster model for
the monolayer chromium trihalides. This choice is based
on access to the source code and enhanced features in the
molecular code that the authors have used and developed in
past.61–63 The cluster model for the monolayer chromium
trihalides has a hexagonal motif with six Cr ions each of which
is octahedrally coordinated with six halides as shown in Fig. 1.
The Cr atoms in these compounds are in an oxidation state of
+3 and an electronic configuration of [Ar] 4s0 3d3, which results
in a spin S = 3/2 per Cr atom. To maintain the similarity to the
bulk structures and the charge state of the Cr ions, we have
passivated the halides with H atoms. The H atoms are chosen
such that the magnetic moment of the cluster is 18mB or 3mB/Cr.
The resulting six-center clusters have six-fold symmetry.

All the calculations reported here are carried out using the
NRLMOL code.61–63 This code uses a Gaussian basis set and the
calculations are done at the all-electron level using the general-
ized gradient approximation (GGA) of the Perdew–Burke–
Ernzerhof functional64,65 and the NRLMOL default basis set.63

The bond lengths of the optimized lowest energy configura-
tions shown in Table 1 are in good agreement with those
reported in the literature for monolayer chromium trihalides.

We utilized the perturbative delta-SCF method66,67 to deter-
mine the total energies and single particle orbitals and eigen-
values for the excited states. This method accounts for a single
excitation from an occupied state to a virtual state. This variant
of the standard delta-SCF approach imposes an orthogonality
constraint between the ground state and excited state single
determinantal wave functions by relaxing the occupied orbitals
in the unoccupied orbital space and the hole orbital in the

occupied orbital space. The excited state energies are determined
from the total energy difference between the ground and the
excited states. Details of thismethod can be found in ref. 66 and 67.

The dipole transition matrix elements determine the prob-
ability of dipolar transitions. These are calculated from the

particle and hole orbitals using dph ¼ chj~mjcp

D E
, where m is the

dipole operator.
The MAE was determined using the approach outlined in

ref. 68. In this approach, the spin–orbit coupling is calculated
using the second-order perturbation method. For the excited
states, the occupied orbitals and their energies from the
perturbative delta-SCF approach are used as the reference state
to calculate the MAE. While the excited states are obtained only
for a single particle–hole excitation, this approximate method
can still show the trends for different halides.

3 Results and discussion
3.1 Ground states

To validate the cluster model, we present the atom-projected
density of states (DOS) for the three monolayer chromium

Fig. 1 The optimized structure of CrX3 (X = I, Br, Cl) calculated using the
PBE functional with the color scheme blue = Cr, purple = X, and white =
hydrogen.

Table 1 Structural parameters of the CrX3 cluster relaxed with PBE functional

Compound

Cr–X (Å) Cr–Cr (Å)

Calc. Expt.a Calc. Ref. 7

CrCl3 2.38 2.36 3.52 3.49
CrBr3 2.52 2.52 3.72 3.72
CrI3 2.74 2.80 4.04 4.026

a Ref. 33.
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trihalide compounds in Fig. 2. The DOS shows the contribution
from the Cr-d states and the halide-p states for the frontier
orbitals in the majority spin channels. These plots are in good
agreement with earlier DFT calculations with the PBE func-
tional from ref. 69 using periodic boundary conditions. Our
calculated energy gaps between the highest occupied molecular
orbital (HOMO) and the lowest unoccupied molecular orbitals
(LUMOs) in the three systems are 1.77, 1.56, and 1.17 eV in
good agreement with the values of 1.52, 1.33, and 1.14 eV
reported by Zhang et al.69 using the pseudopotential and PBE
functional for the monolayer chromium trihalides. The gap is
larger in our calculations due to the quantum confinement
effects. These plots also show that the HOMO–LUMO gap is in
the majority spin channel with the minority spin gap being
very large.

To further validate the structures, Heisenberg exchange
coupling constants were also determined using the broken
symmetry approach.70 We use a four-state energy mapping
methodology, as described in ref. 69. The total energy can be
written as

E ¼ E0 �
X
i;j

J1Si � Sj �
X
i;j

J2Si � Sj �
X
i;j

J3Si � Sj ; (1)

where J1, J2, and J3 are the first, second, and third nearest
neighbor exchange coupling parameters and E0 is energy
without the exchange interactions. In our cluster model, this
amounts to taking into account six first and second-nearest
neighbors, and three third-nearest neighbor interactions as
shown in Fig. 1. To prevent the relaxation of magnetic moments
into the ground-state configuration or any stable configuration
other than the desired one during the self-consistent proce-
dure, the magnetic moments were constrained to the desired
directions for different magnetic configurations. The calculated
exchange coupling parameters J1, J2, J3 presented in Table 2 are
in good agreement with the previous studies for the three CrX3

trihalides.69 The first nearest-neighbor interaction is the most
dominant one in these systems. The differences with the earlier
calculations are on the order of 10�4 eV which can arise not
only from the low dimension of the structure but also from the
use of pseudopotentials in the periodic calculations. For CrI3,

the J3 parameter has the opposite sign indicating an antiferro-
magnetic alignment. However, since the nearest neighbor
coupling is the most dominant one with an order of magnitude
larger values, this discrepancy can be neglected. Moreover,
such a discrepancy is also seen between previously reported
values, e.g. ref. 71. Overall, we find that the cluster model can
well represent the monolayer chromium trihalides for the
purposes of this work.

Our calculated MAE values of CrCl3, CrBr3, and CrI3 in the
ground state are 1.58, 14.51, and 68.47 K, respectively which on
a per Cr basis are 0.26, 2.41, and 11.41 K. These values are in
good agreement with the previously calculated values for the
three monolayer CrX3 trihalides

69 of 0.36 K, 2.15 K, and 7.95 K
per Cr in these materials with the PBE functional and pseudo-
potential. We point out that the GGA+U method results in
anisotropy per Cr values that range from 0.29–0.35 K for
chloride, 1.74–1.85 K for bromide, and 8.58–9.33 K for the
iodide compounds.47,72 In the cluster model used in this work,
the ratio of the halides to the Cr atom is larger compared to the
monolayer which is likely the reason for the larger per Cr MAE
values, particularly for the iodide. Since the charge state of the
Cr ions is the same in all three halides, the large change in
magnetic anisotropy energy arises from the spin–orbit coupling
in the halides of the system. CrI3 has the highest anisotropy
energy due to the large spin–orbit interaction in the iodine
atoms. Using the atom-centered Gaussian basis sets, it is
possible to decompose the anisotropy Hamiltonian into a
sum of atom-centered terms. This scheme allows one to project
the MAE into individual atoms in the system.73 This scheme
assumes that single-center diagonal terms of the anisotropy
Hamiltonian is most dominant. The atom projected MAE
(PMAE) shows the orientation of the local easy, medium, and

Fig. 2 Total and projected density of states on the Cr-d and halide p states for CrX3 with (a) X = Cl, (b) X = Br, and (c) X = I.

Table 2 Exchange coupling parameters for CrX3 in meV. The earlier
calculated values for monolayers from ref. 69 are shown in parentheses

Compound J1 (meV) J2 (meV) J3 (meV)

CrCl3 1.47 (1.92) 0.21 (0.23) �0.13 (�0.13)
CrBr3 2.2 (2.60) 0.33 (0.38) �0.11 (�0.15)
CrI3 2.77 (2.86) 0.74 (0.64) 0.15 (�0.15)
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hard axes on the atoms. Since CrI3 has the largest MAE, we
discuss this system in more detail below.

In the CrI3 cluster, there are two different types of coordina-
tion for the I atoms as can be seen from Fig. 3, and accordingly
the PMAE value varies for each type of iodine atom. Each Cr is
octahedrally connected with six iodines. Two such iodines
between two octahedra form bonds with two Cr ions. These
are the iodines in the bridge positions The PMAE of the iodines
in the bridge positions is higher compared to the terminal
iodines that are passivated with hydrogen and connected to a
single Cr ion. The octahedrons are rotated to form the ring
shown in Fig. 3. The PMAE for the bridging iodines is larger
with an average value ofB21.37 K whereas the terminal iodines
coordinated with hydrogens have a site average of B4 K,
respectively. The iodines have non-zero spin moments with
the largest moments on the order of 0.1mB on the bridge
iodines. The passivation with the hydrogens reduces the aver-
age local moments to 0.035e on the terminal iodines and also
with smaller PMAE. The PMAE on the Cr atoms is much smaller
on the order of B0.36 K although the spin moments on the Cr
atoms are on the order of 2.98mB. The large MAE contributions
from iodine atoms have also been reported by Yang et al.60 The
global easy axis of magnetization is out-of-plane which is the
z-axis in Fig. 3. The orientations of the local easy axes on the
iodines in the bridge positions are shown in Fig. 3. Although
the local easy axes are not aligned along the global easy axes,
the easy axes on all atoms combine to produce the global out-
of-plane easy axis. The symmetry of the cluster is not strictly
enforced during geometry optimization, as a result, there is
slight symmetry breaking which results in differences in the
orientation of the magnetization axes. Overall, the local easy
axis orientations in the ground state reflect the symmetry of the
system.

On the other two complexes, the local PMAEs on the halides
are much smaller leading to smaller total anisotropy energies.
PMAE patterns resemble those of the CrI3 cluster but with
significant reductions for bromine and chlorine atoms. The
bridging bromine atoms have an average PMAE of B2.75 K,
whereas this value for similarly situated chlorine atoms is
B0.11 K. The halides in the terminal positions coordinated
with hydrogens show much smaller PMAEs of 0.95 K for Br and
0.05 K for chlorines. In these two compounds, the Cr atoms
have PMAE values around B0.17 K and B0.13 K, closely
resembling those of CrI3. Overall, bromine and chlorine atoms
contribute significantly less to PMAE compared to iodine atoms
which shows that the spin–orbit coupling in the halides plays a
significant role in determining the magnetic properties of these
compounds (Table 3).

3.2 Excited states

The DOS shown in Fig. 2 shows that the frontier orbitals belong
to the majority spin and the HOMO–LUMO gap in the majority
spin channel is much smaller compared to that of the minority
spin in all three compounds. Therefore, we considered only the
majority spin singly excited states. These excited states are
calculated using the perturbative delta-SCF method which
orthogonalizes the excited state Slater determinant to the
ground state one and the energies of the excited states are
determined from the total energy differences. In this work, we
considered two types of transitions, spin-preserving and spin-
flip transitions. We considered particle–hole excited states
from 12 occupied frontier orbitals that form a band near the
Fermi level to the twelve lowest unoccupied ones which form
the lowest band of unoccupied orbitals in the DOS plot. These
orbitals have a large Cr d-character. This choice of particle and
hole states also depends on the excitation energies. The calcu-
lations were restricted to excited states roughly within 4 eV
above the ground state. For each singly excited state, the MAE
and the spin moments on the Cr ions are also calculated. The
ground state dipole moments in our model are 0.26, 0.15, and
0.62 Debye for the CrCl3, CrBr3, and CrI3 systems. The small
values of dipole moments show the isotropy of the charge
distribution in the clusters in the ground state. We also
calculated the dipole moments in the excited states to identify
the charge transfer states. Since the numbers of particle–hole
states calculated for each halide are large we present the data as
ESI.† The excitation energies, MAEs, dipole moments in the
excited states, transition dipole matrix elements (|dph|

2), and
population analysis for the singly excited spin conserving
excited states of the CrI3, CrBr3, and CrCl3 are presented in
Tables S1–S3 (ESI). In the tables, the occupied and unoccupied

Fig. 3 Schematic representation of CrI3 with atom index for each atom
and the local easy axis directions on the bridging iodine atoms for the
ground state of CrI3.

Table 3 The site average PMAE values in Kelvin for the halides and Cr
atoms in CrX3

Compound Bridge (K) Terminal (K) Cr (K)

CrCl3 0.11 0.05 0.13
CrBr3 2.75 0.95 0.17
CrI3 21.37 4.59 0.36
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states are labeled according to their position with respect to the
HOMO and LUMO. Thus H-n refers to nth orbital below the
HOMO and L+m refers to the mth orbital above the LUMO. The
perturbative delta-SCF energies take into account the particle–
hole interaction. In DFT, the virtual orbitals do not hold the
same meaning as in Hartree–Fock. Therefore, for a given hole
state, the transition energies do not necessarily increase rela-
tive to the previous transition. The lowest excitation energies
are 1.88, 1.62, and 1.34 eV for CrCl3, CrBr3, and CrI3, respectively.
These energies are slightly higher than the respective HOMO–
LUMO gaps.

The same calculations were also carried out for spin-flip
excitations for single particle–hole states. Since the frontier
orbitals are of majority spin, the spin-flip excitations involve
the majority to minority spin transitions. Thus, such excitations
lead to a lowering of the total spin moment on the cluster to
16mB. The spin flip transitions in general have a higher thresh-
old energy in all the three systems. The excited state energies,
MAE, dipole moments, and average spin moments on Cr for the
spin-flip excitations of the CrI3, CrBr3, and CrCl3 are provided
in S4, S5, and S6 for the three halide systems.

The MAE values in various excited states for the three
different chromium trihalide clusters are shown in Fig. 4 which
shows the MAE values for both the spin-conserving and spin-
flip transitions. These plots are restricted to 3 eV above the
ground state. In these figures, the dashed line represents the
ground state MAE. For CrCl3, although all transitions tend to
increase the MAE, the overall strength of the MAE is still quite
small for both the spin-conserving and spin-flip transitions.
The largest MAE value for the spin-conserving transitions in

this system is less than 12 K, whereas for spin-flip transitions it
is slightly higher. The largest MAE value rises to 22 K for CrBr3
for excitation energies within 3 eV considering both the spin
conserving and spin-flip transitions. Compared to the ground
state MAE, the largest excited state MAE shows a 51% increase
for CrBr3 but by 500% change for CrCl3. The CrI3 system is the
strongest magnet among the three systems. The large spin–
orbit coupling of CrI3 leads to large MAE values for the ground
state compared to the other two halides. The MAE value for CrI3
in the ground state is 68.47 K which translates to 11.4 K per Cr.
For the spin-conserving excited states within 3 eV, the largest
value of MAE is B158.2 K which is more than double of the
ground state value. The dipole transition matrix element values
increase from the chloride to the iodide which likely results
from more hybridization between Cr d and halogen p states for
the larger halogen atoms. For spin-flip transitions too we find
that there are a few outlier states with similar large MAEs.

To understand the origin of the large anisotropy energies of
CrI3 in the excited states, we considered in detail the changes in
the local anisotropy energy for a few of the excited states. The
PMAE values on the Cr and the bridging and a few of the
terminal iodines are listed for several excited states and the
ground state in Table 4. The sites 1–6 correspond to the Cr
atoms in this table. One of the excited states considered here is
H - L+7 transition. Assuming small changes in the passive
orbitals, the difference between the particle and hole density
shows the change in the total electron density upon electronic
excitation. This density difference between the particle and the
hole orbitals for the H- L+7 state is shown in Fig. 5. From the
DOS plot (Fig. 2), it can be seen that the HOMO of CrI3 has a

Fig. 4 MAE (K) as a function of excitation energy (eV) for spin-conserving single particle–hole transitions of CrX3 for X = (a) Cl, (b) Br, (c) I and spin-flip
transitions for X = (d) Cl, (e) Br, and (f) I. The dashed line represents the ground state MAE.
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similar amount of iodine-p and Cr-d character, whereas the
unoccupied orbitals have more Cr-d character. This transition
increases the spin charge on Cr5 which also shows a large
increase of PMAE to 9.34 K. However, the large change in the
total anisotropy energy arises from changes in charge density
on the iodines. The PMAE on the iodines shows a large change

for several of the iodine atoms. While the PMAE on one of the
iodines increases to 75.9 K, a decrease in PMAE for another
iodine to nearly 6.53 K is also seen. The PMAE values for
terminal iodines do not show significant change. The global
easy axis for this state lies along the z-axis which is the out-of-
plane direction.

The spin-flip transitions on the CrI3 show that the site
average spin moment on the Cr atoms is lower compared to
the ground state but the spin moments on the iodines are
larger. The spin-flip transition H�2 - L+9 state results in a
large MAE. In this case, we find that the PMAEs on iodines are
lower but the PMAEs on Cr are relatively larger than those in
the ground state. This state also has a global easy axis of
magnetization that points out of the plane of the cluster.

Next, we considered the spin conserving H - L+9 state
which has a much lower MAE of 36.71 K compared to the
ground state (Fig. 6). The PMAE on the Cr shows a similar trend
to H - L+7 but the PMAEs on the iodines are on the same
order of magnitude as for the ground state. However, we find
that the global easy axis of the H - L+7 state is out-of-plane,
whereas for the H - L+9 state, it is in a general direction not
aligned with the cluster symmetry. Examination of a few other
states however showed that the out-of-plane direction of the
global easy axis is not always associated with a large value of
MAE. For several excited states, we find that the MAE is large
although the global easy axis is in a general direction. The local
environment around the iodines determines the PMAE and the
local easy axis direction. However, alignment or non-alignment
of the local axes can influence the barrier.

Qualitatively, in the CrX3 systems, the Cr ions are in the +3
charge state and a charge transfer from the Cr to the halides

Table 4 Projected magnetic anisotropy energies (PMAEs) on the Cr,
bridge (Br), and a few terminal (Tr) iodine sites for CrI3 in singly excited
particle–hole states. The ground state (GS) PMAEs are also included for
reference

Atom Site

Spin preserving Spin flip

GSH - L+9 H - L+7 H�2 - L+9

Cr 1 2.46 0.32 2.56 0.31
2 0.29 1.14 4.61 0.28
3 0.74 2.09 3.72 0.43
4 0.39 0.41 2.28 0.48
5 8.42 9.34 2.01 0.37
6 0.50 0.59 2.50 0.30

I (Br) 7 19.64 13.55 16.35 17.90
8 20.48 19.39 20.18 18.21
12 16.10 24.35 17.42 22.09
13 18.23 6.53 19.93 23.08
16 25.66 75.90 16.02 25.09
17 32.77 34.69 12.15 30.61
18 18.49 19.47 18.85 17.93
19 20.62 42.64 17.14 16.17
22 19.31 25.65 22.40 21.59
23 27.91 11.23 17.62 27.82
25 18.19 39.54 17.91 17.51
26 18.37 29.07 19.28 18.60

I (Tt) 28 3.36 6.11 4.58 3.85
10 4.75 5.15 6.31 4.91
24 1.99 5.55 6.82 5.59
9 3.58 1.82 4.85 3.52

Fig. 5 (a) Orbital densities of H - L+7 transition of CrI3. All isosurface values are 0.0001 a.u. Blue and red surfaces correspond to the L+7 and the H
orbitals, respectively. (b) Local easy axes on bridge iodines are shown for the H - L+7 transition.
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takes place in the ground state leading to the formal charge of
�1 on the iodines. However, the presence of small spin charges
on the iodines indicates that the charge transfer is not com-
plete and the iodines are not in the �1 anionic state. When
charge transfer from Cr to I is complete, iodines are in a close
shell structure with very little contribution to the MAE. On the
other hand, large contributions may arise when the charge
transfer is incomplete such that the iodine has a slightly open
p-shell. Spin charge on the iodines may also occur in the
situation where the iodines have more than 1 extra electron.
In that case, however, the extra charge will occupy the next
s-orbital with a locally spherically symmetric charge distribu-
tion. As a result, the MAE for such iodine will be small although
there is a small spin moment on that ion. To check this
hypothesis, we carried out additional calculations on a charged
CrI3 4-atom model system which has the same stoichiometry as
the monolayer. The spin on the molecule was allowed to change
from the S = 3/2 in the neutral state. The charge was increased
from +1 to �1 in steps of 0.2e. The corresponding spin-charge
on the Cr and iodines, MAE, and PMAE on the Cr and iodines
are shown in Table 5. In the neutral state, the iodines already have
a small spin charge on them less than 0.1mB. In this state the total
magnetic moment of the molecule is 3mB. When a small fractional
charge is removed from the molecule, the total magnetic moment
decreases with a similar change in the magnetic moment on the
Cr. Similarly, the addition of a small electron charge results in a
larger spin charge on the Cr and a larger total spin moment for the
molecule. Removal of fractional charges from the molecule results
in the increase of spin charges on the iodines and the total MAE of
the molecule with a commensurate increase of PMAE on the

iodines. On the other hand, as the extra fractional electronic
charge is added, the total MAE decreases and the PMAE on the
iodines also becomes small. The large PMAE on the iodines in
the cluster therefore arises due to small fractional charges on the
iodines that likely result from incomplete charge transfer from the
Cr to the iodines. The excited states involve charge transfer from
one region to another of the cluster which in turn leads to large or
small PMAE on iodines depending on the saturation of the p-shell.

4 Conclusions

We carried out DFT calculations on a cluster model of a
monolayer of CrX3 to investigate the MAE in spin-conserving
and spin-flip single particle–hole excited states. Employing the

Fig. 6 (a) Orbital densities of the H- L+9 transition of CrI3. All isosurface values are 0.0001 a.u. Blue and red isosurfaces correspond to the L+9 and the
H orbitals, respectively. (b) Easy axis directions on the bridging iodines in the H - L+9 state.

Table 5 Calculated magnetic moment (mB), MAE (K), and PMAE (K) of the
CrI3 model system in different charge states

Charge

Magnetic moment (mB)

MAE (K)

PMAE (K)

Cr I Cr I

1 2.65 �0.22 159.14 3.93 38.78
0.8 2.7 �0.19 141.35 3.06 47.86
0.6 2.76 �0.16 138.42 2.69 87.84
0.4 2.83 �0.14 109.73 2.84 53.08
0.2 2.9 �0.11 102.44 2.02 50.98
0 2.98 �0.09 37.28 3.78 6.26
�0.2 3.1 �0.08 20.56 3.16 4.75
�0.4 3.16 �0.06 12.27 2.58 2.95
�0.6 3.25 �0.04 20.88 2.67 2.67
�0.8 3.34 �0.03 19.62 2.26 1.97
�1 3.43 �0.01 4.62 1.57 1.57
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perturbative delta-SCF method, we determined that the MAE
exhibits notable variations depending on the specific electronic
transitions considered. Among the three halides, the MAE is
significant for the iodide system due to the strong spin–orbit
coupling in the iodines. The projected anisotropy energies on
the iodines are larger than on the Cr ions although the spin
moments on the Cr ions are order of magnitude larger than
those on the iodines. Using a toy model system, we show that
the charge transfer to the iodines strongly influences the MAE
of the cluster. The charge transfer from the Cr to the halides is
not complete with some back transfer from the ligand to the
metal. The incomplete p-shell closure results in large MAE for
iodine-based systems. Due to the excitations, there can be large
variations in the PMAE of iodines in a given excited state.
Moreover, the global easy axis shows variations in the excited
states. The global easy axis of a cluster is determined by the
local easy axes. We also find that the local anisotropy axes on
the halides follow the symmetry of the cluster in the ground
state with an out-of-plane global easy axis. In most of the
excited states, the global easy axis is in the out-of-plane direc-
tion but there are also cases where the global easy axis lies in a
general direction. Overall, in both the ground and excited states
the magnetic properties are dependent on the non-magnetic
halide atoms.
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