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ABSTRACT: We developed a random forest machine learning
(ML) model for the prediction of 'H and "*C NMR chemical shifts
of nucleic acids. Our ML model is trained entirely on reproducing
computed chemical shifts obtained previously on 10 nucleic acids
using a Molecules-in-Molecules (MIM) fragment-based density
functional theory (DFT) protocol including microsolvation effects.
Our ML model includes structural descriptors as well as electronic
descriptors from an inexpensive low-level semiempirical calculation
(GFN2xTB) and trained on a relatively small number of DFT
chemical shifts (2080 'H chemical shifts and 1780 "3C chemical
shifts on the 10 nucleic acids). The ML model is then used to
make chemical shift predictions on 8 new nucleic acids ranging in
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size from 600 to 900 atoms and compared directly to experimental data. Though no experimental data was used in the training, the
performance of our model is excellent (mean absolute deviation of 0.34 ppm for 'H chemical shifts and 2.52 ppm for '*C chemical
shifts for the test set), despite having some nonstandard structures. A simple analysis suggests that both structural and electronic
descriptors are critical for achieving reliable predictions. This is the first attempt to combine ML from fragment-based DFT
calculations to predict experimental chemical shifts accurately, making the MIM-ML model a valuable tool for NMR predictions of

nucleic acids.

1. INTRODUCTION

NMR spectroscopic investigations play an integral role in the
determination of the structural properties of proteins and
nucleic acids. Due to the complex nature of the analysis of
experimental data needed to derive reliable structural assign-
ments, it is imperative to develop complementary theoretical
and computational methods to assist the prediction of NMR
chemical shifts of biomolecules.

Proteins, with a larger database of experimental NMR
chemical shifts (as of May 2023, around 12,000 solution
NMR-resolved structures in PDB),” have been the subject of
numerous prediction studies.” " In the early 2000s, empirical
NMR predictors were developed, which subsequently paved the
way for machine learning-based (ML) predictors, which are
trained on high quality experimental data of proteins. Among
these empirical predictors, there are simple machine learning
models such as SPARTA+'? with a single layer feed-forward
network, SHIFTX2/SHIFTX+,"" which leverages sequence
homology, PPM_One'” utilizing an artificial neural network
model, and Graph N MR"? utilizing graph neural networks. More
recently, UCBShift'* involving decision tree ensemble models,
which employ both sequence and structural alignment,
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demonstrated better performance in predicting chemical shifts
of aqueous protein structures relative to earlier predictors."
NMR chemical shift studies play a pivotal role in the
characterization of nucleic acids, despite their historical focus
lagging behind that of proteins. These studies are particularly
valuable for nucleic acids due to the inherent complexities
associated with NMR experiments and the subsequent assign-
ment of chemical shifts. Notably, the dynamic nature of nucleic
acids, especially in the case of RNA, presents a significant
challenge in generating a comprehensive description of
interproton NOE-derived distance restraints required for their
structural determination.'®"” In contrast with proteins, the
number of nucleic acid structures with experimental chemical
shift data deposited in PDB is relatively small (less than 2000
structures solved using solution NMR).> As a result, fewer
empirical methods have been explored for predicting the
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chemical shifts of nucleic acids.'"® The methods by Altona et
al,'® Barton et al,'"” and DSHIFT*’ by Lam et al. have used
empirical approaches based on a central nucleotide and its
neighbors. Other empirical methods such as SHIFTS*' and
NUCHEMICS™ along with the method by Sahakyan et al.”®
and Cromsigt et al.”” use empirical equations to model rin%
current and electrostatic effects. The ML-based RAMSEY”
method by Frank et al. uses a random forest approach with 3D
structural descriptors including torsions and hydrogen bonding.
Later a support vector regression method trained on sequences
of RNA systems was introduced by Brown et al.*®

Although empirical methods offer quick predictions based on
experimental nucleic acid data, they have limitations. These
methods heavily rely on a limited set of high-quality nucleic acid
structures. Since they are based on empirical or semiempirical
equations, they may not be able to handle noncanonical nucleic
acid structures. Also, since they are mainly trained on
nonexchangeable protons, they perform poorly for solvent-
exchangeable protons, imino protons, and nonproton nuclei.
Additionally, these empirical techniques can also prove
insensitive to structural variations in nucleic acids, potentially
leading to inaccuracies in predictions.'®

Density functional theory (DFT) methods have shown
accurate NMR chemical shift predictions of a wide variety of
molecules.”* ™" As a result, ML models for the prediction of
DFT-quality chemical shifts for small and medium sized organic
molecules have been explored extensively.”” ® These ML
techniques leverage the localized nature of the chemical
shielding tensor to make predictions. Interestingly, SHIFTML
model based on local atomic environments has been used to
predict chemical shifts of molecular solids within DFT accuracy
and has demonstrated good performance in predicting
experimental chemical shifts.*

However, due to the steep computational cost, it is nearly
impossible to do DFT-based GIAO NMR calculations on large
biological systems with thousands of atoms. Therefore, ML
models on predicting DFT-quality chemical shifts for large
biological systems such as proteins and nucleic acids are not
explored. In this context, fragment-based methods have shown
success in calculating chemical shifts of large biomolecules using
DFT or other first-principles methods.**™*° Among the
methods based on ab initio techniques, the QM/MM frag-
ment-based AFNMR" and ADMA'® methods have shown
modest performance with errors of around 0.4—0.6 ppm for 'H
chemical shifts of DNA and RNA systems.

To overcome the deficiencies of existing methods and obtain
better performance, we have developed the QM-based
Molecules-in-Molecules (MIM) fragmentation method for the
accurate prediction of experimental NMR chemical shifts for
both backbone and side-chain 'H and "3C in proteins as well as
nucleic acids.** 7> Our DFT-based MIM-NMR has emerged as
an accurate predictive tool for NMR chemical shifts of nucleic
acids with a mean absolute deviation from experiment of ~0.3
ppm for 'H and ~2—3 ppm for *C.*" In this study, we leveraged
the simplicity and accuracy of our MIM-NMR model to develop
and train a machine learning model (MIM-ML) with minimal
loss of accuracy to make faster predictions that are applicable to
larger systems.

The main objective of this work is to train and develop an AI/
ML model for predicting chemical shifts of DFT/experimental
quality. In contrast to existing machine learning (ML) models
that are trained on experimental data sets, which can be prone to
errors and noise, our MIM-ML model was exclusively trained on

6633

DFT-calculated chemical shifts derived from MIM-NMR of 10
nucleic acid systems from our previous study. Our approach
employed a random forest®' (RF) architecture, which is well-
suited for establishing relationships between chemical shifts and
molecular structures. It excels in handling multidimensional data
sets and modeling nonlinear relationships. Moreover, the
random forest approach is robust against overfitting and
computationally efficient due to its algorithmic simplicity.”*
Most importantly, we incorporated both structure-based and
electronic descriptors for training our ML model. We utilized
this model to predict the chemical shifts of eight new nucleic
acids with sizes ranging from 600 to 900 atoms and compared
them directly with experimental data to obtain excellent results
with very little loss of accuracy compared to the training set.

2. METHODS

2.1. MIM1-NMR Pipeline for Calculated Chemical
Shifts. The MIM-NMR calculated chemical shifts are taken
from our previous study on 10 nucleic acids.*’ We used “dimer”
primary subsystems that incorporate stacking interactions
between adjacent units, defined by the fragmentation parameter
(r), calculated with the selected high level of theory (vide infra).
The derivative subsystems to account for the overcounting are
then the corresponding “monomer” units. Single-layer MIM
(MIM1) energies are obtained from a summation of the
subsystem energies and can be written like the standard
ONIOM extrapolation, as shown in eq 1.

MM = E}rﬂgh = Z dimers — Z overlapping monomers
(1)
For the NMR-GIAO method, the isotropic shielding tensor,
o" for atom N, is given as the second derivative of the electronic

energy, E, with respect to the external magnetic field B and the
nuclear magnetic moment my;.

N_| OE

% = |-
0B,omy,
71B=0

(2)
o

i is the ij™ component of the shielding tensor, B; is the i"
component of the external magnetic field, and my is the jh

component of magnetic moment of the nucleus N.

The atomic NMR shielding constant is one-third of the sum of
the trace of the atomic shielding tensors from eq 2. ¢;, which is
the isotropic chemical shift, is subtracted from the correspond-
ing standard reference value (0, to yield the chemical shift of
each atomic species. For 'H and "C, the chemical shift is
calculated using tetramethyl silane (TMS) as the reference. For
SN, the NH; molecule is taken as the references.

5, 3)

In our MIM1-NMR model, we use the mPWI1PW91/6-
311G(d,p) method to calculate the shielding constants. The
scaling factors determined for 'H, '*C, and °N nuclei using the
mPW1PW91/6-311G(d,p) method are 31.86, 190.33, and
273.38 ppm, respectively. All MIM-NMR calculations were
performed usin§ an external perl module and the Gaussianl6
program suite.”

For all of the nucleic acids, we performed structure
minimization using AMBER10: EHT force fields by constrain-
ing all the heavy atoms and allowing only the protons to
move.””** Additionally, we incorporated the solvation effects in
our MIM1-NMR method using an explicit-implicit solvation

=01t~ 0;
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model (MIMexplicit—impIicit ), which is herein termed the
MIMI,icrosolavation Model. In our microsolvation model, the
short-range hydrogen-bonding interactions are captured by
including one explicit water molecule per amine proton, and the
remaining solvation effects are captured using an appropriate
implicit solvation model. For implicit solvation, we use the
widely used SMD-SCRF continuum solvation model.” The
assumption here is that the dimer primary subsystems with
explicit-implicit solvation can accurately model the local
intramolecular hydrogen bonding interactions as well as
intermolecular explicit interactions with the solvent at a high
level of theory. Before the chemical shift calculation, the explicit
water molecules are geometry-optimized using the PM6D3H4
semiempirical method using MOPAC (Molecular Orbital
PACkage), while freezing the rest of the DNA molecule to
preserve its conformation.’®

The MIM1, i rosolavion- NMR model is efficient and was applied
recently to a test set of 10 nucleic acids, including some
nonstandard systems containing B and F atoms, to achieve a
target performance of 0.3 ppm for 'H and 2—3 ppm for "*C
chemical shifts, similar in magnitude to the values obtained
previously on a variety of protein syst(=.ms.48’49 We train our ML
model on this set of nucleic acids, as described in the next
section.

For the MIM-ML model, the input structural minimization
protocol is similar to the procedure in the MIMI ;i ocolavtion”
NMR model, with only the exception of not including the
explicit solvent molecules. We expect our MIM-ML model to
capture any additional interactions present in the
MIM1 i rosolavtion-NMR model from appropriate structural and
electronic descriptors (vide infra).

2.2. Descriptors. The choice of descriptors can greatly
impact the accuracy of any ML model, as well as its
interpretability. It is therefore important to carefully consider
the specific problem being addressed and to select descriptors
that are relevant as well as informative. Since chemical shift is a
highly localized property, it is logical to include the local
structural and chemical environment of the target atom to design
the input feature vector.”” Thus, we chose appropriate structural
and electronic descriptors to represent the features of the data
and to provide information about the nuclei type being analyzed
to build a reliable random forest (RF) model. More precisely, we
designed separate RF models for "H and *C incorporating such
atomic features to predict their chemical shifts.

2.2.1. Structural Descriptors. We extracted the structural
descriptors from the representative structure of the nucleic acid
deposited in the Protein Data Bank using the open source
“Biopython library”. The first step is to parse the PDB files using
the PDBParser module, which transforms the information
stored in the files into a structured format that can be easily
processed. The data obtained through parsing include details
about individual residues, atoms, and their respective properties.
The extracted data are encapsulated within a Structure object,
which serves as a container that holds essential information
about the molecular structure of the nucleic acid. Through the
utilization of various functions and methods provided by the
Biopython library, relevant information such as atom types and
nucleotide residues is extracted from the Structure object.

To incorporate the local environmental effects surrounding
specific nuclei within the nucleic acid structure, a Neighbor-
Search object is employed. This object facilitates the
identification of neighboring atoms and residues in the
proximity of the target nuclei. Specifically, the search method
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of the NeighborSearch object is utilized to determine the nearest
neighbors of nuclei such as 'H and "*C. For 'H nuclei, the two
closest neighboring atoms are identified, while for *C nuclei, the
four closest neighbors are ascertained. Additionally, the search
method is also applied to locate the two closest neighboring
residues for each residue in the nucleic acid structure. These
neighboring residues correspond to the adjacent bases in the
single chain of the structure.

Overall, this protocol allowed us to extract important
structural descriptors such as (1) atom type, (2) residue type,
(3) neighbor atom type, and (4) neighbor residue type from the
PDB file and analyze the local environment of the nucleic acid
structure. In order to prepare the extracted structural features for
analysis using the MIM-ML model, a one-hot encoding
representation is employed. This encoding scheme transforms
categorical data, such as atom types and residue types, into
binary vectors, where each category is represented as a unique
binary pattern. The resulting one-hot encoded feature vectors
are subsequently used as inputs for the MIM-ML model.

2.2.2. Electronic Descriptors. To obtain electronic features,
we used the highly efficient and well-calibrated GFN2-xTB
semiempirical QM method developed by Grimme’s group to
calculate the electronic properties of the nucleic acids.”® We
performed single point calculations using GFN2-xTB in
conjunction with a GBSA (Generalized Born with Solvent
Accessibility) implicit solvation model on a hybrid molecular
mechanics/semiempirical constraint-optimized structure. Here,
GBSA™ models the solvent as a continuous dielectric medium
and accounts for the electrostatic interactions between the
nucleic acid and solvent molecules. The hybrid method
combines features of both molecular mechanics and semi-
empirical methods to optimize the geometry. As mentioned in
the method section (vide supra), we first used AMBER10: EHT
force fields to minimize the representative PDB structure of the
nucleic acid, constraining all heavy atoms and allowing only
protons to move. We then refined the geometry using
PM6D3H4 with similar constraints. This two-step process
provides a reliable structure for NMR calculations by optimizing
bond lengths, angles, and torsional angles as well as removing
any steric clashes or bad contacts that may be present. Overall,
GFN2-xTB with GBSA solvation is a computationally cost-
effective model to obtain the electronic descriptors for different
atom types in nucleic acid systems.

Electronic descriptors that we calculated using GFN2-xTB for
individual atoms are

(1) Atomic partial charges (q): The atomic partial charges are
taken from a Mulliken population analysis in GFN2-xTB
and are solved self-consistently.”®

(2) Covalent coordination number (CovCN): This term is
the element-specific parameter obtained from diagonal
elements of the Extended Hiickel Type Hamiltonian
(EHT) matrix and is a crucial ingredient to describe
covalent bonds in tight-binding methods. Covalent
coordination number employs electronegativity and is
obtained by approximately matching Wiberg bond orders
that describe the electron density between pairs of atoms

. 60
in a molecule.

(3) Born radius: The Born radius is a theoretical parameter
used in the generalized Born (GB) solvation model to
account for the solute—solvent electrostatic interactions.

In the GB model, the Born radius is used to calculate the

https://doi.org/10.1021/acs.jctc.3c00563
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architecture.

solvation energy by considering the effective volume of

the solute and the dielectric properties of the solvent.’’
(4) H-bonding parameter: This parameter is used in the
noncovalent interaction term in the xXTB Hamiltonian,
which measures the strength of hydrogen bonds between

atoms and solvation environment.

2.3. Random Forest Architecture. Random forest (RF) is
a powerful ensemble learning algorithm that combines the
predictions of multiple decision trees to generate more accurate
predictions.”’ The RF algorithm involves the following steps:
First, a subset of features is randomly selected from the data set.
Then, a decision tree is built by using the selected features. This
process is repeated multiple times to build a collection of
decision trees. Finally, the predictions of all of the decision trees
are aggregated to make the final prediction. The benefit of using
the RF model is that it can handle high-dimensional data sets
with many different features and is less prone to overfitting
compared to other machine learning models."***

In the context of chemical shift prediction, the proposed
regression model takes the form below.

6=f (55;)

Where §, is the estimated chemical shift for the i ® nucleus,
which is calculated from isotropic chemical shift subtracted from
the corresponding standard reference. fis a nonlinear regression
function and ¥, is a feature vector whose components encode the
variables of the regression model. These variables correspond to
computable properties in each nucleus’ environment, including
atomic charges, solvation effects, structural parameters, etc.
Essentially, these properties are the features used in the RF
algorithm to make the chemical shift prediction. Scheme 1
shows the general scheme for the MIM-ML model.

During the training stage, we feed an input feature vector
consisting of both structural and electronic descriptors into a
random forest regressor from scikit-learn. This model is used to
predict the MIM-calculated chemical shifts in a microsolvation
solvation environment. Notably, we utilize the structural

6635

information along with xTB-derived features in the GBSA
solvation environment to predict QM-derived chemical shift
values. As mentioned earlier, MIM chemical shift values are
calculated using SMD implicit solvation with a few explicit
solvent molecules near the amino and imino protons.
Essentially, by using the combination of structural and electronic
descriptors, we are trying to predict highly accurate MIM
chemical shifts for both "H and *C nuclei in a complex solvation
environment. Once the regressor is trained, the model is used to
predict the chemical shifts for a new set of PDB structures, which
were not used in the training phase. The performance of this
MIM-ML model is evaluated by using the mean absolute
deviation (MAD) of the predicted ML chemical shift with
respect to experimental chemical shifts of the test systems.

To understand the relative importance of each input feature in
determining the target variable, we employed the “feature im-
portances” attribute of the training model from scikit-learn.
Feature importance is a measure of how much each feature
contributes to the accuracy of the random forest model. The
importance of each feature is calculated based on the decrease in
the impurity of the decision tree nodes in which the feature is
weighted by the probability of reaching that node.

Random Forest regression models have previously been
shown to provide accurate predictions of chemical properties for
a variety of molecules and materials.'***%>%* However, it is
important to note that the accuracy of RF models can be affected
by the quality and size of the training data set, the choice of
features used, and the hyperparameters of the model.

3. RESULTS AND DISCUSSION

3.1. Data Extraction. In our previous publication, we used
the MIMmicrosolvation (formeﬂy referred to as MIMg}(:}l;lsitcﬁi—nitmplicit)
method to calculate the NMR chemical shifts of 10 nucleic acids
with PDB ID’s 1SY8,%* 1K2K,*® 1KR8,°° 2N5P,*” 6XAH,*®
2LIB,* IN2W,”® 2LFX,”" 7NBK,”* and 2LAR.”® The calculated
chemical shifts for all 'H and *C nuclei of these nucleic acids
were compared to experimentally available shifts, and the results

are depicted in Figure 1.

https://doi.org/10.1021/acs.jctc.3c00563
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Figure 1. (A) Experimental chemical shifts plotted against MIM ,;c;osolvation NMR chemical shifts for 1282 "H’s and (B) experimental chemical shifts
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Plotting all 1282 experimental "H chemical shifts gave an R* of
0.96 with a MAD value of 0.30 ppm, whereas a rather small set of
128 available experimental "*C chemical shifts gave an R* of 0.99
with a MAD value of 2.12 ppm. The lower MAD values and high
correlation between calculated chemical shifts and experimental
chemical shifts shows that the chemical shifts obtained from the
MIM_yicrosolvation M0del can be used as the target with a larger data
set of 2080 chemical shift values for 'H and 1780 chemical shift
values for "*C. In this study, we utilized structure and electronic
descriptors as features to train random forest models separately
for 'H and "*C predictions.

3.2. Random Forest Regression for 'H Chemical Shifts.
3.2.1. Training on "H MIM-NMR Chemical Shifts of Nucleic
acids. A general scheme for the random forest regressor pipeline
for the MIM-NMR chemical shift prediction is shown in Scheme
1. The regressor is trained using atomic feature vectors that
combine electronic and structural features, as explained in the
method section (vide supra), to make predictions. The model is
trained using all available MIM calculated data, and the
hyperparameters n_estimators, max depth, min_sample_split,

6636

and min_sample leaf are tuned using a grid search. The best
combination of hyperparameters, identified as n_estimators =
500, max_depth = 30, min_sample_ split = 2, and min_sam-
ple_leaf = 1, is then used for training the RF regression model.
The correlation plot, displayed in Figure 2A, shows a high degree
of agreement with an R? of 0.99 and MAD of 0.14 ppm, between
MIM calculated NMR chemical shifts and those predicted by the
random forest regressor. To understand the importance of the
electronic features, we trained the model with just the structural
features accompanied by a hyperparameter grid search. The best
performing model including only the structural features gave a
MAD of 0.37 ppm between the MIM and the RF chemical shifts
with an R? of 0.95, which confirms that the electronic features
play a critical role in the predictive power of the random forest
model.

Next, we compare the predicted MIM-ML chemical shifts
directly to available experimental NMR chemical shifts for the
training set, giving MAD values of 0.35 ppm for 'H and 2.17
ppm for *C as depicted in Figure 3A,B. There is only a very
small falloff in the performance of the RF model relative to the

https://doi.org/10.1021/acs.jctc.3c00563
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Figure 4. Nucleic acid structures used to compare MIM-ML predicted NMR chemical shifts to experimental ones: (a) SIZP with 760 atoms, (b) SZLD
with 886 atoms, (c) 2M3P with 684 atoms, (d) 1JS7 with 915 atoms, (e) 1K8L with 886 atoms, (f) SUZF with 757 atoms, (g) 6DM7 with 565 atoms,

and (h) 7BFX with 627 atoms. Images are created using Mol*.!

MIM,;ros0lvation Model (MAD of 0.30 ppm for 'H and 2.12 ppm
for 3C with respect to experiments). We note in this context
that these deviations are comparable to the best chemical shift
predictions obtained for nucleic acids. The larger spread of
deviations around 12—14 ppm for 'H chemical shifts typically
represents imino protons that are involved in different types of
hydrogen bonding in the base alignment. Overall, our MIM-ML
model accurately predicts experimental chemical shifts without
prior knowledge of any experimental NMR chemical shifts in the
fitting.

Further, the feature importance analysis of the input features
is presented in Figure 2B. The results indicate that the Born
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radius feature has the highest contribution toward the prediction
task, accounting for 47% of the importance score. The proton
type feature is the second most significant, with a contribution of
31%. On the other hand, the remaining features such as H-bond
information, covalent coordination number, neighboring atoms,
residue type, and neighboring residue type have a combined
score of 22%. These findings suggest that the Born radius and
proton type features are crucial in predicting the target variable.

3.2.2. Predicting Experimental 'H NMR Chemical Shift
Using the MIM-ML Regressor Model. Once the model is trained
on MIM-NMR chemical shifts, we used it directly to predict
NMR chemical shifts for a test set of eight new nucleic acids with

https://doi.org/10.1021/acs.jctc.3c00563
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Table 1. Structural Information, MAD (in ppm), and R? Values between Experimental and MIM/ML Chemical Shifts Predictions
for Eight Nucleic Acid Systems Used in This Study

PDB N atom/ Nuclei MBIAIL chemical shifts
No. Entry BMRB Description residues type (MAD/R?)
1 SIZp 30044 DNA dodecamer with 8-oxoguanine at 10th position 760/24 'H 0.26/0.97
2 SZLD 36174 DNA duplex in Homo sapiens 886/28 'H 0.33/0.97
3 2M3P 18973  DNA containing a cluster of 8-oxo- guanine and abasic site lesion 684/22 'H 0.41/0.95
4 1TS7 5134  dAAUAA DNA bulge 915/29 'H 0.34/0.97
S IK8L 5716  Dithioate backbone modified duplex aptamneers 886/28 'H 0.25/0.98
6 SUZF 30254  DNA duplexes containing N1- methylated adenine (m1 A) lesion 757/24 'H 0.38/0.97
Bc 2.19/0.99
7 6DM7 30473  Spl transcription factor duplex for Homo sapiens 565/18 'H 0.38/0.96
Bc 2.14/0.99
8 7BFX 34588  Deoxyxylose nucleic acid hairpin 627/20 'H 0.34/0.95
e 3.24/0.98
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Figure 5. Comparison of experimental "H NMR chemical shifts of (a) SIZP, (b) SZLD, (c) 2M3P, (d) 1JS7, (e) 1K8L, (f) SUZF, (g) 6DM?7, and (h)
7BEX with MIM-ML predicted chemical shifts.
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Figure 7. Comparison of experimental *C NMR chemical shifts of SUZF, 6DM?7, and 7BFX nucleic acids with MIM-ML predicted chemical shifts.

sizes ranging from 600 to 900 atoms (Figure 4). A short
description about these nucleic acids with PDB ID’s SIZP,”*
5ZLD,”®> 2M3P,”° 1JS7,”7 1K8L,’® SUZF,”® 6DM7,” and
7BFX™ can be found in Table 1.

Among the nucleic acid structures studied, 2M3P with a
missing residue and a modified nonstandard residue showed
slightly higher MAD value (0.41 ppm) with respect to
experiments. However, other nucleic acids with nonstandard
residues including S1ZP and 1K8L showed an excellent
agreement with the experiments with a lower MAD value of
0.26 and 0.25 ppm, respectively. As shown in Figure 5 and Table
1, the MIM-ML predicted 'H chemical shifts of the eight nucleic
acids gave an average MAD value of 0.34 ppm with an average R*
of 0.96. Importantly, as shown in Figure 3A, when the predicted
chemical shifts from the training model are compared to the
corresponding experiments, the MAD value was calculated to be
0.35 ppm with an R* of 0.95, which is very similar to the observed
MAD values for the new systems in the test set. This shows that
our MIM-ML model which employs both structural and
electronic features is excellent for prediction on new data for
'H chemical shifts.

3.3. Random Forest Regression for '3C. 3.3.1. Training
on *C MIM-NMR Chemical Shifts of Nucleic acids. As in the
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case of 'H training, we used both structural and electronic
features described in the Methods section for the training of *C
MIM calculated chemical shifts. Except for the hydrogen
bonding parameter, we used all of the other features used in
the 'H training model. The model is trained using MIM
calculated data and hyperparameters tuned using a grid search.
The best combination of hyperparameters, identified as
n_estimators = 500, max depth = 30, min_sample split = 2,
and min_sample_leaf = 1, is used for training the RF regression
model. The RF model is trained on 1780 MIM-NMR calculated
chemical shifts, and the comparison of MIM chemical shifts with
MIM-ML predictions showed a MAD of 0.68 ppm and an R*
value of 0.99 (Figure 6A). To investigate the importance of
electronic descriptors, we used a prediction model just with the
structural features and obtained an MAD value of 1.62 ppm for
MIM values with respect to MIM-ML values. This analysis
validates the importance of electronic features in chemical shift
predictions for *C nuclei using a RF regressor model.

Further, a feature importance analysis is performed on the
input features for the MIM-ML model as shown in Figure 6B. It
is interesting to note that >90% of the feature importance score
is covered by electronic features, i.e., the covalent coordination
number covers 80% of the feature importance followed by the
atomic partial charge with 11% and finally a small slice of 1% by
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the Born radius. The only structural feature involved in the
prediction architecture is the carbon atom type feature with a
contribution of 8%. Other structural features including
neighboring atom type, residue type, and neighboring residues
seems to have no contribution in the RF predictor for *C. It is
evident from the feature importance analysis that electronic
features are important for the prediction of chemical shifts.

3.3.2. Predicting Experimental *C NMR Chemical Shifts
Using MIM-ML Random Forest Regressor Model. After
completing the training of our MIM-ML model, we evaluated
its performance on a test set consisting of three nucleic acids for
which *C chemical shifts are available. These nucleic acids are
identified by their PDB IDs: SUZF, 6DM7, and 7BFX. Table 1
and Figure 7 provide a detailed description of these nucleic acids
including their predicted '*C chemical shifts. Our MIM-ML
model accurately predicted the '*C chemical shifts of these
nucleic acids with an average MAD value of 2.52 ppm and an
average R” value of 0.99. It is noteworthy that the 7BFX DNA
structure, with a hairpin geometry, exhibited a slightly larger
deviation of 3.24 ppm for the MAD value, while the SUZF and
6DM7 structures showed relatively low deviations, with MAD
values of 2.19 and 2.14 ppm, respectively.

Furthermore, in Figure 3B, we compare the predicted
chemical shifts from the training model to experimental values,
resulting in a MAD value of 2.17 ppm and an R* value of 0.99.
These values are similar to the observed MAD values for the
SUZF and 6DM?7 structures in the test set, but slightly smaller
than that for the 7BFX structure with hairpin geometry.
Nonetheless, our results demonstrate the ability of our MIM-
ML model to accurately predict '*C chemical shifts for nucleic
acids of varying sizes and geometries.

4. CONCLUSIONS

In this study, the MIM-ML model, combining machine learning
and the MIM fragmentation methodology, has emerged as a
reliable and accurate tool for predicting NMR chemical shifts of
nucleic acids. Our ML model is trained solely on reproducing
previously computed chemical shifts obtained through a
Molecules-in-Molecules (MIM) fragment-based density func-
tional theory (DFT) protocol, incorporating microsolvation
effects.

By incorporating both structural and electronic descriptors of
the local atomic environments, derived from an inexpensive low-
level semiempirical calculation (GFN2-xTB), our ML model
demonstrates excellent performance in predicting chemical
shifts, despite having been trained on a relatively small data set of
DFT chemical shifts for 10 nucleic acids. Furthermore, the
model’s predictive accuracy is confirmed by its comparison with
experimental data for eight additional nucleic acids of varying
sizes (ranging from 600 to 900 atoms) with a mean absolute
deviation (MAD) of approximately 0.30 ppm for 'H and 2—3
ppm for *C. Further, our MIM-ML model offers several
advantages, including the ability to be applied to nonstandard
structures and predict both sugar—phosphate backbone and
nucleotide chain shifts for 'H and "*C.

By leveraging machine learning, the model eliminates the
need for expensive QM calculations while delivering QM and
experimental quality results. This innovative combination of
fragment-based QM calculations and machine learning
represents a significant step forward in NMR prediction. The
success of this approach opens possibilities for studying the
properties of other large biomolecules and accurately predicting
their chemical shifts or other important electronic properties. It
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provides a practical application of machine learning by
overcoming the lack of quality experimental chemical shift
data for nucleic acids and highlights the potential of theory-to-
theory learning and predicting experiments when reliable
experimental data is scarce. In summary, our approach has the
potential to greatly enhance our understanding of the properties
and behavior of complex biomolecules.
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