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A Structure-Dynamics Relationship Enables Predic-
tion of the Water Hydrogen Bond Exchange Activation
Energy from Experimental Data†

Zeke A. Piskulich,a,b∗ Damien Laage,c∗ and Ward H. Thompsona∗

It has long been understood that the structural features of water are determined by hydrogen
bonding (H-bonding) and that the exchange of, or “jumps" between, H-bond partners underlies
many of the dynamical processes in water. Despite the importance of H-bond exchanges there is,
as yet, no direct method for experimentally measuring the timescale of the process or its associ-
ated activation energy. Here, we identify and exploit relationships between water’s structural and
dynamical properties that provide an indirect route for determining the H-bond exchange activation
energy from experimental data. Specifically, we show that the enthalpy and entropy determining
the radial distribution function in liquid water are linearly correlated with the activation energies
for H-bond jumps, OH reorientation, and diffusion. Using temperature-dependent measurements
of the radial distribution function from the literature, we demonstrate how these correlations allow
us to infer the value of the jump activation energy, Ea,0, from experimental results. This analysis
gives Ea,0 = 3.43 kcal/mol, which is in good agreement with that predicted by the TIP4P/2005
water model. We also illustrate other approaches for estimating this activation energy consistent
with these estimates.

1 Introduction
One of the hallmarks of liquid water is its extensive hydrogen
bond (H-bond) network. The ability of this network to quickly
exchange these H-bonds is responsible for many of the notewor-
thy features of the neat liquid.1–4 Under ambient conditions, H-
bond exchanges play a critical role in most dynamical processes
including diffusion,5 reorientation,6,7 viscosity,8–11 dielectric re-
laxation,12,13 structural rearrangements,14,15 and chemical reac-
tions.16–18

Given that these exchanges play such a ubiquitous role, it is not
surprising that they have received significant attention. However,
their characterization is challenging because widely used water
models predict a diverse range of exchange timescales and this is-
sue cannot be settled by experiments, which presently are unable
to detect exchanges. Here we address this challenge in two ways.
First, we focus on the exchange time activation energy that mea-
sures the enthalpic barrier that controls the H-bond dynamics and
is a central quantity for testing and validating theories and mod-
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els describing water dynamics. The activation energy naturally
suffers from the same issues as the exchange time itself in that it
is not directly accessible experimentally. Second, we use mecha-
nistic insight from previous simulation studies that showed that
H-bond exchanges are limited by the displacements of (the new
and old) H-bond acceptors between the first and second solvation
shells. The barriers for these displacements can be determined
from the radial distribution function (RDF) and its temperature
dependence, which are accessible experimentally.

Thus, in the present work we establish structure-dynamics re-
lationships connecting the temperature dependence of the water
RDF to the H-bond exchange time activation energy. These rela-
tionships are validated on other dynamical quantities, i.e., reori-
entation and diffusion, where activation energies are experimen-
tally accessible. Using this approach we provide the first deter-
mination of the activation energy for H-bond exchanges based on
experimental structural data.

As a preliminary, it is helpful to examine some of the key
developments that inform our understanding of the role of H-
bond exchanges in water dynamics and their relationship to wa-
ter structure. A key example of this is the development by Laage
and Hynes of a theoretical treatment of these H-bond exchanges,
called the extended jump model, to describe the reorientation of
water molecules in terms of finite amplitude “jumps” between H-
bond partners as well as a part that comes from the reorienta-
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tion of the unbroken O · · ·O “frame” vector in the unbroken H-
bond.7,19 They showed that the reorientation time τ2, which is
measured in pump-probe infrared anisotropy experiments,20 can
be expressed in terms of these components as,

1
τ2

=
w2

τ0
+

1

τ
f rame

2

(1)

where τ
f rame

2 is the frame reorientation time, w2 is the average of a
weighting function that accounts for the size of the jump angle,21

and τ0 is the characteristic jump time of H-bond exchanges, i.e., it
is the inverse of the rate constant for an OH group to switch from
one H-bond acceptor to another.

More recently, Gomez et al. showed that the water self-
diffusion coefficient can also be described in terms of a contri-
bution associated with translational steps upon H-bond jumps
and one associated with frame motion of the water and its four
H-bonded partners diffusing together.22 Analogously to the ex-
tended jump model for OH reorientation, this gives the water
self-diffusion coefficient as

D =
ρOd

+ρOa

3τ0
+ D f rame, (2)

where ρOd
and ρOa

are the average distances moved by the H-
bond donor and acceptors during an H-bond exchange and D f rame

is the frame contribution to the diffusion coefficient.

These theories indicate why, as we have shown recently, the OH
reorientation time and water self-diffusion coefficient are strongly
correlated with the H-bond jump time:23 They have a common
mechanistic origin. However, timescales are not easily compared
(τ0 and D do not even have the same units) and in many ways ac-
tivation energies are more fundamental, adding substantially to
our understanding because they represent dynamical barriers. In
the same work,23 we noted that H-bond jumps, diffusion, and re-
orientation all have similar, but not identical, activation energies;
the differences represent the important mechanistic distinctions
of each timescale. Diffusion adds the magnitude of the transla-
tion jump upon an H-bond exchange plus the “frame” diffusion of
a water with its four H-bond partners intact. Reorientation of an
OH group adds the magnitude of the angular jump upon an H-
bond exchange plus the “frame” reorientation of the OH with its
H-bond to its acceptor intact. The temperature dependences of
the translation and rotational jumps are nonzero, but relatively
small,22,24 and the frame motions are themselves governed by
H-bond exchanges in the surrounding waters. This gives similar
(and highly correlated) activation energies for jumps, diffusion,
and reorientation. The same may hold for viscosity and dielec-
tric relaxation, but these more collective quantities do not yet
have theoretical models that explicate their relation to H-bond
exchanges.

A key difficulty is encountered, however, in unraveling the indi-
vidual components of these jump models for water diffusion and
reorientation. While the diffusion coefficient, D, and the OH re-
orientation time, τ2, can be directly determined experimentally
in neat water, the H-bond exchange time, τ0, cannot. Impor-
tantly, the jump time for H-bond exchanges between two differ-

ent acceptors that induced distinct, distinguishable OH stretching
frequencies have been measured using two-dimensional infrared
chemical exchange spectroscopy.25,26 However, because the OH
vibrational spectrum is (on average) the same before and after H-
bond exchange between two equivalent water H-bond acceptors,
this approach cannot be applied to neat water. For some time,
it was thought that τ0 was equal to the spectral diffusion time
extracted from the frequency-frequency time correlation func-
tion accessible from two-dimensional infrared spectroscopy ex-
periments. However, we have recently shown27 that, in simula-
tions, the H-bond exchange time is not currently accessible from
such measurements, rather the spectral diffusion time is almost
fully determined by rearrangements within intact H-bonds and
transient H-bond breakages.27 Thus, additional progress on the
connection of experimental measurements to τ0 is needed.

This motivates other approaches to using experimental data to
characterize the H-bond exchange process. One approach is to
use the variability in water models for molecular dynamics sim-
ulations. While any given water model obeys the relations in
eqns (1) and (2), the differences in the models yields a range
of timescales. We have recently shown that this leads to strong
linear correlations between the (inverse) jump time and both the
diffusion coefficient and the (inverse) reorientation time for nine
commonly used water models.23 These correlations are empiri-
cal in that they represent an average behavior over the different
models, which, e.g., each have different values of w2 and τ2, f rame

in eqn (1). Nevertheless, one can use them to infer the jump
time based on experimental data. The measured OH reorien-
tation time is 2.6 ps,28,29 which yields a jump time of 3.2 ps
from the correlation between 1/τ2 and 1/τ0 shown in Fig. 1b of
Ref. 23. Similarly, the measured water self-diffusion coefficient
is 2.30 × 10−5 cm2/s,30 giving a jump time of 3.8 ps from the
correlation of D and 1/τ0 shown in Fig. 1a of the same work.
These estimates are important guide posts, but not fully satisfac-
tory given the significant difference between the estimates based
on the diffusion coefficient and reorientation time.

The considerations discussed above motivate our focus in this
work on the jump time activation energy,

Ea,0 =−∂ ln(1/τ0)

∂β
, (3)

where β = 1/(kbT ), kb is Boltzmann’s constant, and T is the tem-
perature. Like the jump time itself, determining this activation
energy from experimental measurements is a critical challenge to
be overcome in the long-standing goal of understanding liquid
water. In the following, we show how this can be accomplished
by identifying the key elements of water structure that determine
the enthalpic barrier to H-bond exchange.

2 Theory

The jump timescale, τ0, measures the inverse rate constant for an
OH moiety to exchange H-bond acceptors and, as is clear from the
above discussion, is one of the fundamental timescales of liquid
water. From a molecular simulation τ0 can be calculated within
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the stable states picture31 from the time correlation function

Cab(t) = ⟨na(0)nb(t)⟩, (4)

where ⟨· · · ⟩ indicates a thermal average and na (nb) is equal to
1 if the chosen OH is H-bonded to molecule a (b), and is other-
wise zero. Absorbing boundary conditions are used so that after
an exchange occurs, that molecule’s contribution remains one re-
gardless of whether it switches back to its original H-bond partner
due to a further exchange. At longer times, 1−Cab(t) = e−t/τ0 , en-
abling determination of the jump time.

We have recently developed a fluctuation theory for dynamics
approach that enables the direct determination of an activation
energy from simulations at a single temperature,23,32–34 by com-
puting the analytical derivative of a timescale or rate constant
with respect to temperature, in contrast to the numerical deriva-
tive obtained in an Arrhenius analysis. Briefly, this approach uses
the fact that the temperature, or more precisely the β , derivative
of, for example, Cab(t) is given by

∂Cab(t)
∂β

=−⟨δH(0)na(0)nb(t)⟩ ≡ −CH,ab(t), (5)

where δH(0) = H(0)−⟨H⟩ with H the total system Hamiltonian.
In other words, the temperature derivative is related to the corre-
lation of energy fluctuations with the dynamics; the activation en-
ergy is straightforwardly obtained by fitting CH,ab(t).24 We have
used this method in a recent study in which we have directly cal-
culated the activation energies for water diffusion, OH reorienta-
tion, and H-bond exchanges for a wide range of water models.34

Those data are used here and related to properties of the water
structure.

Namely, the same approach can be used to calculate the tem-
perature dependence of static equilibrium properties.35–37 In liq-
uids the RDF, for example,

g(r) =
V
N2

⟨
∑

i
∑
j ̸=i

δ (r− |⃗ri j|)

⟩
, (6)

is frequently used to characterize liquid structure.38 Here, r⃗i j =

r⃗ j − r⃗i is the distance between sites i and j, N is the number of
molecules, r is the distance between two atoms – in this work we
focus on the intermolecular O · · ·O coordinate to obtain gOO(r)
– and V is the volume. Experimentally, RDFs are obtained as
the Fourier transform of the structure factor measured by either
neutron39–41 or X-ray scattering.42,43

Using fluctuation theory, we have previously demonstrated that
the derivative of the RDF with respect to temperature, or more
precisely, β , can be expressed as,

∂g(r)
∂β

= − V
N2

⟨
δH ∑

i
∑
j ̸=i

δ (r− |⃗ri j|)

⟩

= −gH(r). (7)

Here we have neglected the pδV contribution to the derivative
present in the isothermal-isobaric ensemble, which is negligible
at 1 bar. This derivative is evaluated directly from simulations at

a single T and p.

3 Computational Methods
We have carried out simulations of the oxygen-oxygen RDF and
its βderivative for nine different water models. For each model,
we generated initial configurations necessary data files for molec-
ular dynamics simulations using PACKMOL.44 Initial velocities
were generated from the room temperature Maxwell-Boltzmann
distribution. Molecular dynamics simulations were run using
the Large-Scale Atomic/Molecular Massively Parallel Simulator
(LAMMPS).45 Liquid structures were calculated from separate
long trajectories, propagated for 50 ns in the NpT ensemble at
1 bar and 298.15 K after a 1 ns equilibration. For these trajec-
tories, configurations were output every 100 fs (in total 500,000
configurations) from which the radial distribution function and
its derivative were calculated.

A Nosé-Hoover thermostat and barostat were used, both of
chain length 3, with damping parameters of 100 fs and 1000 fs,
respectively.46,47 For all simulations, the Particle-Particle-Particle
Mesh (PPPM) Ewald summation method was used for the cal-
culation of electrostatic interactions, with a tolerance parameter
of 1×10−4.48,49 For simulations involving rigid water molecules,
the SHAKE algorithm was used to hold bonds and angles con-
stant, also with a tolerance of 1×10−4.50

Note that the activation energies presented in this work are
taken from Ref. 34 and a different approach was used there. In
particular, to remove the effect of the barostat and thermostat on
the calculated dynamical timescales and their activation energies,
they are computed from constant volume and energy (NV E) tra-
jectories that are initiated from configurations sampled from an
N pT trajectory.

Uncertainties in the structural parameters were calculated us-
ing block average over five blocks, and represent 95% confidence
intervals according to the Student’s t-distribution.51 Uncertain-
ties for the activation energies reproduced from Ref. 34 and also
represent 95% confidence interval obtained from ten blocks.

4 Results
We have calculated the oxygen-oxygen RDF for each water model
listed in Table 1 and plotted the results in Fig 1. The studied
models represent a wide range of parametrizations that spans 3-
site and 4-site descriptions and includes both flexible and 3-body
models. In this figure, we have also included the experimental
radial distribution function at 295.1 K as measured by Skinner et
al. using X-ray diffraction.43 In this way, the results in Fig 1 rep-
resent a diverse array of descriptions of water. Each simulation
model exhibits moderate agreement with the experimental RDF,
but all overestimate the height of the first peak. The models gen-
erally agree on the peak’s location along r, with the exception of
the TIP3P and TIP3P/Fw models which predict a more contracted
liquid structure.

We have also directly calculated the β derivative of the RDF
at 298.15 K for each water model using eqn (7) and have used
the experimentally measured RDFs at 307 and 284.5 K to evalu-
ate this derivative numerically.43 The results are plotted in Fig. 1.
The model and the experimental derivatives are in general quali-
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Fig. 1 Plots of the liquid water oxygen-oxygen A) radial distribution func-
tion and B) the β derivative of the RDF, −gH,OO(r), for each water model.
Insets show a closer view of the first maximum.

tative agreement though the models exhibit slightly less structure
than the experimental result. Interestingly the 4-site models are
in good agreement with experiment after the first minimum (lo-
cated at about 3.1 Å); however, only TIP3P reproduces the height
of the first maximum with the other models slightly overestimat-
ing the T -dependence of the peak.

5 Discussion
In the remainder of this Paper, we examine how these structural
properties of water and their temperature dependence can pro-
vide information about the dynamics of water. In particular, we
focus on the former, which can be used to determine the ther-
modynamic barriers – both enthalpic and entropic – for water
rearrangements and investigate their relationships to dynamical
activation energies. It is found that these provide a route to esti-
mations of the activation energy for the H-bond exchange time.

The Gibbs free energy can be calculated from the RDF as,

∆GOO(r) =−kbT lngOO(r)−2kbT lnr, (8)

where the first term is the potential of mean force and the second
term is the entropy associated with the increasing volume with
r. The calculated ∆GOO(r) for each model and the experimental
results of Ref. 43 are shown in Fig. 2. We find that the free en-

ergy barrier to move from the first to the second solvation shell is
overestimated by each model compared with experiment. Gener-
ally, we observe that a higher barrier between the first and second
solvation shell corresponds with an overall shallower minimum in
the second solvation shell, though the two flexible models do not
follow this pattern.

Fig. 2 A) Gibbs free energy, B) enthalpy, and C) entropy as a function of
the intermolecular water oxygen-oxygen (OO) distance. (The first mini-
mum is set to zero in each case.)

It is straightforward to show35 that the derivative given by
eqn (7) applied to the OO RDF, gH,OO(r), can be used to deter-
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Fig. 3 Schematic of the liquid water oxygen-oxygen enthalpic (solid or-
ange line) and entropic (dashed purple line) contributions to the free en-
ergy. Indicated on the plot are the positions r1st , r‡, and r2nd as well as
the forward and backward directions over the enthalpic barrier. As noted
in the text, an H-bond exchange must involve one water molecule leav-
ing the first solvation shell, with an enthalpic barrier of ∆H‡

f , and another
molecule entering the first solvation shell, with an enthalpic barrier of
∆H‡

b .

mine the corresponding enthalpy,

∆HOO(r) =
gH,OO(r)
gOO(r)

, (9)

and the entropic contribution to the Gibbs free energy as,

−T ∆SOO(r) = ∆GOO(r)−∆HOO(r), (10)

using ∆GOO(r) = ∆HOO(r)− T ∆SOO(r); the ∆H and ∆S obtained
are those for 298 K and may vary with temperature though, at
constant volume, we have found they are effectively independent
of temperature.35 The enthalpy and entropy contributions to the
free energy calculated in this way are shown in Fig. 2. Both quan-
tities exhibit more structuring in the experimental results than
in the simulations. The experimental enthalpic barrier for mov-
ing from the first to second solvation shell is in best agreement
with the E3B models, though the measured second solvation shell
minimum is shallower than predicted by any of the models. The
experimental entropy profile is similar to that predicted by all of
the water models and agrees best with the 4-site models studied.
However, at short distances the measured −T ∆SOO(r) increases
more steeply than in any of the models.

We have previously reported calculations of the diffusion, re-
orientation, and the jump activation energies for the models con-
sidered here;34 the results are given in Table S1 in the Electronic
Supplementary Information (ESI). We now examine the relation-
ship between the enthalpic (and entropic) change associated with
exchanging an H-bond and the observed activation energy for
each of these three timescales.

It should be noted that the H-bond jump involves the move-
ment of the original acceptor out of the first solvation shell of the
H-bond donor, while the new acceptor must enter the first sol-

Table 1 Ea,0, ∆∆H‡, ∆∆Hθ , and −T ∆∆S‡ for each water model and exper-
iment. 43

Model E†
a,0 ∆∆H‡ ∆∆H‡

θ
-T∆∆S‡

SPC/E 52 3.094 2.585 0.517 -1.5010

SPC/Fw 53 3.276 2.729 0.5511 -1.5714

TIP3P 54,55 2.715 2.283 0.436 -1.394

TIP3P/Fw 54,55 3.386 2.827 0.5610 -1.639

OPC3 56 3.266 2.588 0.6810 -1.4511

E3B2 57 4.116 3.718 0.4010 -2.548

E3B3 58 4.032 3.5813 0.4515 -2.4016

TIP4P/2005 59 3.635 3.255 0.388 -2.105

TIP4P/Ew 60 3.526 3.188 0.349 -2.0313

Expt 43 3.43 2.97 0.46 -2.16

†Model values are reproduced from Ref. 34; experimental value predicted
as described in the text.

vation shell. Thus, it is useful to consider the quantity ∆∆H‡ =

∆H‡
f +∆H‡

b , which corresponds to the sum of the enthalpy barrier
in both directions, as illustrated schematically in Fig. 3. Here we
define ∆H‡

f and ∆H‡
b as the enthalpy required to cross the barrier

in the forward and backward directions, respectively. These are
calculated as

∆H‡
f = ∆HOO(r‡)−∆HOO(r1st) (11)

∆H‡
b = ∆HOO(r‡)−∆HOO(r2nd),

where r‡, r1st , and r2nd are the positions of the transition state,
the first solvation shell, and second solvation shell, respectively;
see Fig. 3. A similar approach has previously been successfully
used with the RDF to estimate the jump time, though it relies on
information only available from simulations.61

Laage and Hynes have suggested previously that the jump ac-
tivation energy can be expressed as Ea,0 = ∆∆H‡ +∆∆H‡

θ
where

the second term corresponds to a separate barrier along an an-
gular coordinate.7 From our present calculations, we find that
the SPC/E model ∆∆H‡ is 2.58 ± 0.06 kcal/mol, and its Ea,0 is
3.09± 0.04 kcal/mol. Using these values, we then find ∆∆H‡

θ
=

0.51 ± 0.07 kcal/mol in close agreement with the result of
∼ 0.5 kcal/mol in Fig. 17 of ref. 7. In Table 1 we have included our
calculated values of ∆∆H‡

θ
= Ea,0 −∆∆H‡ for each water model.

Interestingly, 4-site models have generally larger values of ∆∆H‡

and smaller values of ∆∆H‡
θ

than their 3-site brethren, leading to
higher values of Ea,0.

It is useful to consider instead the dependence of a given ac-
tivation energy on the enthalpic barrier ∆∆H‡. We have plotted
the jump, reorientation, and diffusion activation energies of each
water model as a function of their corresponding values of ∆∆H‡

in Fig. 4A-C. The data show a clear linear dependence between
each activation energy and the structural enthalpic barrier, such
that a linear function of the form

Ea,X = mH,X (∆∆H‡) + bH,X , (12)
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Fig. 4 Plot of the A) jump, B) reorientation, and C) diffusion activation energies plotted for each water model as a function of ∆∆H‡ and the same for
−T ∆∆S‡ (D-F). Linear fits are included for each panel as a solid black line. The predicted activation energies from the X-ray data of Skinner et al., 43

generated using the correlations of ∆∆H‡, are included on each plot.

provides an excellent fit of the data, as also shown in Fig. 4A-C.
Here, bH,X is the y-intercept, the value mH,X is the slope, and X
represents the timescale, with X = 0 for the jump time, X = 2 for
the reorientation time, or X = D for the diffusion coefficient. The
values of mH,X and bH,X are given in Table S2 in the ESI.

These results demonstrate the clear structure-dynamics rela-
tionships for water, not only for the jump time but also for the
OH reorientation time and the self-diffusion coefficient. For all
three timescales Ea,X and ∆∆H‡ have a strong linear correlation
(R2 between 0.916 and 0.957). We have tabulated the fitting
parameters and R2 values for each fit in Table S2. It is interest-
ing to note that the slope for the jump time activation energy is
slightly different than one, which may be indicative of a temper-
ature dependence of the H-bond jump transmission coefficient as
well as the non-zero barrier in the jump angle. The same is true
for the reorientation and diffusion activation energies, but this
is expected because these processes involve contributions from
“frame" motion between H-bond jumps as well as the magni-
tudes of the angular and translational motions with an H-bond
exchange.7,19,22,24 These factors also explain the slightly weaker

correlations of Ea,2 and Ea,D with ∆∆H‡ compared to that for Ea,0.
This strong structure-dynamics relationship will be used to de-
termine Ea,0, which is not accessible experimentally, from ∆∆H‡

determined from the temperature dependence of the measured
RDF.

We have also calculated −T ∆∆S‡, the entropic contribution to
the free energy barrier corresponding to an H-bond exchange,
which we have included in Table 1. With this a similar linear
equation may be obtained as

Ea,X = mS,X (−T ∆∆S‡)+bS,X , (13)

where mS,X and bS,X are again the slope and intercept; their val-
ues are given in Table S2 in the ESI.

We have plotted Ea,X as a function of −T ∆∆S‡ for each water
model in Fig. 4D-F and fitted these data to eqn (13). While the
observed correlations are strong (R2 between 0.842 and 0.887),
they are weaker than that found for the enthalpic correlations.
(Full details of the fits are provided in Table S2.) The strong lin-
ear correlations of the activation energies with −T ∆∆S‡ is likely a
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direct result of enthalpy-entropy compensation in the water mod-
els.62

With these correlations in hand, we can use the experimental
results of Skinner et al.,43 which give ∆∆H‡

expt = 2.97 kcal/mol and
−T ∆∆S‡

expt = −2.16 kcal/mol, to infer the activation energies. As
the correlations with ∆∆H‡ are stronger than with the entropy, we
use ∆∆H‡

expt and our fitted parameters in Table S1 to estimate the
activation energies from the experimental data. We first apply this
approach to predict Ea,2 and Ea,D as these have been previously
determined experimentally. This provides a validation of the use
of these structure-dynamics relationships to determine activation
energies. We find an estimated value of Ea,2 = 3.89 kcal/mol,
which is in good agreement with the values measured by Petersen
et al.28 (4.1 ± 0.5 kcal/mol) and Nicodemus et al.29 (3.7 ± 0.5
kcal/mol). We also obtain an estimate of Ea,D = 4.00 kcal/mol,
which is close to the range of 4.2-4.6 kcal/mol found in direct
experimental measurements.10,11,63,64 (The entropic correlations
using −T ∆∆S‡

expt predict values of Ea,2 = 4.26 kcal/mol and Ea,D =

4.30 kcal/mol; these values are also reasonable, but the stronger
correlations with ∆∆H‡ indicate those likely provide the better
estimates.)

The fact that these estimates of Ea,2 and Ea,D are in accord with
direct measurements supports using the structure-dynamics rela-
tionship to determine the H-bond jump activation energy. This
yields Ea,0 = 3.43 kcal/mol,65 which to the best of our knowledge
is the first estimate of this value based on experimental data. If
we instead utilize the entropic correlations, we find that the jump
activation energy is 3.76 kcal/mol, which is within uncertainty of
the enthalpy-derived.

6 Conclusions
In summary, we have used molecular dynamics simulations of
nine commonly used water models to evaluate the connection
between liquid structure and dynamics. We have calculated the
RDF and the Gibbs free energy along with the enthalpic and en-
tropic contributions to the free energy along the OO coordinate
in water using fluctuation theory for each of the water mod-
els. We then demonstrate, using these data, that a strong linear
dependence exists between the activation energies of three dy-
namical timescales (hydrogen-bond exchanges, OH reorientation,
and water self-diffusion) and the enthalpic barriers involved in a
hydrogen-bond exchange. Finally, we have used this structure-
dynamics relationship to obtain the first experimentally-derived
value of the H-bond jump activation energy from the measured
T -dependent RDFs of Skinner and co-workers.43 These results
should motivate further temperature-dependent measurements of
the water structure to better determine the H-bond jump activa-
tion energy by way of the thermodynamics of the water structure.
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