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Abstract: The relation between de Broglie’s double-solution approach to quantum dynamics and
the hydrodynamic pilot-wave system has motivated a number of recent revisitations and extensions
of de Broglie’s theory. Building upon these recent developments, we here introduce a rich family
of pilot-wave systems, with a view to reformulating and studying de Broglie’s double-solution
program in the modern language of classical field theory. Notably, the entire family is local and
Lorentz-invariant, follows from a variational principle, and exhibits time-invariant, two-way coupling
between particle and pilot-wave field. We first introduce a variational framework for generic pilot-
wave systems, including a derivation of particle-wave exchange of Noether currents. We then focus
on a particular limit of our system, in which the particle is propelled by the local gradient of its
pilot wave. In this case, we see that the Compton-scale oscillations proposed by de Broglie emerge
naturally in the form of particle vibrations, and that the vibration modes dynamically adjust to match
the Compton frequency in the rest frame of the particle. The underlying field dynamically changes
its radiation patterns in order to satisfy the de Broglie relation p = fik at the particle’s position, even
as the particle momentum p changes. The wave form and frequency thus evolve so as to conform
to de Broglie’s harmony of phases, even for unsteady particle motion. We show that the particle is
always dressed with a Compton-scale Yukawa wavepacket, independent of its trajectory, and that the
associated energy imparts a constant increase to the particle’s inertial mass. Finally, we see that the
particle’s wave-induced Compton-scale oscillation gives rise to a classical version of the Heisenberg
uncertainty principle.

Keywords: Klein-Gordon equation; hydrodynamic quantum analogues; pilot-wave theory;
Zitterbewegung; Heisenberg uncertainty principle; harmony of phases; Lagrangian mechanics

1. Introduction

In 1923, prior to the advent of our modern approach to quantum mechanics, de Broglie
proposed a physical picture of quantum dynamics [1,2]. This picture was based on a
fundamental symmetry argument. Specifically, at that time, light was understood to exhibit
both particle and wave aspects; he proposed that matter, too, must share this dual nature.
According to de Broglie’s so-called double-solution theory [3-5], microscopic quantum
particles have an internal vibration, which acts as a source of waves that serve to guide or
‘pilot’ the particle. The wave-particle coupling was constrained by de Broglie’s harmony
of phases, a principle he referred to as a “grand loi de la nature”: the particle and wave
vibration are always in synchrony, locked in phase. The resulting pilot-wave dynamics was
then posited, but never proven, to give rise to an emergent statistical behavior consistent
with the standard predictions of quantum mechanics.

De Broglie’s double-solution theory was not without its successes. On the basis of his
physical picture, he predicted electron diffraction, the validation of which by Davisson and
Germer [6] led to de Broglie’s Nobel Prize in 1929, awarded him “for his discovery of the
wave nature of electrons”. His theory led to a number of cornerstones of modern quantum

Symmetry 2024, 16, 149. https:/ /doi.org/10.3390/sym16020149

https://www.mdpi.com/journal /symmetry


https://doi.org/10.3390/sym16020149
https://doi.org/10.3390/sym16020149
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/symmetry
https://www.mdpi.com
https://orcid.org/0000-0003-2787-961X
https://orcid.org/0000-0002-7936-7256
https://doi.org/10.3390/sym16020149
https://www.mdpi.com/journal/symmetry
https://www.mdpi.com/article/10.3390/sym16020149?type=check_update&version=1

Symmetry 2024, 16, 149

20f31

mechanics. For example, the frequency of particle vibration was deduced by equating the
particle’s rest mass energy E = mc? with wave energy fiw, yielding the so-called Einstein-de
Broglie relation and the Compton frequency w. = mc?/h. His physical picture also led
naturally to the deduction of the de Broglie relation, p = fik, as follows from equating the
particle velocity with the group velocity of its Klein-Gordon pilot-wave field. Despite its
early successes, the theory was never satisfactorily completed; consequently, it never took
center stage in the development of quantum theory.

It is important to clarify the distinction between de Broglie’s double-solution theory
and the relatively well-known Bohmian mechanics, or de Broglie-Bohm pilot-wave theory [7-9].
According to the latter, quantum particles are guided by the standard wave function;
however, the particles are not seen as sources of that wave, whose form is unaltered by the
particle position. Recent advances in Bohmian mechanics include the Lagrangian theories
of Sutherland [10] and Holland [11]. These Lagrangian approaches bear some similarity to
the present work; indeed, both theories fall under the purview of the variational results
to be developed in Section 2. However, our focus is on a classical pilot-wave dynamics of
the form envisaged in de Broglie’s double-solution theory and engendered in the walking-
droplet system, where the particle responds exclusively to a wave of its own making.

De Broglie’s double-solution theory had two principle shortcomings. First, the phys-
ical nature of the wave was never specified. A number of possibilities have since been
proposed and explored. The most highly developed pilot-wave theory of the form pro-
posed by de Broglie may be found in stochastic electrodynamics [12,13], in the work of de
la Pefia and Cetto [14,15], who seek matter waves in the electromagnetic quantum vacuum.
The possibility of matter waves being of gravitational origin has also been explored, in
which case they would represent undulations in the fabric of spacetime [16,17]. The sec-
ond shortcoming of de Broglie’s double-solution theory is that the manner in which the
proposed pilot-wave dynamics could give rise to statistics of the form arising in quantum
systems was never made clear. However, evidence of quantum-like statistics emerging
from classical pilot-wave dynamics has come from recent advances in fluid mechanics.

In 2005, Couder and Fort discovered a hydrodynamic pilot-wave system in which
a millimetric droplet self-propels over the surface of a vibrating bath, piloted through a
resonant interaction with its own wave field [18]. The resulting ‘walker’ comprises both
the droplet and its quasi-monochromatic wave field, and so represents a macroscopic real-
ization of wave-particle duality [18,19]. Remarkably, this system has captured a number of
features of quantum systems previously thought to be unique to the microscopic realm [20].
Consequently, it has launched the field of hydrodynamic quantum analogues [21], the goal
of which is to revisit and redefine the boundary between classical and quantum behaviours.
The map between de Broglie’s double solution theory and the walking-droplet system is
direct: the bouncing of the droplet at the Faraday frequency plays the role of de Broglie’s
particle vibration at the Compton frequency, and the Faraday wavelength the role of the de
Broglie wavelength [20].

The hydrodynamic pilot-wave system has made clear the richness and complexity of
classical pilot-wave dynamics, as could not have been anticipated by physicists a century
ago. In particular, it has shown how classical pilot-wave dynamics of the form proposed by
de Broglie may give rise to emergent statistics of the form described by quantum mechan-
ics. Salient examples include the hydrodynamic analogues of single-particle diffraction
and interference [22-24], quantised orbits [18,25-29], the quantum corral [30], statistical
projection effects [31], Friedel oscillations [32], Anderson localisation [33], and surreal trajec-
tories [34]. A remarkable feature of the hydrodynamic system is that the three fundamental
timescales in the problem, that of particle vibration (0.01 s), particle translation (1 s), and
statistical convergence (1 h), may all be readily resolved in the laboratory [20,21].

The successes of pilot-wave hydrodynamics in capturing quantum phenomena have
motivated and informed the exploration of a broader class of classical pilot-wave sys-
tems [35-38]. Moreover, they have motivated a revisitation of de Broglie’s double-solution
theory [39-42]. In their recent research program, the so-called hydrodynamic quantum field



Symmetry 2024, 16, 149

30f31

theory (HQFT), Dagan and Bush [43], Durey and Bush [44], and Dagan [45] considered
particles with an intrinsic vibration generating, then moving in response to, a Klein-Gordon
field. This pilot-wave field was periodically forced at twice the Compton frequency in a
finite region adjoining the particle. For the sake of simplicity, particle inertia was neglected:
the particle velocity was taken to be proportional to the local wave gradient and the tra-
jectory equation was first-order in time. The coupling constant between particle velocity
and wave gradient was determinant in the resulting dynamics: above a critical value, the
particle self-propelled [43]. The pilot wave form was marked by radial waves with the
Compton wavelength radiating energy outwards from the particle path, plus a plane wave
with the de Broglie wavelength moving in synchrony with the particle. The free particle
was found to follow an irregular, quasi-random walk, with a mean momentum (p?) = h?*k?
prescribed by the coupling constant. Moreover, the free particle motion was marked by a
smaller-scale, erratic component, reminiscent of the Zitterbewegung posited for the Dirac
electron [46].

The question naturally arises: how might Louis de Broglie’s double-solution theory
have evolved if he had the computational facilities available to us today, and the physical
picture furnished by pilot-wave hydrodynamics? We take another step toward answering
this question by presenting a new class of dynamical systems that represent a modern
version of de Broglie’s double-solution theory, offering a Lorentz-covariant, Lagrangian
formulation of classical pilot-wave dynamics. We emphasize that our work is not an attempt
to refute or modify modern quantum mechanics. Rather, we aim to reformulate and study
de Broglie’s double-solution program in the modern language of classical field theory.

In Section 2, we present the mathematical model under consideration in its most
general form. Specifically, we develop a relativistic, variational theory for a point-particle
and a scalar (Klein-Gordon) field, described in terms of Euler-Lagrange equations. In
Section 3, we introduce a specific, amplitude modulated (AM) limit of our system, wherein
the particle moves in response to the local gradient of the pilot wave. After developing a
version of Noether’s theorem (and expressions for the particle-wave exchange of Noether
currents) in the general case, we study the AM system analytically in Sections 3.1 and 3.2,
characterizing the system’s energetics and showing that a trajectory-invariant, Compton-
scale wavepacket is maintained about the particle at all times. In Sections 3.3 and 3.4,
we present our numerical study of the system, which reveals a new, dynamical version of
de Broglie’s harmony of phases. In Section 3.5, we characterize the energy partitioning
between the particle and its immediate surroundings, as well as the manner in which the
pilot wave alters the particle’s inertial response. Finally, we demonstrate in Section 3.6 that,
in wall-bounded geometries, the particle oscillation and effective mass combine to give rise
to a classical version of Heisenberg’s uncertainty principle for position and momentum
measurements made in any direction.

2. Mathematical Model

In the following section, we introduce our proposed pilot-wave model in its most
general form, beginning with a Lagrangian framework. Except where stated otherwise,
we apply natural units i = ¢ = 1. For all tensor indices, we use Greek indices (y, v,
etc.) to run over spacetime indices (0,1,2,3), and Roman indices (j, k, etc.) to run over
space indices (1,2,3). We apply the “mostly minuses” convention for the metric tensor:
" ~ (+,—,—,—), so the d’Alembert operator is 0¥0,, = 07 — V2. Finally, we use the
vector notation 7 for three-vectors; if one exists, the corresponding four-vector is simply
denoted without the overline, as 4.

Our system is made up of a complex, free Klein—-Gordon field ¢ of mass density # and
a relativistic particle of mass m at the point g, € R, coupled to ¢ through a real-valued
coupling function o (¢(q,),¢*(9p)) =: 7(qp). The total action S may be expressed as the
sum of the actions of a free field and of a particle of inertial mass o
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S = Sﬁeld + Spart./
Stield = /d4q m’ (3”4’*%4’ - m2|¢|2), (1)

t/
Spart. = - 0 dt '7717”0(4)/(1)*)'

where ¢ = (1 — (%)2)_1/ 2 is the Lorentz factor of the particle, and i its velocity. The
normalization m? of Sgeq is chosen to ensure that ¢ is dimensionless.

Stepping from the action (1) to appropriate dynamical equations requires a form
of the Euler-Lagrange equations for pilot-wave systems, which we establish in Lemma 1
below. While similar derivations have likely been performed in the context of classical
electromagnetism, they are not known to the authors. The proof of the following result is
given in Appendix A.1.

Lemma 1 (Euler-Lagrange equations for a pilot-wave). Imagine that our action takes the
general form (1) with

Sheld = / d*q L (¢, 9,9, 9),
Spart, = / dt Epart. (qp, uT, ¢, a;ﬂP)/

where u = q, and T is the proper time along the particle’s trajectory. This action is extremized
when ¢ and q, satisfy the following equations of motion:

dtfsﬁﬁpart. = 5¢7p Epart./
(9udg, — 0¢) Liieia = =6 (§ — §p) (046, — 8p) Lpart. + V6 (§ — ) - (6p, — Svp) Lyart.,

where we interpret derivatives of 6% in a distributional sense (i.e., given a distribution ¢ : C§® — R,
the derivative d¢ is defined by (99)(f) = —¢(9f)), and where oy, represents the three-vector
of variational derivatives 53k¢' Note that when (5v¢ﬁpart_ = Udpy Lpart., the term proportional to

V63 vanishes.

()

Remark 1. At first glance, it appears that the term 0,,0¢, Lpart. is not well-defined; namely, as it
is always multiplied by the delta function, we can interpret Lyqpr. equally well as either a function
of space coordinates § or of particle position G, = g, (t). However, we see that this distinction is
inconsequential: by grouping it with the term N 8%(§ — ) - (64, — Ovy) Lpart. and integrating
against a test function P, we see that

[ @79@ (T~ 53,09, Ly, + 98T 8y) - (659 — W) Epun) = — (009 (@)p, Ly,
which does not depend on spacetime derivatives of Lpayt..

Returning to the action (1) and extremizing against ¢* and i/, as in Lemma 1, gives
rise to the following Lorentz-covariant equations governing the evolution of the wave and
particle, respectively:

oo
9., " + 1? 11537 _ 7
( " )<P noy (’7 ‘771)84)* (3)

di(moyit) = v~ 'mVa(qp)

There are a few key differences between our formalism and the HQFT program of
Dagan and Bush [43]. First, and most notably, HQFT’s guiding equation is only first
order in the particle position: particle inertia was neglected, precluding its reduction to
classical mechanics in the limit of # — 0. Our Lagrangian formalism forces the guiding
equation to be second order, giving rise to particle inertia and the appropriate classical limit.
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Second, the system (3) is exactly Lorentz-covariant, where HQFT depends on the current
reference frame. As we shall see, this difference has a profound influence on the form of the
pilot wave.

Finally, in HQFT, a forcing of the form cos(2w,t) is imposed over a finite region (of the
Compton scale) by the particle on the field. In HQFT, this coupling gives rise to a particle
vibration reminiscent of the Zitterbewegung of the Dirac theory [46]. In Section 3.3, we will
demonstrate that a similar Zitterbewegung emerges naturally (without being imposed)
from the Equation (3); moreover, the oscillation frequency adjusts dynamically to align
with w, in the rest frame of the particle.

Another nuance of (3) is that the coupling function ¢ contributes directly to the
particle’s inertial mass. A necessary artifact of Lorentz covariance, this mass-coupling
ensures that the particle remains on-shell (satisfying E2 = m? + p?) at all times; moreover,
it enables the particle and field to exchange energy at the point §,.

2.1. Defining the Field at the Particle Position

We now address the outstanding problem with the system (3); specifically, while the
field ¢ is generally singular at the point g, our action depends on the value ¢(4p). In the
particular system considered in Section 3, for instance, the field locally takes the form of a
Yukawa potential about the particle: ¢ o< e="" /r. To place our theory on firm mathematical
footing and sidestep this singularity, we project the field onto its continuous component at the
point g

Definition 1. Given a function ¢ : R® x R — C, define the continuous component ¢ of ¢ at a
point (t,q) as

—_ . 1 . -
#t,q) = lim [ d2a,(rg(t,7+ 1)), @
where & parametrizes > C R3. When ¢ is continuous, we have ¢ = §; however, if
- ~ a
¢(t,4) = ¢1(4,§) + ©)
V@@= 3)TA@GF - )

near a continuous trajectory q, = q,(t), for a positive-definite, symmetric matrix A and a con-
tinuous ¢, then we instead find ¢(q,) = ¢1(qp). This decomposition demonstrates that the
construction (4) is Lorentz-invariant when restricted to functions of this form; indeed, any Lorentz
transformation takes the singular term of (5) to another of the same form.

Notably, the Yukawa potential is of the form (5) in all reference frames, so the continu-
ous component is Lorentz-invariant in the setting of Section 3. With this construction in
hand, we clarify that the coupling ¢ in the action (1) must be of the form

o(p,¢*) = o(§,¢").

Because the projection ¢ — ¢ is linear and preserves continuous perturbations, this redefini-
tion does not affect the variational result (3). It also allows the self-consistent definition

Va(,¢*) = Vo, ¢1),

where ¢ is defined in a neighborhood of g, by (5). Equivalently, for functions of that form,
this expression is the mean gradient over a ball of radius r — 0.

We note that the construction (4) does not solve the long-standing problem of defining
the self-energy of a classical point-particle, e.g., as discussed by Hammond [47]. In particu-
lar, it does not give a consistent, finite integral of energy over the full field. Nevertheless,
it does provide a rigorous mathematical footing for the derivation of the Euler-Lagrange
Equation (3).
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2.2. Noether’s Theorem for the Pilot-Wave System

With the application to future pilot-wave theories in mind, we leverage Lemma 1 to
deduce a version of Noether’s theorem for a general pilot-wave setting, in Lemma 2 below.
Through Corollary 1, we also quantify the exchange of a general Noether current between
the particle and wave. Note that the following results apply equally well to any Lagrangian
pilot-wave theory, including those proposed by Sutherland [10] and Holland [11].

First, we introduce the following non-conservative version of the Euler-Lagrange
Equation (2): .

dtéﬁﬁpart. - 5q£part. =F, (6)

where F = F(q,, u,t,¢,9,¢) is a given vector field. As in traditional Lagrangian mechanics,
we can think of F as a non-conservative force applied to the particle directly.

Lemma 2 (Noether’s theorem for a pilot-wave). Let Lgq and Lypqrt. be as in Lemma 1. Suppose
we have a transformation

()" = (q)f +eQF, ¢ p+eY,

written to the first order in €, and suppose that the Lagrangian densities transform as follows:

ﬁﬁeld — ﬁﬁeu = Eﬁeld +ed, A ﬁeld’
Epart. = ‘Cpart. = Epart. + E‘thpart.r

where

Afia = Nt (9,0, 9),
Apurt. = Apart. (q;)/ ut, ¢, ay(P)

In this setting, the quantity
]‘H ﬁgld (5¢;L£toml)1¥ + ”MB(@) - qp)(Apurt. - (5uk£part.)Qk)
is conserved in the Euler—Lagrange evolution of Lemma 1. That is,
dujt =0,

with derivatives interpreted in a distributional sense (see the note in Lemma 1). If the particle
evolution is instead replaced with the non-conservative version (6) of Lagrange’s equations, we
find that

. I k

Ot = —0%(d — ) FQ".
Remark 2. We note that this framework includes passive transformations of the coordinate sys-
tem, simply by writing them with respect to the original coordinates. In general, a spacetime
transformation gt — g* + Q¥ (q) is given by

(g)" = (g)F +e(QF —ukQ%), ¢ ¢ —eQ dyp.

Following directly from the proof of this lemma (given in Appendix A.1), we can
quantify the exchange of any Noether current from particle to field and vice versa:

Corollary 1. In the setting of Lemma 2, define j;n 2 and j;;eld as
jgart. = ”#‘53@_ ﬁp)(Apart. - (‘Sukﬁpmt-)Qk - (547;4 Epurt.)ly)/

]ﬁeld ﬁeld (5% Eﬁeld)
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aﬂjﬁart. = 53(‘7_

aﬂjﬁeld =0

Then j# = j;;a,t_ + j;;e,d, and we have the following balance laws:

Gp) (69 Lpart. — 30, Lyart.)¥ — FeQY) + ¥V (7 — ) - (89, — 5v) (Lpart.),
3(F = 3p) (0pLpart. — 90, Lpart)¥ — ¥V (§ — Gy) - (i10p, — 559) (Lpart.)-

We will return to these results in Section 3.1, where we derive a conservation of
stress-energy and of angular momentum for the system of interest.

3. Amplitude-Modulated Dynamics

With these general results in hand, we restrict attention now to the amplitude-modulated
limit of our system (3), defined by

c=1+b*/4n+bRe¢, W =m,

for a chosen coupling constant b. The b? /47t term serves to offset other, constant terms
from the continuous-component construction (4), as is further discussed in Appendix B.1.

This choice of o decouples the imaginary component of ¢ from the particle, so we can
simply identify ¢ = Re ¢. This field thus satisfies the modified equation

(00" + m*)p = bm 'y 16 (7 — p) )

and we demonstrate in Appendix B.1 that the trajectory equation approximately takes
the form
di(myil) = bmy "'V (8)

This approximation removes the mass coupling term present in the general Equation (3),
obviating the need to compute the continuous component ¢ — ¢. In Appendix B.2, we
present an alternative derivation, using an exact (albeit non-conservative) version of the
Euler-Lagrange Equation (2). Notably, the non-conservative component vanishes in the
non-relativistic limit of the theory, and only affects the total energy budget of the joint
particle-wave system.

The form of the pilot-wave accompanying the free particle is depicted in Figure 1,
albeit in two, rather than three, dimensions. Here, the particle was accelerated from rest to
a speed 1y = 0.35c. We highlight four key features of the subsequent dynamics:

1.  The particle carries with it a high-amplitude, constant wavepacket of radius ~ A,
corresponding to the bright region adjoining the particle in Figure 1. We derive the
form of this wavepacket in 3D in Section 3.2, and explore how it affects the particle’s
inertial mass in Section 3.5;

2. Beyond the energy imparted to the local wavepacket, energy is radiated outward from
the point of acceleration in a long wavetrain. In the region around the particle, this
wave always satisfies p = fik, where p is the instantaneous particle four-momentum.
We derive this result in Section 3.4;

3. Surfing over the underlying quasi-monochromatic wave causes the particle to vibrate
in-line at the frequency 7~ !w, in a dynamical version of the Zitterbewegung seen in
the Dirac theory of the electron [46]. We examine these oscillations in Section 3.3;

4. All of these dynamics are governed by universal balance laws for stress-energy and
angular momentum, which in turn arise from our Lagrangian framework (1). We
investigate the conservation of these Noether currents in Section 3.1, both in a general
pilot-wave system and in the particular limit of interest.

In the remainder of the paper, we rationalize each of these four features in turn, using
both analytical and numerical tools. Finally, we combine them all in Section 3.6 to derive a
classical Heisenberg uncertainty principle:

0x0p = Kn/2,
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where 0y and ¢, are variations in position and momentum in any one direction, and
K = K(b). We demonstrate that, for sufficiently large b, this reduces to the uncertainty
principle of quantum mechanics.

(b)

Figure 1. (a) A depiction of the free particle in our system, in two dimensions and with the coupling
constant b = 53.3. In this simulation, we accelerate the particle from rest to a velocity 1y = 0.35c.
Radiation is emitted from the point of acceleration, corresponding to the form predicted in Section 3.4.
Axes are given in units of A¢. (b) The wave form adjoining the particle, as predicted in Section 3.2,
is visible as a high-amplitude region around the particle, of characteristic radius corresponding to
the Compton scale A, = 27t/m. As predicted in Section 3.4, the local wave field has a characteristic
wavelength Ayp = 27t/ (ymv), where v is the instantaneous (rather than initial) speed of the particle.
(c) The same simulation at a later time. Because the wave travels out from the particle’s point of
origin, the local curvature of the wavefront decreases as the particle moves forward. Because the
domain is periodic in both directions, the wave field grows complex, and the particle experiences the
radiation from its periodic images.

3.1. Conserved Currents in the AM System

We now consider the non-conservative derivation of the AM system detailed in
Appendix B.1. Although it does not fit into our general framework (1), it allows us to
recover two key conservation laws. The first and most important of these conservation laws
is that of the stress-energy tensor T, which encodes system energy and linear momentum in

a Lorentz-covariant 2-tensor. In a given reference frame, E := Tj can be identified with the
system energy density, and similarly py := T,? with the momentum density. The remaining
terms represent fluxes of these quantities, such that, in the absence of sources or sinks,
we have

0+E + akT(I)c =0, otp; + akTZ-k =0.

We are able to recover a stress-energy conservation law by applying Lemma 2 to space-
time translations. The full derivation is in Appendix A.2. We define the stress-energy tensor

T = =300 (093" p — m*¢*) + 3 9Oup + 67 — G ) myu''ua, ©)
which is exactly the sum of a relativistic free particle and a free scalar field. Then we recover
the balance equations

Ty = —0°(F — Gp)mby ™ u'ougp (10)
9, T, =0.

This demonstrates the key benefit of our non-conservative derivation: the momentum
conservation is exact, and the energy balance is neatly encoded by the material derivative
dip(qp) = ut0,p(qp) of the field along the particle trajectory.
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We can find a similar conservation law for the relativistic angular momentum MY by
examining spatial rotations and Lorentz boosts. Here, the spatial components M*’ form the
classical angular momentum bivector:

MY =g p" —q'p =GP,
where p* = T is the linear momentum of (9). The temporal components M%* = —M*? are
somewhat less useful; we have

MOk = gkp0 — g0pk — gk gk,

which represents a scaled centre-of-mass value.
Instead of applying Noether’s theorem, we deduce this conservation law more easily
by leveraging (10). We define the angular momentum currents

MOVH — E]UTW _ quUyl

which gives the angular momentum M’ = M?"?. Plugging in the balance Equation (10)
and using the symmetry of T#", we recover

auMUW = ‘53(’7_ ﬁp)(qgavl— - anUT)mb”yay(P(%)/

where 397 = 9y~ and 91 = 0 for k # 0. For the spatial components M*‘#, which represent
the classical angular momentum current, we deduce a true conservation law

M =0

We expect angular momentum conservation to play an important role in bound or orbiting
states, which are outside the scope of this work. In the context of the linear acceleration of
the free particle, this conservation law requires that the outgoing radiation have vanishing
total angular momentum.

3.2. Steady States of the Free Particle, and the Local Wavepacket

As a first step towards identifying the local form of the wave field, note that one
steady-state solution of (7) and (8) is

=0, ¢= el (11)

This corresponds to a Yukawa potential of range 1/m or, in dimensional form, the Compton
wavelength A..

Now consider a general trajectory 7,(t), and recall the (position-space) Green’s func-
tion for the forced Klein-Gordon equation [48]:

o OO s/ )

@1 = (¢~ [gl) — 2o — [y VD), (12)
47‘[|L]| 27 ma/t —|q‘

with 6 the Heaviside step function and J; a Bessel function of the first kind. We integrate

this expression over the particle trajectory one term at a time, first defining

o) = [t st 1T )
OV )T dmmlg =g, (00 T

This term reduces to

VP by~'(t)
PE=0D =L i —q, 1
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47tm|g

where the sum is taken over times ¢ < 0 such that |§ — 7, ()| = |t|. Since the particle is
traveling strictly slower than ¢ = 1, however, it can only cross this locus once—say, at
t(§)—and the sum reduces further to

(@)
t

4mn|q @) 13)

¢(t=0,q) =

Suppose we are in the instantaneous rest frame of the particle, so that |f,(t)| = O(at?)
for some acceleration amplitude a > 0. For 7 within the ball B¢(0), ¢ > 0, we find that
13,(H@)] = O(ae?), and thus [t()| — [7] + O(ac?), yielding

1+ O(ag?) 1

P(t=0,9) = bomld] ~ dm[q] + O(ae).

With this result in hand, we reduce the total field to the local expression (11); using the
expression (12) and subtracting the components giving (11), we find

—

. o [ Ilmy/2 =17 —=§p?) NCEE
b Ll _ﬂb/ dt b _ Ji(m/t |‘1| ) +O(€l€)
| e\ my -, P

2 _\|g—a,]2 =
b b 0 g (MVEZTEBE m VBT o 19
47tm|q| 4 )¢ PRERR /2272

using the expansion J;(x) = 1x + O(x2). In particular, the expression (11) holds in a
neighborhood of the particle in the particle’s instantaneous frame of reference, up to a finite
contribution of amplitude O(age). By performing a Lorentz boost in the é; direction, we
recover the more general form

B bexp( my/7v2(qt — tul)? (q2)2+(173)2)
T 4mmy/y2 (g - )2 + (022 + (43)?

(15)

for the wavepacket adjoining a particle of velocity if = u'é;. As we discuss further in
Appendix B.3, this extension follows exactly from the approximate Lorentz-covariance of
the AM system.

In short, the analysis above demonstrates that the particle is dressed with a trajectory-
independent Yukawa potential, constant up to a length contraction. In Section 3.5, we will
demonstrate that this “wavepacket” modifies the particle’s effective inertial mass and mo-
mentum. We see a numerical depiction of this wavepacket in Figure 1, albeit in two rather
than three dimensions. There, the local wavepacket corresponds to the high-amplitude
region of radius ~ A; centered on the particle.

Another important inference may be made by re-examining (14). Consider again the
rest frame of the particle at t = 0, and suppose as before that the particle is accelerating as
ldp(t)| = O(at?). Then the second term in (14) corresponds precisely to the radiation created
by the particle’s motion between time t = —e and t = 0; that is, the change in the scalar value
of the field ¢ away from its steady state (15). Our calculation shows that this value is at most
O(ag) = O(Av), where Av = O(ae) is the magnitude of the velocity change in this interval. If
the particle is not accelerating at all (and so a = 0), it does not radiate any waves outward:
at a fixed velocity 1, the particle carries only the wavepacket (15). If the particle acceleration
has a magnitude O(a), as in the above analysis, the value of ¢ at a later time is changed at
most at the rate O(a). The resulting radiation becomes significant only if ae = O(1), as will
arise if the particle rapidly changes from one velocity state to another. This calculation will be
substantiated in our numerical study of wave radiation in Section 3.4.
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3.3. Zitterbewegung: Particle Oscillation at the Compton Frequency

Spontaneous particle oscillations have been shown to arise in several models of
classical pilot-wave systems. In-line speed oscillations have been reported to arise in
several settings in the walking droplet systems, including the hydrodynamic analogue of
Friedel oscillations [32]. In-line oscillations with amplitude comparable to the wavelength
of the pilot wave have been shown to be a robust feature of the generalized pilot-wave
framework (GPWF) [37], a parametric generalization of the walking droplet system [20].
Moreover, one-dimensional motion of the free particle in HQFT [43,44] is marked by erratic
in-line oscillations at the Compton frequency. Notably, in all of these examples, particle
oscillations are restricted to the in-line direction, and the coupling strength between particle
and wave is a periodic function of time.

We proceed by demonstrating that both features of de Broglie’s harmony of phases,
an internal particle oscillation at frequency v~ 'w, and an accompanying wave of wave-
length A4, emerge naturally from the time-invariant dynamics (7) and (8). Moreover, the
oscillation frequency and wavelength update dynamically as the particle’s momentum
changes, in order to preserve the de Broglie relation p = 7ik. Finally, the particle vibrates in
all directions when interacting with a wall-bounded geometry.

In our first series of tests, we start a particle at rest and accelerate it quickly to a speed
up, from which it settles quickly into a steady speed 1 = u(1,b) < 19. We discuss the form
of u(ug) further in Section 3.5, and in particular, we derive a nonzero virtual mass imparted
to the particle’s rest mass by the surrounding wavefield.

For ug = 0.5c and b = 53.3, a spectrogram of the resulting in-line position oscillations
is shown in Figure 2. We highlight two noteworthy effects:

1.  Initially, the particle undergoes in-line oscillations with frequency v~ !w, in response
to outgoing radiation from the point of acceleration, effectively surfing over its own
radiative wave field. The form of this radiation is discussed in Section 3.4;

2. After ~ 50 Compton periods, the particle oscillates with amplitude 7, Ly=@A. ~ Ac
at frequencies between 7~ 'w, and (1 + u?)w,. This is an artifact of our periodic
domain, and specifically the particle interacting with the wave form generated by its
periodic images. However, we expect the same effect to occur any time the particle

interacts with a wall-bounded geometry, and its wave form reflects off the boundaries.
We quantify the first effect in Figure 3a, where we repeat this experiment across a wide

range of velocities and b values. We see that the oscillation frequency conforms closely to
7~ 1w, in all cases. In all simulations, the dominant frequency is constant until the particle
encounters radiation from the opposite side of the domain.

Fepquensy [«

Tl |Coimplon paradsl

Figure 2. A spectrogram of in-line oscillations for our two-dimensional system, with coupling
constant b = 53.3. The shown color values are normalized by Ax — arctan(50 - Ax/A.), where Ax is
the oscillation magnitude. Here, we give the particle an initial velocity uy/c = 0.5¢c, which quickly

relaxes to a mean velocity u/c = 0.455¢c. For t < 50 Compton periods, the particle undergoes an

1

oscillation at the frequency 4~ w,. Thereafter, waves cover the entire periodic domain, and the

particle vibrates at frequencies between 7~ !w, and (1 + v?)w,. Note, the diminishing intensity of

-1

the yellow line at Y~ w, reflects the temporal decay of the in-line Zitter.
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Figure 3. (a) Dominant oscillation frequencies at the beginning of each trajectory, for particles across
the range of initial velocities ug = 0.2 to 1y = 0.65. We observe that the particle oscillates at the

frequency !

w¢ independent of the coupling constant and velocity. (b) Amplitudes of in-line
oscillations in the long-time limit of Figure 2, i.e., after waves have covered the entire periodic
domain. Curves of the form n;’ 17*% A¢ are shown for reference, where 1, and e, are least-squares fits

(reported in the Table (c)).

Numerical Simulation of the AM System.

Our numerical code is based on that developed by Faria [49] for walking droplets. We
model the space as a two-dimensional periodic domain, allowing us to use high-accuracy
pseudo-spectral methods to resolve the wave field. In turn, we evolve the wave field
using a fourth-order Runge-Kutta method, separately tracking ¢ and 5 := 9;¢ in order to
break (3) into two first-order equations.

Our algorithm takes the following form. At each timestep, we add an approximate
delta function—taken to be a Gaussian of variance 2m 2 = 2A2—to the field 7 at the current
particle position §,, scaled by by 1. Suppose ¢; and 17; are the discrete Fourier transforms

of ¢ and 7, respectively, so that, for instance, ¢ =} ¢; ¢, We evolve the fields ¢ and y
for one time-step according to the equations

Ipy =1nz, Oy = (—|L>+m)¢;,

and calculate the gradient V¢(q,) using the field’s Fourier expansion:

Vo(d,) = Y ilp; e,

We use this to evolve il for one time-step, and we move the particle accordingly.

As we argue in Appendix B.3, we can deduce the same behavior after a Lorentz
transformation. Namely, oscillations at 7y~ lw, arise regardless of initial velocity. If the
particle is moving at a velocity #’ and accelerates to a steady velocity i, it begins to vibrate
at the frequency 7;; !w,. This demonstrates a relativistically-correct internal clock at the
Compton frequency, as in de Broglie’s original model, but with two distinctions. First, it
emerges naturally from a time-invariant dynamics, without reference to intrinsic particle
oscillation. Second, the emergent particle clock updates dynamically to adjust to the
particle’s current velocity, preserving the synchrony of de Broglie’s clock even under the
influence of applied forces. We detail the wave form complementing this clock in the
subsequent section.

3.4. A Dynamical Harmony of Phases

We proceed to examine the wave form generated following a particle acceleration, first
for the case of acceleration from rest (see Figure 1), then for a more general acceleration
(see Figure 4). We shall demonstrate that the resulting wave form naturally gives rise
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to the periodic forcing needed for the Zitterbewegung reported in the previous section.
Specifically, we will show that the oscillation frequencies reported in Section 3.3 arise from
the particle being repeatedly washed over by quasi-monochromatic waves of wavelength
Agp and phase velocity ¢ /u. This analysis allows for a detailed comparison of the wave
forms arising in pilot-wave hydrodynamics, in HQFT, and in our new model.

Up U

T —>

Usource ™~ UQ

Figure 4. A diagrammatic sketch of the radiation pattern following a general acceleration of the
particle in our system. Suppose the particle (shown in black) initially moves at a steady velocity
ug, carrying with it the Yukawa wavepacket (15), and is then accelerated by an external force F to
a new velocity uy. This acceleration spawns a new, continuous source of waves that drifts along
the extrapolated original trajectory of the particle (shown in gray). The wave source spreads out in
the ellipsoid (18) at a speed uexpansion ~ ity — ilp| given by (20), all the while drifting at the velocity
ilsource ~ 1ip defined by (19). We stress that the gray curves are approximate level sets of the wave
amplitude, but not generally of the wave phase or wavenumber.

We first review some elementary properties of Klein-Gordon waves before returning
to our particular system. Consider the dispersion relation of Klein-Gordon waves:

w? = m? + [k,

or in dimensional form, w? = w? + c?|k|. Here, w is the local oscillation frequency and k

the local wavevector. The group velocity of the wave is

-

k
V2 + [f

which corresponds precisely to the velocity of a point-particle of mass 7 and momentum £,

as can be seen by inverting the above relationship: k = m,,Uq. The system is dispersive:
the group velocity depends on wavelength. Thus, following a wave disturbance from a
point source, different component wavelengths A := 27t/k travel outwards at different
speeds vg = k/+/m? 4 k2. The result is a wave train centered on the original source, with
each excited wavenumber k spreading outward at its corresponding group speed vg. If
a particle of mass m is traveling away from this point-source at a velocity i, the region
immediately adjoining the particle must then carry a wavelength A;p = 27171/ |p|, where
p = ymil is the particle’s momentum. This region grows in size over time—as wave
crests of wavenumber k and (k + ¢) drift apart with velocity O(e/k)—giving rise to a
quasi-monochromatic wave form in the vicinity of the particle.

The above behavior occurs in our system when a particle is accelerated from rest (see
Figure 1). At the particle’s point of acceleration—the origin, in the case of Figure 1—the
particle excites a range of wavevectors k defined by

nlk| < moyu, (17)
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where u is the new particle speed. The different components spread out from the origin in
a spherical wave train according to (16), and the particle surfs along the outgoing, origin-
centered, spherical region of local wavelength A;p. The particle is repeatedly washed over
by these waves, which possess a phase speed

w/k = W/kdB =1/u=c%/u.

The relative speed between the wave phase and the particle is then c>u~! — u. We may
thus deduce the forcing frequency of the wave on the particle by multiplying the relative
velocity by the local wavenumber:

-1 -1 -1
Wparticle = (u - u)kdB = (u - u)')’mu =7 We.

This result is in accord with the estimate wparticle = wey~! evident in Figure 3 for t < 50
Compton periods, that is, before the particle encounters radiation from its periodic image
sources. We note that the response to the quasi-monochromatic waves of wavelength A5 in
the particle’s immediate vicinity is the dominant effect on the subsequent particle motion.
In Section 3.2, we have shown that the particle emits radiation at a rate proportional to its
instantaneous acceleration. As such, waves generated by the particle’s resulting in-line
Zitter over a single oscillation are at most of amplitude O(¢), where €A, is the amplitude
of particle vibration. We plot values of ¢ = n Ly=¢ in Figure 3b, but note that ¢ < 1 in
all cases. Finally, we note that in an unbounded domain, the resulting in-line Zitter dies
down over time, since the wave amplitude necessarily decays as the wave disperses. This
behavior may be seen by comparing Figure la—c.

Upon accelerating, the particle excites a range of wavenumbers including the set (17).
We proceed to demonstrate that the dominant wavenumbers of the outgoing wavefront are,
in fact, bounded above in norm by the value ~ k;p. Consider the behavior of the particle
for t > 50 Compton periods in Figure 2, when the particle has circled the far side of its
periodic domain and encounters its own waves head-on. The relative speed between the
particle and oncoming de Broglie waves is now c¢?u~! + u, so, following a similar derivation
as above, the excited vibration frequency in the particle is

Wmax = 7(1+ uz)wc.

In Figure 2, this value appears as an approximate upper-bound for the particle oscillations;
higher oscillation frequencies, which would correspond to waves of smaller wavelength,
are not evident. Although we see in Figure 1a that some waves of momentum k > m~yu
are excited—i.e., those moving faster than the particle itself—this spectrogram demon-
strates that they are negligible compared to their lower-momentum counterparts. Thus, in
accelerating from rest, the particle effectively excites only the wavevectors (17).

We emphasize that when the particle starts from rest, waves are radiated outward
from the point of acceleration. This marks a point of contrast with the behavior in the walking
droplet system [18] and HQFT [43,44], where waves are radiated continuously along the
particle’s trajectory. In our system, the free particle travels alongside a nearly-planar
wavefront of the de Broglie wavelength, as shown in Figure 1. Finally, our results support
the prediction of Section 3.2, that a nearly constant-velocity state of the free particle is also
nearly non-radiating; specifically, an O(eA.)-amplitude vibration about a constant velocity
induces only an O(ew,) rate of radiation.

We now consider a more general particle acceleration: a particle moving steadily with
velocity iy is accelerated quickly to a new mean velocity i/;. As we show rigorously in
Appendix B.2, we can apply a Lorentz transformation to reduce this case to that treated
previously, and thus deduce the form of the resulting pilot wave. Figure 4 illustrates the
form of radiation arising in a Lorentz-boosted coordinate system. The wave can no longer
simply radiate from the point of acceleration, which is not a well-defined notion under
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Lorentz symmetry. Instead, a new, continuous wave source is spawned at the point of
acceleration, and travels along the extrapolated, original trajectory of the particle at a velocity
ilsource cOmMparable to ify, to be derived shortly. This “virtual” source continues to radiate
waves in all directions, their form depending on the velocity difference between the particle
and wave source.

To quantify this effect, suppose that 7 ~ iy — ifj is the velocity of the outgoing particle
in the rest frame of the incoming particle. Without loss of generality, we suppose that
ily = upf; lies in the x direction. In the rest frame of the incoming particle, the outgoing
wavefront takes the form described above: a spherically symmetric wavefront expanding
(approximately) at the speed v = |7|. In particular, the wavefront satisfies the equations

Transforming back to the laboratory frame, the wavefront must satisfy the transformed equations

2
1—u3o? 1 -2 s o, 1=ud 5,
X — upt | +y°+2z° = ——-0t". 18
1—u} 1— 1202 " Y —u? (18)

Specifically, this is the Lorentz transformation of the fastest-moving wavefront in the
particle’s rest frame (wherein A = A;p), which approximately defines the outer edge of the
full wave form.

One must be careful in interpreting the wave geometry in our new frame of reference.
In a frame where the particle accelerates from rest, the outer edge of the wave form is
a level set simultaneously of wavenumber, phase, and amplitude, but such is not the
case in general. First, note that in transforming from the particle’s original rest frame
to our new, laboratory frame, the wavenumber becomes higher in front of the particle
and lower behind it; thus, the locus (18) is no longer a level set of the wavenumber. It
is also no longer a level set of the wave phase; indeed, the front (18) corresponds to
values of ¢ from a finite time-interval in the particle’s original rest frame (specifically, an
interval ~ (vug/c?)t', following the equations of a Lorentz transform), over which the high
frequency ~ w, = mc?/h of the wave would spread the wave front over a range of phases
A8 ~ we(vug/c?)t = (mugv/h)t'. However, it is approximately a level set of the wave
amplitude, which is a Lorentz scalar (avoiding the first problem) and modulates far slower
than the phase (avoiding the second). We proceed by thinking of it in these terms. Other
amplitude level sets, corresponding to longer wavelengths in the particle’s rest frame, can
be found by replacing v with the corresponding group speed (16).

The relation (18) reveals the wave form to be ellipsoidal, dilated in the direction iy by

a factor \/ (1 —u30?)/(1 — u3). The center of the ellipsoid is traveling with the velocity

. 1-v%
Usource = m”ol (19)

which reduces to if if either v — 0 or ug — 0. The ellipsoid is expanding at the speed

2
1—uj

—_—, 20
1 — u3ov? (20)

Uexpansion = U

which reduces to v in the same limits. The excited wavevectors in this wave form are
necessarily given by the Lorentz-transformed version of the ball (17) in reciprocal space.
Figure 4 sketches level sets of the wave amplitude following a general acceleration,
as discussed above, but we stress again that these are not level sets of the phase or of the
wavenumber; in fact, the phase generally oscillates rapidly around the outer edge of the
wavefront, and up to a rescaling, the wavevector aligns exactly with the group velocity of
the immediate wave field, including drift. A particular outcome of this is that even though
the particle appears to be traveling askew (not perpendicular) to the plane of the wavefront
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in Figure 4, the wavevector at the particle’s position must (by Lorentz symmetry) match the
new momentum of the particle, and thus the phase increases most strongly in the particle’s
direction of motion. By Lorentz symmetry, we also see that this wave form continues to drive
particle oscillations at the Compton frequency, although now, these generally have both
in-line and lateral components. The wave form thus continues to surround the particle
with a quasi-monochromatic region of wavelength A;p, or wavenumber k;p, even though
the wavevector is not perpendicular to the amplitude level sets depicted in Figure 4.
Taken together with the particle oscillation of the previous section, we can understand
the radiative behavior in our system as a dynamical version of de Broglie’s harmony of phases,
wherein the particle’s internal clock and the underlying guiding wave remain locked in
phase throughout its motion. Just as the particle’s vibration updates dynamically to remain
at the characteristic frequency 7~ lw,, the wavelength of the field (at the particle position)
updates to preserve the relation p = fik. Together, these effects lock the particle and
wave in phase—necessarily, as the wavelength update creates the corresponding frequency
update—and preserves the harmony of phases throughout the particle motion.

3.5. Virtual Mass in the Local Wavepacket

We proceed by highlighting a critical feature of the free pilot-wave system, made
evident by the local wavepacket (15): in steady state, the particle shares a certain amount of
energy with the field around it, spread over a radius ~ A.. We refer to this as a virtual mass.
While it is not readily apparent in the Equation (3), it impacts the particle’s inertial response
through a constant augmentation m +— m + dm of the particle mass. Quantitatively, this
virtual mass is exactly the energy carried by the wavepacket (15); because the wavepacket
is independent of particle dynamics, so too is the virtual mass dm.

Now, we note that the virtual mass fraction ém/m likely differs between our two-
dimensional simulations and the three-dimensional model developed previously. With that
in mind, we derive this effect in a three-dimensional system, but provide numerical results
only for the two-dimensional AM system.

Recall the momentum continuity Equation (10):

aHTJ? = aﬂ((Tﬁeld)% + (Tpart‘)g) =0,

with
(Tpart.);: = 53(‘7‘ ‘_fp)'Ym”H”k/

(Thetd)y = —3m?0} (0,93"p — m*p*) + m*d" Py .

Note that these are simply the momentum and momentum flux densities of a free particle
and field, respectively. In a fixed reference frame, we define the corresponding three-
momenta as the space integrals

(Ppart.)k = /d3‘7 (Tpart.)}g = ymuy,

(Pfield )k = /d3‘7 (Theld)s = mz/dBLT POk,

which satisfy the conservation law
dt(Ppart. + pfield) =0,

obtained by integrating (10) over space. Now, decompose the wave field as ¢ = Pwav + Prad,
where ¢way is simply the wavepacket (15). This gives us another natural field momentum,

(Pwav)k = /dBQ’(Tan)g = mZ/d3qat(¢an)ak(¢an)/

which dominates the total field momentum in the case that radiation rates are small. Such
is true in all of our numerical experiments, as we quantify in Appendix B.1.
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Since the particle must bring along a wavepacket of the form ¢way, it is the combined
momentum

Pegt, = part. + Pyay

that determines the particle’s inertial response. The remainder Pgojq — Pwav determines
only higher-order couplings to the underlying wave field.

Since Pway = Pwav(§ — iit), we find that dipway = ukak¢wav = il - Vpway. Critically,
we note that the integral for Py .y only involves derivatives of ¢,y in the direction of .
Indeed, the coefficient if - V¢wav only depends on this directional derivative by construction,
and likewise for the vector V¢ .y by symmetry. We can then write the integrand as

Pray = b292i - / P7lel,

using the notation U := mb~1(V¢)(§) to emphasize that the latter is now a ii-independent
function of space. Finally, we switch coordinates of integration to those of the rest frame of
the particle, §', and thus pick up a factor of 7~ !:

Py = byl / P Ul = byl - A.

Here, A € R3 ® R3 depends only on the mass density m of the field. Recall from symmetry
that Pyay must point parallel to i, restricting A = (6m)1 for some ém € R? independent of
velocity. In fact, we know that §m must be proportional to m, as the only remaining mass
scale in the system. In total, we find that

Pyay = bz((sm)()’ﬁ/ Per. = (m + bz‘sm)')’ﬁ = ’Ymeffﬁ (21)

This effective mass, rather than the “decoupled mass” m, thus determines the inertial
response of the particle.

We can confirm the influence of the wave-induced virtual mass by looking again at the
numerical experiments of Section 3.3. Recall that, in those experiments, we start a particle
at rest, impart a momentum pior = ymiip to the particle, and observe its evolution. Though
we focused on velocity oscillations before, we now look at how the particle approaches a
steady-state speed u; < ug.

Figure 5a shows horizontal particle position after imparting a velocity ug = 0.35c. First,
note that the relaxation to the steady-state speed us < ug occurs over the Compton timescale
(roughly the period of several oscillations, as seen in the cutout). This short-time dynamics
is characterized by a transfer of momentum from the particle to its adjoining wavepacket,
as predicted by Corollary 1. We can think of this exchange as a reflection of the particle’s
delocalised nature: since the local wavepacket requires momentum everywhere over a
radius ~ A, it requires a time ~ 1/w, to distribute momentum appropriately. This also
explains why radiation closely follows a single-source approximation, as we encountered
in the preceding section; radiation occurs upon particle-to-wave energy transfer, which
occurs over a Compton timescale.
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Figure 5. (a) Six particle trajectories in our two-dimensional system, all given an initial velocity
1y = 0.35¢ (or pg ~ 0.37mc). Within a Compton timescale, the particle exchanges a certain amount of
momentum with the underlying wave field and settles into a lower, steady-state velocity. (b) Fraction
of total momentum retained by the particle after an initial acceleration from rest, with zero initial
wave field. The resulting momentum transfer depends on both py and b, and can be broken into two
states. The first is the “high-radiation regime” below the black curve, where the particle first loses
much of its momentum to the outgoing wavefront (18). The second is the “low-radiation regime”
above the black curve, where momentum is transferred almost exclusively to the local wavepacket
(15)—i.e., only the momentum b?(6m)+ii is lost by the point particle.

Figure 6 shows the exchange of (horizontal) momentum between particle and wave
for the initial time period in Figure 5a (for b = 80.0). Here, we see that the magnitude of
oscillations dies down significantly after ¢ ~ 8 Compton periods—i.e., as the particle ap-
proaches its steady-state velocity. After this point, the particle velocity continues oscillating
at a lower amplitude, corresponding to the in-line Zitterbewegung of Section 3.3.

KMomeanium Fraction

| Partcia
Wi

Time (Complon penods)

Figure 6. Exchange of horizontal (i.e., in-line) momentum between the particle and field after the
particle is accelerated to an initial velocity ug = 0.35. The coupling constant is b = 80.0, corresponding
to the lowermost curve in Figure 5a. Note that the “wave” component of momentum incorporates
both the local wavepacket of Section 3.2, which gives rise to the virtual mass ém, and the radiating
component detailed in Section 3.4. The momentum exchange is most pronounced for ¢ < 8 Compton
oscillations, after which the system approaches a quasi-steady, periodic state. The former regime
reflects the establishment of the robust wavepacket (15), and the latter the Zitterbewegung detailed in
Section 3.3.

Figure 5b shows the quantity |Ppart.|/|P(t = 0)| over a range of initial velocities u.
This measures the fraction of momentum retained by the particle, which we use as a rough
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measure of the fraction of momentum transferred to the wavepacket. The limitation of this
metric is that momentum can either be transferred to the wavepacket or radiated away.
Here, we see both effects. First, since the momentum fraction carried by the steady-state
wavepacket is velocity-independent—as quantified in (21)—each curve in this figure is
bounded above by 1 — |Pyay|/|P(t = 0)|. To continue, we assume that at the maximum
point in each curve in Figure 5b, the particle does not radiate any momentum away. That is,
for each b,
Pwav = Pield

at the maximum point on each curve. With this approximation, the best fit to | Pwav |/ | Piotal|

is given by ,
b

with a maximum relative error of 0.5%. This represents a very close fit to our prediction
dm o b2,

Finally, looking beyond the maximum point of each curve, note that a significant
amount of momentum is lost beyond the (ém)vyus transferred to the wavepacket. As b
increases, the wavepacket itself grows, and more momentum is taken up by the virtual
mass. Conversely, as po decreases, more is radiated away on top of the wavepacket. We can
understand this through Corollary 1; the momentum transfer between particle and field is

Ip[Thieldlf = —0°(F — p) 7y 'mbdip o v~ 107,
so as 7~ 1b? — 0 with increasing particle velocity or decreasing coupling constant, less
momentum is available to radiate.

As a point of note, we see that the curve 7! roughly cuts the system into two states:
when accelerated (from rest) above a critical momentum p* = p*(b), the particle settles
quickly into a steady state with virtual momentum fraction

pvirtual/ptOt ~ 'Y;*l = (1 + (p*)Z)fl/Z.

This “low-radiation regime” characterizes the experiments above the black curve in Figure 5b.
When accelerated below this critical momentum, however, the particle initially loses a
substantial fraction of its momentum to radiation.

3.6. Heisenberg Uncertainty, and the A. Particle Cloud

Recall from Section 3.4 that, in the case of a free particle, an in-line Zitter is excited by the
phase waves washing over the particle. Now suppose the particle is not free, but confined
to a finite geometry—we assume only that its waves wash over it from all directions, either
reflected off of walls or generated by its periodic images. The resulting wave interference
characterizes our periodic system in the long-time limit, as in Figure 1c, but it is also expected
to arise when the particle interacts with a variety of common quantum apparatuses (e.g.,
slits, corrals, or interferometers) or indeed during any position measurement. In such
confined geometries, Zitter occurs in all directions, owing to the complex geometry of the
incoming waves. The resulting motion is characterized by a region of scale A, around the
mean trajectory, about which the particle vibrates at a characteristic frequency yw.. We call
this region the particle cloud, whose form is shown in Figure 7b.

We investigate this vibration in 1D by returning to the numerical experiments of
Figure 2, and focusing on their long-time limit, wherein previously-radiated waves are
incoming from all directions. Amplitudes of these oscillations are given in Figure 3 over a
range of velocities and coupling constants. Namely, we calculate each amplitude as the
L! norm (over frequency space) of the short-time Fourier transform discussed in Figure 2,
averaged over the last 1000 time-steps. Note that higher L norms are bounded by this
value up to a constant multiple, as the frequency spectra have (approximately) uniformly
compact support.
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Time (Comptan periods)

(@) (b)
Figure 7. (a) A trajectory of the same form as Figure 1, but with b = 66.7 and initial velocity
il = (0.15¢,0.25c). By breaking the up-down symmetry of previous simulations, we can see particle
vibrations in both in-line and transverse directions. Both axes are given in units of A.. (b) Particle
vibrations about the mean trajectory in the x and y directions, scaled by A.. To resolve this motion,
we performed a high-pass filter on the full trajectory. These vibrations form a moving particle cloud,
which satisfies the Heisenberg uncertainty relation (24). Created with the MATLAB package [50].

In Figure 3b, we show best-fit curves of the form n;ly’eb Ac for each value of b. Here,
np and e;, both decrease with b for all values within the tested range. Critically, note that
ey < 2 for sufficiently large b. This gives an oscillation amplitude

Ox ~ m_lnh_l'y_eb

in any direction, where ¢; and n;, are as in Figure 3. Using the characteristic oscillation
frequency yw,, based on our discussion in Section 3.4, we find

OV ~ Ywebx ~ 'yl_"bnb_l (23)

To estimate the corresponding momentum amplitude dp, suppose that the particle oscillates
from a minimum momentum py = MegYoUp to a maximum p1 = Megy107 in the direction
of dx. Here, me is the effective mass of both the particle and its steady-state wavepacket,
as discussed in Section 3.5. Furthermore, note that g > 7, := (1 — v3)~'/2 and similarly
Y1 > Yo, wWith equality only if the particle is confined to move in one direction. In either
case, the equality dp = v3dv holds, where 1 is the total Lorentz factor of the particle. Then,
supposing transverse oscillations are small, we have

01
dp=p1—po= m'/v dv 4> > meg(v1 — 00) Y2 = Megry200
0

from Jensen'’s inequality, using o = (vg + v1)/2 + (orthogonal) to denote the particle’s
mean velocity. In turn, our estimate (23) gives

Sp ~ megy*tmy L.
Modeling x and p as monochromatic oscillations, we have oy ~ dx/ V2 and op ~0p/ V2, or
Ox0p > %(meff/m)’y4_2ebn;2. (24)

Finally, applying e; < 2 gives

1 _
0x0p > E(meff/m)nb 2
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or in dimensional form,

1 _
Ox0p > Eh(meff/m)nh 2,

Given (22), this inequality reduces to the traditional uncertainty principle for sufficiently
large b. Note that a linear regression suggests that we should find e, < 1 at b ~ 105; in this
stronger coupling regime, these oscillations would obey the stronger relativistic uncertainty
principle of Putra and Alrizal [51]: 0y0;p > Shv2.

We emphasize that the uncertainty relation (24) is somewhat different in nature to
its counterpart in quantum mechanics. Instead of an underlying property of a wave-like
system, as in quantum theory, our uncertainty relation characterizes a classical uncertainty
of the Compton-scale particle dynamics, brought about by its waves interacting with a
wall-bounded geometry. Averaging over the Compton timescale of the particle, the particle
appears to take up a Compton-scale volume in phase space, reminiscent of quantum
mechanics. However, in quantum mechanics, these scales can be squeezed in either
position or momentum coordinates, giving rise to (a) highly localized states of indefinite
momentum and (b) delocalised states of definite momentum. This type of squeezing does
not appear to have an analogue in our uncertainty relation.

4. Discussion

The physical picture furnished by pilot-wave hydrodynamics has motivated a revisita-
tion of de Broglie’s mechanics. With a view to extending his double-solution theory [2,5],
we have presented a general Lagrangian framework for relativistic pilot-wave dynamics,
and studied a particular limit of this framework in depth. Our framework has several
structural advantages over the HQFT program of Dagan, Durey, and Bush [43-45]. First,
our Lagrangian framework is Lorentz-covariant, and so in accord with the principles of
special relativity. Second, it gives rise to a second-order equation for the particle trajectory,
allowing classical dynamics to naturally emerge from our model in the 7z — 0 limit.

The dynamics of our system recovers a variety of behaviors familiar from de Broglie’s
theory, but with several key differences and advantages. In both de Broglie’s double-
solution program and in HQFT [43-45], the internal particle vibration takes the form of an
enforced particle clock at the Compton frequency. In our model, the particle clock emerges
naturally from a time-invariant dynamical system, in the form of regular particle vibrations,
or Zitterbewegung. These vibrations take the form of in-line oscillations for a free particle,
but may occur in all directions when the guiding wave is altered by bounding walls.

The Zitter of de Broglie’s theory is subject to his harmony of phases, according to which
the internal particle oscillation is locked in phase with the oscillation of the pilot wave. In
de Broglie’s work, this phase-locking gave rise to the key relation p = ik, the identification
of the de Broglie wavelength A 5 = 11/ (m~yu), and the adjustment of the particle oscillation
to the Doppler-shifted frequency 7~ 'w.. The de Broglie relation also emerges from HQFT;
however, there the particle momentum (p?) = n2k? is fixed by the wave-particle coupling
constant. Our system recovers a dynamical version of de Broglie’s harmony of phases: not
only does the pilot wave radiate at the de Broglie wavelength and the particle oscillate at
the Doppler-shifted Compton frequency, but both effects update dynamically as the particle
accelerates, preserving the de Broglie relation p = fik even when the momentum p changes.

The distinction between the wave form of the free particle deduced here and that of
HQFT is noteworthy. While both are characterized by the particle moving in conjunction
with a pilot wave with wavelength A;p, the manner in which the Compton wavelength ap-
pears is markedly different. In HQFT, waves of the Compton wavelength are continuously
generated along the particle path. In our system, the Compton wavelength appears only
in setting the scale of the Yukawa potential adjoining the particle. Thus, the pilot-wave
form of the free particle is effectively monochromatic in the vicinity of the particle, as is
the case in pilot-wave hydrodynamics. Nevertheless, wave interference can give rise to
particle oscillations with a characteristic scale prescribed by the Compton wavelength.
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Furthermore, the de Broglie waves in our system are not generated continuously by the
particle, as they are in HQFT, but arise only as a result of particle acceleration. When the particle
accelerates from one velocity iy to another velocity iy, it spawns a new, continuous source of
waves, which continues at a velocity #source ~ U along the extrapolated, original trajectory of the
particle. We note that a comparable physical picture was explored by Fort [52] in his investigation
of orbiting ‘inertial walkers’, a theoretical abstraction of the walking-droplet system in which
wave sources do not strictly follow the particle, but instead extend in rays along the instantaneous
particle paths. In the first simple example considered here, when the particle accelerates from
rest, waves are generated continuously from the point of acceleration. After traveling an appreciable
distance, the free particle thus surfs on an approximately planar wavefront of the de Broglie
wavelength at nearly constant speed, as its in-line Zitter diminishes with time.

Another important feature of the present system is that our particle always travels
with a Yukawa wavepacket, which stores energy in a region of radius ~ A, adjoining the
particle. We have shown that this energy takes the form of a wave-induced virtual mass
that augments the particle’s inertial mass to m + m + dm. A similar wave-induced mass
has been reported and rationalized in pilot-wave hydrodynamics and accounts for the
anomalously large radii of inertial orbits in that system [53]. A critical difference is that
in the hydrodynamic system, the wave-induced mass is velocity-dependent, while ours is
not. This difference simply reflects the Lorentz-covariance of the present model: the virtual
mass of our system, as a Lorentz scalar, cannot depend upon the particle velocity.

Finally, by combining the virtual mass and the multi-directional Zitterbewegung of our
system, we have recovered a dynamical version of the Heisenberg uncertainty principle:

0x0p > Kn/2,

where K depends only on the coupling constant b, and ¢y and ¢}, are standard deviations
of the position and momentum in any one direction. For sufficiently large particle-field
coupling constants, b, this inequality reduces to the standard uncertainty principle of
quantum mechanics.

While we have focused here on a particular limit of our Lagrangian framework, our
model allows for the consideration of other wave-particle couplings that will be explored
elsewhere. In future studies, we shall adopt the present model to perform simulations
of the classic single- and double-slit diffraction experiments, and compare the emergent
statistics with those predicted by standard quantum mechanics. We shall also examine
the case in which the particle moves in response to the gradient of the wave’s phase, and
demonstrate that this particular variant allows for a recovery of Bohmian mechanics and a
compelling model of wavefunction collapse following a position measurement.

Finally, it is perhaps worth reminding the reader that the mathematical framework
developed here is not an attempt to replace modern quantum theory; moreover, we do not
claim that it will reproduce the results of quantum field theory. However, it does represent
a rigorous, modern version of the mechanics envisaged by de Broglie in his double-solution
program. As such, we hope that it may prove fruitful in exploring the boundary between
classical and quantum behavior.
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Appendix A. Derivation of the Variational Theory
Appendix A.1. Variational Proofs in the General Case

We here present the proofs of our variational results, i.e., the pilot-wave version of the
Euler-Lagrange equations and of Noether’s theorem, respectively. See Lemmas 1 and 2 for
the statement of these results.

Proof of Lemma 1. By linearity of the functional derivative, the action is extremized over
variations in both ¢ and g, when it is extremized over variations in each individually. As
dq, Stield = 0, the particle’s trajectory equation follows from the classical Euler-Lagrange
equations.

For the field equation, we make use of the Euler-Lagrange equations for a scalar field:

SpL = 364, L.

Specifically, viewing the particle and interaction Lagrangians as singular Lagrangian fields
over spacetime, we apply the above to find

‘Stp(cﬁeld + 53 (q - Qp)ﬁpart.) = ay5¢y (L:field + 53 (q - qP)['part.)‘

On the left-hand side, the variational derivative commutes with the delta function, giving
two terms of the field equation. On the right-hand side, the variational derivative commutes
similarly. Combining with the fact that

0:8°(9 — gp) = —H- V> (q — qp)
gives the desired field equation. [J

Proof of Lemma 2. Let £{ ., = Lfield + eayl\ﬁel 4 and E;,art. = Lpart. + &di Apart.. We deal
with field and singular components separately, allowing us to quantify the exchange of
conserved quantities between them. Beginning with the field Lagrangian, we find (to first
order in ¢) that

e (Llierg — Ltietd) = (0pLeie1a) ¥ + (6p, Leiera)u'¥
= (0pLtield — 90, Lsietd) Y + 9y (99, Lieta)?)
= ¥s° (7* ﬁp)(a#‘s% Epart. - 54>£part-) + ay((%ﬂ ﬁﬁeld)qj) - TV(S?)@* _»p) ’ (’75470 - 5V¢) (Epart.)r
giving
Iu(Afera — (09, Liied)¥) = ¥ (7 — Gp) (90, Lpart. — SpLpart.) — YV (7 — Gp) - (g, — 0v¢) (Lpare).  (AD)
For the singular component, we similarly find
‘C—il( ;ing - Esing) = (5¢£part.)‘y + (54)}, ﬁpart.>ay‘Y + (5{41;, ﬁpart.)Qk + (5uk Lpart.)dtQk
= (dp»cpart - ayfs(p], »Cpart.)‘Y + a}l((élpy ‘C’part.)‘P) + ((sql;} »Cpart. - dtfsuk Epart.)Qk + dt((éuk »Cpart.)Qk)-
Inserting the generalized Euler-Lagrange Equation (6) as well, we find
dt (Apart. - (5uk£part.)Qk) = ay ((543;, Epart.)‘{!) + (5¢£part. - ay&py Epart)ll’r - Fka-
Before combining the particle and field components, we note that

8§ = 8p)3 (0, Lpart J¥) = 3 (877 — ) (0, Lpart)¥ ) +¥VE ([ — ) - (188, — 559) (Lpart).
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With this in mind, we combine the above with (A1) to recover
I (Afirg — (69, Leota) ¥) + 0> (7 — Fp)di (Apart. — (8, Lpare) Q") = —8°(7 — Gip) Q"

We note that d¢6%(7 — 7,) = (il -V —ii - V)6*(7 — ) = 0, so we can commute the time
derivative with the delta function. Furthermore, we can substitute d; = uP‘ay, as the
latter is the material derivative along the particle trajectory. Note that this substitution
works whether we interpret Q* as a function of g, = g, () or as a function of the spatial
coordinates g, as we can see by the chain rule. The theorem follows. O

Appendix A.2. Stress-Energy Conservation in the AM System

We now restrict our attention to the amplitude-modulated (AM) system introduced in
Section 3, and derive the balance law (10). In short, this approach guarantees an exact
conservation of momentum and a near conservation of the total energy budget. The latter
evolves over time in a manner proportional to d;¢(7,) = u"0,¢(Fy)-

We consider the specific pilot-wave framework introduced in Appendix B.2. That is,
our Lagrangians take the following forms:

Leielq = %(ayﬁbayﬁb - m24’2>, (A2)
Lypart. = —y i — btut9,¢,

where b is a fixed coupling constant and T is the proper time along the particle’s trajectory
(synchronized at t = 0, say). Recall that, while the above Lagrangians do not obey the general
form (3), they give rise to the AM system when we further apply the non-conservative force

= —mbd; ((67T)ut9,¢(qt)),

as in the Equation (6).
Now, suppose we have a constant spatial translation g% — g% + eQ¥, so that

@) = (@) = (gp)F +eQt, ¢ ¢/ = ¢ —eQso.
With this spatial translation, we find that Lpart. remains invariant. Indeed,
{:)art. = 7’)/_1"1 - bwyayﬁ(%),

but ¢'(9;,) = ¢(qp) and, since the velocity u is invariant, neither « nor T changes. The field
Lagrangian is translated as

l k k
Liea = Ltietd — €Q°0Lsietd = Lied — £Q%0,,6) Lierd,

as it has no explicit spatial dependence. Applying Lemma 2 above, we recover

T = — 301 (3ap0"p — m*§*) + (9" — 8°(§ — p) mbTul )y + ut6> (7 — Gp) (myuy + mbTorp — Ji)
= — 10 (0ad*p — m?p?) + 0" pOxp + 18 (7 — Gp) (myur — Ji),

where J; is given by (A6). Supposing that our particle evolves under the non-conservative
Equation (6) with F = d;] = u*d, ], as we do in Appendix B.2, we find that the J; term
disappears in the balance equation: that is,

Tj = —20; (090" — m*¢?) + 0" ¢y + 6> (7 — Gp)myy

satisfies 9, T} = 0 exactly.
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Moving on to time translations, suppose that ¢ — t + QU and spatial coordinates are
left fixed. Then we have instead that

(@p)F = (qp)F —eQF, ¢/ = ¢ — Q0.
The field Lagrangian translates as before:
Liiaa = Ltield — €Q°0Lsicia,

although the singular Lagrangian does not. If Lpa;t. had no explicit time dependence, we
would find ,
‘C;aart. = Lpart. — ‘SQOdtﬁpart.-

However, by replacing the passive coordinate transformation with an active transforma-
tion of g, and ¢, we see that we must remove a term corresponding to d;7 = 71 from
the above:

{;)art, = Epart. - EQOdtﬁpart. - sQOmby_luHaygb‘

Write R(t) = [y dt' 7~ 'u3,(gy), so that
i)art = 'Cpart - EQOdt (Acpart. + mbR(t))

Then we find

—168(009p0*p — m2p?) + Dot p — 63(§ — ) mbTutdoep

+ul 33 (F — Gp) (my ™ + mbTutdup + mbR(t) — uFmyuy — ukmbrorg(q,) + utJy)
— 500 (90§ — m*¢p?) + dopa"' ¢ — 6°(7 — ) mbTutdpp

+ul (G — Gp) (m(y % — wku)y + mbtdog + mbR(t) + u' )
— 305 (3apd*p — m>p*) + dop"p + ul & (§ — ) (myug + mbR(t) + u"Jy).

As before, the i term cancels in the balance equation, so the modified vector
TS = =168 (9apdp — m*p?) + dopd'p + ul'5 (7 — Gip) myug
satisfies

Ty = —0u(u!8(F — 7,)mbR(t)) = —mbd® (G — Gp) 7y~ u"du(3y),

where we differentiated u#d, R = d;R. We have thus deduced the desired energy balance rela-
tion.

Appendix B. Deriving the Approximate Equation (8)

We here provide two different derivations of the amplitude-modulated (AM) system
of Section 3. The first employs a scaling argument to demonstrate that the AM system
approximately fits the form (3) demanded by our general Lagrangian framework. The
second deviates slightly from this framework, employing a non-conservative variational
approach to reach the AM system. The latter derivation has two key advantages. First, it
gives rise to useful stress-energy (and thus angular momentum) conservation relations,
derived in Section 3.1. Second, it allows us to obtain bounds on the approximate Lorentz
covariance of the AM system, derived in Appendix B.3.

Appendix B.1. An Approximate Route to the AM System

Below, we use the notation (A) to denote a scale estimate of a given quantity A, rather
than a mean. If the estimates () and (u) of the Lorentz factor and velocity, respectively,
arise from the same mean state, this means that we can take (yu) = () () to hold exactly.



Symmetry 2024, 16, 149

26 of 31

To derive the Equation (8) for the AM dynamics, take ¢ := Re ¢ as before and
o(¢p) = 1+ b*/47 + be,

so the full particle equation reads
dy (m'y(l +b?/4m + b@)ﬁ) = bmy V.

Recall that ¢ denotes the continuous component of ¢, as laid out in Section 2.1. Splitting
¢ = ¢raq + Pwav into radiative and wavepacket terms, where ¢y ay is given by (15), we
deduce the continuous component of ¢:

57 - b .1 _ _ b
4) - (Prad * (Pwav - % . }1_1‘)% E /52 dC are " + ¢wav = _E + 4)wav/

by using the fact that ¢,y is continuous and that ¢ — ¢ is Lorentz-invariant (from Section 2.1)
on our domain. The latter allows us to carry out the above computation in the reference
frame of the particle, without loss of generality. In turn, this gives the modified (exact!)
trajectory equation

df(m’Y(l + bfprad)ﬁ) = bm’)/ilvqbrad- (A3)

From Section 3.3, we know that the field tends to vary at the length and time scales
1 ) 1
m(yu)’ -om{y)

L:= XdB =

We use these scales to define the dimensionless derivatives d;, = Td;, 9p« = Td;, V* = LV,
and A* = L?V?. To estimate ¢,,4, recall from Section 3.3 that momentum fluctuations of
the particle are of the order

4—Eb n -1

op ~ p me,

where ¢, and n;, are given in Figure 3. However, from the trajectory Equation (8), we also
know that

1) 1y —
% ~Y 1bL 1<¢rad>/

where (¢,,q) is our desired ¢,.q scale. Equating the two estimates yields

_{r)
<¢rad> - (u)bnb ’

which we plug into (A3) to find
di(m'vyii) = bmy™IVg,  m' =m+O(my> "% /nyu).

In the range 13.3 < b < 80.0 used in our simulations, and assuming that (u) is neither
too small nor too large, this corresponds to an error in the mass of at most a few percent.
Dropping this oscillating mass in favor of its mean, we recover the amplitude-modulated
system of Section 3.

Appendix B.2. An Exact, Non-Conservative Route to the AM System

Although we show in Appendix B that the Equations (7) and (8) follow approximately
from the action (3), we can deduce exact conservation laws by deriving the AM model from
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an alternate, non-conservative set of Euler-Lagrange equations. In the language of Lemma 1,
we temporarily introduce the new Lagrangians

Liielq = 3m* (3”4’3#4’ - m2¢2>,

1

Lpart. = =y~ m — mbrul‘aycp,

where T is the proper time along the particle trajectory. In the language of our general
framework (A2), these Lagrangians roughly identify the coupling ¢ as

o =o(ut,0,¢) =14 bryutd,¢.

As o depends on u" and d,¢, rather than just ¢, this coupling does not fit our proposed
framework. With that said, we can still identify dynamical equations and conservation
laws from Lemmas 1 and 2.

We derive the field and particle equations in turn, as the latter (despite appearances
from Lemma 1) is more involved. In applying Lemma 1 to our particular system, note that

6v¢Lpart, = —mbTil = iép Lpart.,
so terms involving V63 vanish from the field equation. We then evaluate
(0489, — O¢p) Lieta = m*3d" ¢ + m*¢p,
and
(0409, — 09) Lpart. = —dy(mbtul') = —mbost = — mb,

noting that uY =1and dt =y ldt. Putting this together, we find the Equation (7). Turning
now to the particle trajectory equation, we find

5‘7p£part, = —mbtut9,V¢(q;), (A4)
0itLpart. = myil — mbtV$(qr) — mb(dzT)ut0,¢(q:). (A5)
At this stage, we rewrite the final term above using

. oqu®
514]  ouw

N VU 1}) S0 T,
which reveals it to be a Lorentz-invariant impulse of interaction:
Ji= —((5}?‘ - 'yzu"‘uj)(éwa T)mbyut 9, ¢(q;). (A6)
Defining F = %Tand differentiating (A5) yields
6z Lpart. = dy(myil) — 'y_lme¢(qt) +mbtut0,V(q:) + E.

Subtracting off (A4) and adding F as a non-conservative force, as in (6), we recover the
trajectory Equation (8).

Although we could have proceeded with a simpler Lagrangian, inspired by (1), there
are two key benefits to our choice. First, the non-conservative component F vanishes in the
non-relativistic limit of our system, reducing our equations again to exact Euler-Lagrange
equations. Second, we will see that the remaining effect of F applies exclusively to the
energy budget of the system, leaving both momentum and angular momentum untouched.
We derive these conservation laws in detail in Section 3.1.
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Appendix B.3. Approximate Lorentz Covariance

One caveat with the non-conservative derivation of Appendix B.2 is that the vector
F, := % J« does not take the correct form for a relativistically compatible force. While F, is
Lorentz-covariant, it does not satisfy the requirement yF,u* = 0 for the particle to remain
on-shell. The result is that (8) is not exactly Lorentz-covariant if b # 0, as it cannot be
extended to an equation on four-vectors.

In this appendix, we quantify the error in this approximate Lorentz-covariance, and
determine where we can still make claims based on Lorentz transformations. Approximate
covariance is used in three claims throughout our paper. First, in Section 3.2, we apply
a Lorentz transformation to the steady-state solution (11) in order to deduce the form of
the traveling wavepacket (15). Second, in Section 3.3, we use this principle to argue that
the Zitterbewegung frequency ~w, is obtained after an acceleration from an arbitrary
initial walking state. Finally, in Section 3.4, we use this principle to derive the form of the
accompanying waveform, as illustrated in Figure 4.

In our laboratory frame, we have the trajectory equation

dy(mryil) = 'y_lmegb(qt).

First consider a mean velocity if = ué;, and suppose we perform a Lorentz boost with
velocity 7 = véy, resulting in the new four-momentum

v = yoy(1 —uv), Y'u' = vy (u —0).

On the one hand,

dr(my'u') = vo(1 — uv)dc(myu) = (7' /y)dr(myu),

or equivalently,
dy (my'u') = di(moyu)

with the new time coordinate '. On the other hand, note that

7 = (Y (1+u'v)) !

and
0x = Yo (0 + vy ).

Suppose ¢ has the local phase velocity c?¢; /s in the boosted frame, corresponding to a de
Broglie wave with group velocity sé;. In this setting, sdp¢(q,) = 0/¢(qp), and we recover
a final equation

1. ,1—=0/s

dy (my'u') = (7") 1mbmax’4’(qt)-

With this equation in hand, consider the case of a particle starting from rest (in the original,
or laboratory, frame) and accelerating in the é; direction. As we demonstrate in Section 3.4,
this acceleration gives rise to quasi-monochromatic radiation of wavelength A;p in a region
around the particle, and thus s = (u’). Writing ' = s + ¢(#), with € encapsulating the
small-amplitude Zitterbewegung of Section 3.3, we find

dy (my'u’) = (7')"'mb(¢(q1)) (1 + O(ev)),

where
1-— v/sb

1+ vs

E:

As shown in Figure 3, ¢ ~ nb_l < 1/21.0 in all of our numerical experiments. Even for
moderate-to-large initial velocities v, our trajectory thus satisfies the modified equation

dy (my's) = (o) b,
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in the boosted frame. Since the field Equation (7) is invariant only without a change in b, we
now define the following rescalings of both b and ¢:

v =iy, ¢ =1\/b/bg. (A7)
Under these rescalings, ¢’ satisfies the transformed equation
("9 + m?)¢" = (7') " mb'8>(F — Gy),
and v’ satisfies the transformed equation
dy (my'u') = ()" b9 ¢,

up to a relative error O(ev). Making the same argument in the other direction, suppose we
begin with a coupling constant b’, and accelerate a particle from rest to a velocity if = w'é;.
Then the dynamics from Sections 3.3 and 3.4 hold. The field radiates continuously from
the particle’s point of origin with wavenumbers < k;p, and the particle oscillates at the
frequency 7~ w.. However, the same transformation shows that, in our original reference
frame, the particle started with a velocity ## and ended with a velocity i# + @, and the
Lorentz covariance of the wave four-vector recovers the appropriate wavelength and
oscillation frequency.

We recover the steady-state wavepacket (15) for free in this derivation. Indeed, if the
particle undergoes no Zitterbewegung, the transformed fixed-velocity state i satisfies the
new trajectory equation exactly. Since the field equation is exactly Lorentz covariant, the
transformed wavepacket remains a solution in the new reference frame.

Before moving onto transverse Lorentz transformations, we note that a core weakness
of this argument is that we cannot boost into the particle’s post-acceleration frame of
reference. Our dynamical harmony of phases does not extend to the case in which the
particle is spontaneously brought to rest. Study of this case is outside the scope of the
current work.

Now, transverse Lorentz boosts leave the derivative dy¢ = 9, unchanged, so our
inline dynamics continue to satisfy the equation

dy (my'u') = (v') " mb (v (qr)).

The only (indirect) effect is that the dy¢ term now introduces a particle oscillation of
the order O(ev) in the transverse direction. In turn, the particle now experiences V¢
from slightly off the axis of symmetry, reducing the derivative d,/¢(g:) by a relative error
O(e?v?). Applying a similar argument as before shows that, if we start a particle at rest in
the transformed frame and accelerate it in the é; direction, the particle continues to vibrate
in the direction ¢ at the frequency 7~ 'w,, and is now forced in the transverse direction at
the same frequency. The continuous source of radiation at the particle’s point of origin is as
before. Unlike the inline direction, however, there is no rescaling of either b or ¢.

The difference of scaling between transverse and in-line Lorentz boosts means that,
under a general Lorentz transformation, b becomes anisotropic. If we break a generic
Lorentz boost into in-line and transverse directions, the rescaled value b governs dynamics
in the in-line direction and the value b governs dynamics in the orthogonal direction. This
anisotropy does not affect the form of the wavepacket (15) or the wavelength and frequency
seen in the dynamical harmony of phases. Nevertheless, it does affect the amplitude of the
particle’s vibration in each direction. A more detailed study of this vibration amplitude is
outside the scope of the present study.
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