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Abstract

A fine-grained, flexible frequency grid of elastic optical transmission and space division multiplexing (SDM) in conjunction
with spectrally efficient modulations is an ideal solution for the impending capacity crunch. The routing, modulation, core,
and spectrum assignment (RMCSA) problem is an important lightpath resource assignment problem in SDM elastic opti-
cal networks (SDM-EON:s). Intercore Crosstalk (XT) degrades the quality of parallel transmissions on adjacent cores, and
the RMCSA algorithm must satisfy XT requirements while optimizing network performance. There is an indirect trade-off
between spectrum utilization and XT tolerance; while higher modulations are more spectrum-efficient, they are also less
tolerant of XT because they allow fewer connections between neighboring cores on the overlapping spectrum. In the pres-
ence of XT, the Tridental Resource Assignment algorithm (TRA) has been shown to optimally assign resources in multicore
fiber networks. Using the tridental coefficient (TC), this algorithm strikes a balance between spectrum utilization and XT.
However, TRA is computationally expensive because TC is calculated for all the possible candidate resource sets for each
lightpath request. In this paper, we demonstrate that acceptable or better TRA performance can be achieved while reducing
computational overhead than traditional TRA. We achieve that using different stages of offline optimization, required only
once. We demonstrate that by using tailored weights in TC, the performance of TRA can be enhanced further. We observe
that acceptable TRA performance can be achieved with as low as 40% of the total computations and that adjusting weights
reduces the bandwidth blocking of TRA, which is already performing better than the baseline algorithms, by approximately
two orders of magnitude.
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1 Introduction

Multicore fiber (MCF)-based space division multiplexed
elastic optical networks (SDM-EONs) can provide a viable
solution to bandwidth constraints in cloud services, 5G and
6G communications, high-resolution game streaming, and
data center networks which rely mainly on optical networks
[1]. SDM-EON enables parallel optical signal transmission
over MCFs utilizing distance-adaptive multi-carrier trans-
mission. However, the intercore crosstalk (XT) between
these parallel transmissions on weakly coupled cores
degrades quality of transmission (QoT) [2, 3].

The problem of route, modulation, core, and spectrum
(RMCSA) assignment deals with selection of resources.
In MCF, modulation, core and spectrum are the dominant
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parameters affecting the trade-off between spectrum utiliza-
tion and XT accumulation in the network. The intensity and
effect of XT vary according to the selected core, modulation,
and spectrum. Higher modulation requires less spectrum to
transmit information, but they are extremely sensitive to
XT. However, lower modulations are less sensitive to XT
interference but require more spectrum. On the other hand,
the physical geometry of the core determines the number of
adjacent cores and, consequently, the amount of XT accu-
mulation. Choosing a core with a greater number of adjacent
cores with active parallel transmissions increases the likeli-
hood of XT accumulation. Due to spectrum continuity and
contiguity constraints of optical communication, the current
spectrum selection determines the availability of spectrum
and spectrum options for future connection requests. A sub-
optimal choice of core, modulation, and spectrum can also
result in fragmentation, QoS obstruction, detours, and other
issues.
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Prior works [4, 5] have addressed the RMCSA prob-
lem with the help of an RMCSA algorithm, the tridental
resource assignment algorithm (TRA). TRA takes into
account the effect of selection of core, modulation, and
spectrum to balance the spectrum utilization versus XT
accumulations trade-off. Further, an improved variant of
TRA for transparent and translucent networks is proposed
in [5]. It is demonstrated that TRA is extraordinarily
effective at allocating resources to balance the trade-off.
It does that by computing the tridental coefficient (TC) for
all available resource combinations. The TC is the sum
of three parameters: capacity loss [4], spectrum utiliza-
tion, and spectrum location [5]. TRA relies on offline path
priority calculation which helps it to select better routes
and balance the load in the network. It then looks for the
resource candidate that offers the lowest TC.

TRA searches through all possible combinations of
resources, resulting in a greater computational burden in
order to obtain the optimal resources. In addition, equal
weight was assumed for all three parameters in the calcula-
tion of TC. We found that by changing the weights we can
improve the performance of TRA. This improvement is
then used to compensate the time and computational over-
load in search of the resource combination with the lowest
TC. In this paper, we first demonstrate that it is possible to
save computational time while maintaining an acceptable
increase in bandwidth blocking by reducing the number of
candidate resources. Then, we present a method for obtain-
ing the weights to further enhance the efficacy of TRA.
TRA outperforms both the baseline and literature-based
RMCSA algorithms [4, 5]. With the proposed optimiza-
tions, we observe additional substantial enhancements to
TRA’s performance.

In our previous work [6], we presented two different
ways to optimize the performance of TRA. We showed that
the reduction of resources leads to saving computational
time and still results in acceptable performance. We also
showed that if we weight the tridental coefficient (TC) and
then optimize the weights using bruteforce method, we can
improve the performance of TRA. A preliminary version
of this work was presented in [6]. This paper makes fol-
lowing additional contributions over [6]:

i. dual optimization of TRA for various scenarios (main

highlight of the work),

ii. detailed analysis of blocking variation with respect to
weights and step-size,

iii. percentage saving of resources per datarate instead of
a constant resource utilization [6],

iv. detailed study and analysis of TRA for different topol-
ogies with different XT thresholds,

v. proposed variants of TRA to achieve equivalent per-
formance with as little as half of the computations.

The paper is organized as follows. The network model and
problem statement are introduced in Sect. 2. Important con-
cepts useful to understand the proposed work is presented in
Sect. 3. Details of simulation setup required to understand
the results are given in Section 4. The detailed steps of pro-
posed dual optimization of TRA are presented in Sect. 5.
Section 6 presents simulation results and the last section
concludes the work.

2 Network model and preliminaries

In this section, we provide more context of the network
model used in the paper and details about the SDM-EON
and its characteristics involved in its design. The abbrevia-
tions used in the paper are listed in Table 1. We assume
SDM-EON with multicore fibers (MCFs) with weakly cou-
pled cores packed within a single fiber. Each link comprises
a single MCF in both directions, but the concepts can be
extended to networks with multiple fibers per link. Coher-
ent transceivers (TRXs) achieving flexible and adaptive data

Table 1 List of abbreviations

Abbreviation  Phrase

SDM Space division multiplexing

RMCSA Routing, modulation, core, and spectrum assignment

SDM-EON Space division multiplexed elastic optical networks

XT Intercore crosstalk

TRA Tridental resource assignment algorithm

TC Tridental coefficient

MCF Multicore fiber

QoT Quality of transmission

TRX Transceivers

FS Frequency slice

PM Polarization multiplexed

QPSK Quadrature phase shift keying

QAM Quadrature amplitude modulation

SCh Superchannel

XT, Average XT between two adjacent cores after a
single span of propagation

EVM Error-vector magnitude

BER Bit-error rate

RC Resource candidates

SP Shortest paths

CL Capacity loss

BBP Bandwidth blocking probability

DT Generic German topology

EURO European topology
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transmission are used. These TRXs operate on a flexible grid
with a granularity of 12.5 GHz, enabling the allocation of
optical carriers in finer frequency slots whose entire band-
width occupies 37.5 GHz which is three frequency slices
(FSs) [7-10]. The flexibility in grid granularity allows for
efficient spectrum utilization, making it possible to accom-
modate varying data rates and different modulations.

With the capability of adjustable bit rates and support for
multiple modulations, the TRXs in SDM-EON offer adapt-
ability to meet diverse application requirements. We use the
TRX which operates at 28 GBaud. The set of modulations
is denoted as D. Polarization multiplexed-quadrature phase
shift keying (PM-QPSK), polarization multiplexed-8 quad-
rature amplitude modulation (PM-8QAM), PM-16QAM,
PM-32QAM, and PM-64QAM (ID| = 5), are considered
for their offered spectral efficiency and sensitivity to cross-
talk. To accommodate high bit rate requests that exceed the
capacity of a single TRX with a particular modulation, the
SDM-EON employs superchannels (SChs). A superchannel
aggregates multiple optical carriers, each occupying three
frequency slots (37.5 GHz of spectrum), to form a higher-
capacity transmission channel. To ensure spectral separation
between SChs and minimize inter-channel interference, a
12.5 GHz guard band is utilized. We do not consider traf-
fic grooming and regeneration [11]. There exists K shortest
paths between each source-destination pair [12].

We examine 3-core and 7-core geometries in the network
model [2, 13, 14]. XT due to parallel transmissions on over-
lapping spectrum only affects neighboring cores, and cores
that are not adjacent remain unaffected. For instance, in a
3-core fiber, each core has two neighboring cores [15]. Simi-
larly, in a seven-core fiber, the outer cores are surrounded by
three adjacent cores, while the center core is encircled by six
adjacent cores [15]. Moreover, we ensure spatial continuity,
meaning that each lightpath is assigned to the same core
throughout its path. Lightpath requests are received dynami-
cally at a Poisson arrival rate, with an exponentially distrib-
uted mean holding time of one (arbitrary units). Addition-
ally, the datarates of the lightpaths are uniformly distributed
within a predefined range. The set of datarates is denoted as
M and the ith datarate in Gbps is denoted as m;.

The closest neighboring cores that contribute to the XT
when the overlapping spectrum on these cores is occupied by
another ongoing parallel transmission are called as litcores
and the number is denoted by y. An analytical model based
on coupled-power theory is used to determine the mean XT
(XTM) in MCEF links as shown in (1). Here, path length (L),
power-coupling coefficient (%), and the number of adjacent
cores contributing to XT in a given core and spectrum band
(y) are used to calculate XT,. Maintaining a low XT level
ensures high-quality transmission and minimizes the need for
regeneration, which can impact network performance and add
complexity. In the resource allocation phase, core continuity,
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spectrum continuity, and contiguity constraints are imposed to
facilitate seamless transmission and switching between cores.
An average XT of — 40 dB and — 25 dB between neighboring
cores after a single span of propagation is maintained, respec-
tively. These values allow the use of advanced modulations
without requiring complex DSP algorithms and ensures effi-
cient spectral utilization.

_ v —vexp(=(y + DhL)

M= T yexp(—0 + DiD) @

Transmission reach of a modulation is the maximum dis-
tance that can be traversed by a lightpath while maintain-
ing the Quality of Transmission (QoT) without the require-
ment of regeneration. The maximum transmission reach
(Lyax) can be calculated using (2), where L,,,, EVM,, and
EVM,,,, represent the span length, the error-vector magni-
tude (EVM) to achieve the target bit-error rate (BER), and
the EVM of the span, respectively [7]. The EVM-obtained
transmission reach guarantees a BER of 3.8 x 1073 for & of
3.15 x 107? and span length of 50 km.

EVM? @

span

EVM;
Lmax = Lspan .

The associated transmission reach model for — 40dB is
shown in Table 2 and for -25dB is shown in Table 3 when
a TRX of 28 GBaud and the above network model are used
[7]. The transmission reach in the network depends on both
the selected modulation and y. Higher modulations offer
greater spectral efficiency but are more sensitive to cross-
talk, resulting in a shorter transmission reach compared to
lower modulations for the same value of y. Additionally,
as y increases, the transmission reach decreases due to the
increased accumulation of XT.

To regulate the choice of modulation for a lightpath, a max-
imum value of y is always considered by TRA. The modula-
tions are searched from higher to lower to balance out the spec-
trum consumption. For dth modulation, the allowable number
of y litcores are calculated by checking the corresponding TR,
denoted as T;, with the path length, L, such that the L < T;.

3 Definitions and important concepts

In this section, we discuss important concepts, calculations and
definitions useful for understanding the proposed optimization.

3.1 Spectrum requirement and slice window

The standard equation to compute the number of FSs for ith
datarate m; and dth modulation is (3). Where r, is the number
of FSs required by TRX/carrier, 6 is the spectrum width of
an FS and 7, is the spectral efficiency of the dth modulation.
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Table 2 Transmission reaches Modulations (|D| = 5)
(in km) of modulations for
different values of allowable y (Litcores) XT per span (dB) PM-QPSK PM-8QAM PM-16QAM PM-32QAM PM-
litcore (y) for XT, = — 40dB d=1) d=2) d=3) d=4 64QAM
for 28GBaud transceiver (from d=5)
Table I'in [7])

0 None 5200 2050 1100 550 250

1 —40.0 4650 1850 1000 500 250

2 =37.0 4200 1650 900 450 200

3 —35.2 3850 1500 800 400 200

4 —34.0 3550 1400 750 400 150

5 —33.0 3300 1300 700 350 150

6 —32.2 3050 1200 650 300 150
Table 3 Transmission reaches Modulations (D] = 5)
(in km) of modulations for
different values of allowable y (Litcores)  XT per span (dB) PM-QPSK (d=1) PM- PM- PM- PM-
litcore (y) for XT, = — 25dB 8QAM 16QAM 32QAM 64QAM
(restrictive) for 28GBaud (d=2) (d=3) (d=4) (d=5)
transceiver (from Table I in [7])

0 None 5200 2050 1100 550 250

1 —25.0 1100 400 200 100 50

2 —22.0 600 200 100 50 0

3 —20.2 400 150 50 0 0

4 -19.0 300 100 50 0 0

5 —18.0 250 100 50 0 0

6 -17.2 200 50 0 0 0

By = [ i 3)
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The collection of spectrum slices required for a datarate on
a lightpath is called as slice window. A connection can only
be assigned an available slice window. Definition V.1 of [4]
and Definition 6.1 of [5] define the available slice window
precisely. An available slice window is essentially a window
of spectrum slices where all the spectrum slices are free, can
accommodate the current connection based on the XT con-
straint of the selected modulation, and does not violate the
QoT constraint of ongoing connections on overlapping spec-
trum on adjacent cores according to their XT sensitivities.

3.2 Filtered modulations

Let D be the complete set of modulations. Let D™ be the
filtered set of modulations obtained from D using f7' as per
the definition of Def. 1.

Definition 1 (Filtered Modulations) The filtered set of mod-
ulations, denoted as D™, is a set of filtered candidate modu-
lations from the complete set of modulations, denoted as D,
for mth datarate. The filtering is done based on the spectrum
requirement, #', by forming the subsets of modulations by

grouping modulations with same g7 in a subset and then
selecting the lowest modulation in each subset as a candidate
modulation in D™.

We understand the filtered modulation with an example
of 200 Gbps (= ms) connection. The spectrum requirement
for a 200 Gbps connection for PM-QPSK (7, = 2.96), PM-
8QAM (n, = 4.44), PM-16QAM (55 = 5.92), PM-32QAM
(n, = 7.4) and PM-64QAM (7 = 8.88) [7, 10] when n, = 3
and 6 = 12.5 GHz is 6 (= ﬁf), 6,3,3,and 3 (= ﬁ55), respec-
tively. The set of modulations D reduces from { PM-QPSK,
PM-8QAM, PM-16QAM, PM-32QAM, PM-64QAM } to
D" = { PM-QPSK, PM-16QAM }.

3.3 Resource candidates

The number of resource candidates (RCs) per core for a
datarate m, denoted as N™, is calculated using (4). Thus, the
maximum number of RCs on shortest path for a datarate m is
given by (5). Every slice window is separated from adjacent
slice windows by a guardband, denoted as g,. Remember
that as the spectrum continuity is imposed, an RC is counted
only once on all the links. In addition, the RC is considered
as available when slice window on each link is available.

@ Springer
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We take the example of a 200 Gbps (= ms) connection to
understand the calculation of N and N . We obtained
ﬂf=6,ﬁ§=6,ﬂ35=3,ﬂj=3,ﬁ55=3,and|Dm|=2inthe
example discussed in Section 3.2. For S = 320, g, = 1, using
(4) we get N5 =315, N5 315, N5 =315, N5 =318, and

= 318. For a seven-core fiber (C 7), using (5), we get
4347 (=(2x 320+ 1) — 21) x 7). All the calculated values
resource candidates for different core types and datarates
are given in Table 5.

3.4 Tridental resource assignment (TRA)

The RMCSA problem is complex, especially when impair-
ments such as XT are taken into account; therefore, we
decompose it into two distinct sub-problems: an offline plan-
ning component that selects path priorities and a dynamic
MCSA provisioning algorithm.

3.4.1 Offline planning

Traffic forecasting can be used to predict the long-term aver-
age traffic intensities for various node-pairs, so we presume
that the dynamic traffic loads on all routes (i.e., s — d pairs)
are known. The path priorities for a route are chosen so as
to distribute the traffic load evenly across the multiple paths.
We observe that these path priorities merely establish the
search order for paths for incoming connection requests. The
actual availability of a path is contingent upon the network
state at the time a connection request is received and cannot
be predicted in advance. Path prioritization is determined by
path probabilities that optimize link traffic. Similar to our
previous work in [16], K shortest paths (SPs) for each s — d
pair are precomputed, and a MILP is solved offline to deter-
mine the path probabilities. The SPs are ranked according
to their path probabilities, from most likely to least likely.
The objective function (z4) of the MILP is to minimize the
sum of the average and maximal link loads, as shown in (6),
where & is number of links in the network, e is an arbitrary
network link, F* is the number of fibers on link e, C is the
number of cores, R is the number of routes in the network,
ris an arbitrary route, W, is the load for route r; depends on
the traffic pattern; W, = 1, V r for uniform traffic, u denotes
the load distribution on link e on route r [5].
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3.4.2 Online provisioning

Capacity Loss The capacity loss (CL) represents the loss in
capacity when a slice window is assigned with a modula-
tion, core and spectrum. The CL for the nth slice window on
the cth core using dth modulation on kth shortest path, K is
denoted as u/k 4 and is calculated using (7). It is the difference
between the capa01ty before provisioning, denoted as vk 4 and
the capacity after provisioning, denoted as "’ kd .- The total CL
of a slice window on a path is denoted as y (l A, m)) and is cal-
culated using (8), where A(r, m) denotes the i 1ncom1ng request
which has datarate m and arrived on route r, p’; ¥is path priority
of 1k, 1//”‘ 4 is the CL on r*, Z* represents the collection of all
shared paths of ¥, ZF = 11 ,ip, ..., 1, p,is the path priority of
zth shortest path, and < is the CL on zth shortest path [5].

kd _ kd _  rkd
Wn,c _Un v nce’ (7)

|Z¥]
W (yem) =PAw"* + sz - 8)

Tridental Coefficient The capacity loss is a measurement of
how much future capacity is lost due to the assignment of
a candidate slice window with a specific core-MF pair to
an incoming request. The selection of MF, core, and slice
window impacts the quantity of required spectrum and frag-
mentation levels in addition to the capacity loss. We could
penalize the MFs that require more spectrum and implement
a first-fit policy for lower-indexed slice windows to reduce
fragmentation. In order to account for these effects, the defi-
nition of Tridental Coefficient (TC) includes two additional
factors in addition to CL.

The TC of /4, 1, is the sum of the normalized values of CL,
the extent of the required slice window in terms of the number
of FSs, and the beginning index of the slice window. It is rep-
resented as ¥ (I, ,,)) and is provided in (9). The normalization
is done using the respective maximum values, viz., maximum
possible CL denoted by max ' (I acmy) [5], largest possible
demandsize of datarate m denoted as f”", and highest possible
index of a slice window from (4). maxy'¢ o) is calculated
using path priorities and the maximum CL, which is equal to
C, on the primary route and shared paths.

W’(ZA(r,m)) ﬂ;n n

w(l = L
Caem) maxy’ (L m)) ﬁm S—pm+1

©))
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3.5 Weighted tridental coefficient

In traditional TRA, each parameter is weighted equally. How-
ever, each parameter in TC contributes differently in improv-
ing the performance of TRA. Thus, we weighted the three
parameters in (9) with a, § and (1 — a — ) as shown in (10)
such that 0 < a, #, (o« + f) < 1. All the results shown in [5]
are obtained when the weights are 1 in (9), which is similar to
a=ﬂ=§in(10).

V' (L) By
— 4 px L
max y (I A(r’m)) ﬂ1

n
+(1_a_ﬂ)xm

'P(IA(r!m)) =aX
(10

3.6 Optimization space

The value of TC changes with respect to the value of @ and f.
We can increment a and f starting from 0 while maintaining
the constraint that 0 <a + < 1. Assume that the step size is e.
The total number of combinations of « and § (and (1 — @ — f§))
is denoted as ¢ and is shown in Eq. 11.

e=3(lel+2(E+)
2\Le €

Suppose the step size is set to 0.1, i.e., ¢ = 0.1. This means

that the set of {a, g} are {0, 0}, {0, 0.1}, ..., {0, 1}, {0.1,

an

Fig. 1 Network topologies a DT (12 Nodes), b EURO (16 Nodes) [17]

0}, {0.1,0.1}, ..., {0.1, 0.9}, {0.2, 0}, {0.2,0.1}, ..., {0.2,
0.8}, and so on. Remember that when a = 0.2, f can take a
value from O to 0.8 to ensure that « + § < 1 holds true for
all the combinations. Using (11), there will be { = 66 (=
% X 12 % 11) such combinations.

4 Simulation Setup

In this section, we present the simulation setup to perform
all the experiments in Sects. 5 and 6. We use two topolo-
gies, generic German (DT) and European (EURO) shown in
Fig. 1. Each core in the MCF has 4 THz of C-band spectrum
with 320 FSs (S = 320) each of size 12.5 GHz. Connec-
tions arrive according to a Poisson process and have a mean
exponentially distributed holding time of one. We simulate
110,000 connection requests and utilize the first 10,000
connections to establish steady state in each iteration. Ten
iterations are executed to get 95% confidence intervals. The
datarates are in the range of 40-400 Gbps with 40 Gbps
granularity. We present the results for three-core and seven-
core fibers, however, the optimization approach is not limited
by the number of cores or number of fibers per link. There
exist three shortest paths between each source-destination
pair (K = 3). According to priority-based path selection in
Section 3.4.1, each source-destination pair has three shortest
paths which are arranged from higher to lower path priority.
We use a total of five MFs (IDI = 5), PM-QPSK (7, = 2.96),

(b)
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PM-8QAM (1, = 4.44), PM-16QAM (n; = 5.92), PM-
32QAM (1, = 7.4) and PM-64QAM (s = 8.88) [7, 10].
We consider the average XT between two neighboring cores
after a single span of propagation, denoted as XT,, of -40 dB
and -25 dB. The transmission reaches for each modulation
and number of occupied overlapping spectrum on adjacent
cores (y) from Tables 2 and 3 are used. The desired number
of RCs for each datarate is uniformly picked from the com-
plete set. It is done only once at the beginning of resource
allocation stage. We use the results when e = 0.01 which
gives { = 5151. We set g, to 1, i.e., one guardband to sepa-
rate carriers.

5 Dual optimization for applied TRA

In this section, we outline two main stages of dual-optimi-
zation to improve the speed and performance of TRA as
follows. The stages, which include the analysis of bandwidth
blocking to find the amount of allowed resources and finding
optimized weights, are discussed in detail as follows.

5.1 Reducing the computational complexity

TRA assigns the best RC to a connection request on the
prioritized shortest path between source and destination. An
RC is a combination of core, modulation, and slice window
[5]. TRA calculates TC for each RC and chooses the RC
with lowest TC. For a given datarate, TRA checks the modu-
lation with highest XT tolerance if the spectrum requirement
is same for two or more modulations. The spectrum require-
ment for each datarate and modulation pair for the network
model in Sect. 2, spectrum efficiencies of {2.96 (r,), 4.44,
5.92,7.4,8.88 (n5)} [7, 10] and using (3) is given in Tab. 4.

Using the ' value and D™ for each datarate, we can cal-
culate the number of RCs per datarate using (5), and the
results when S = 320 (C-band) are displayed in Table 5. It
is evident that an average of 2172 RCs for C = 3 and 5069
RCs for C = 7 are always examined to check for the avail-
ability and calculate TC when a connection request arrives
in the network. Each RC undergoes a QoT estimation pro-
cedure based on the XT constraints of the selected modula-
tion and the modulation of ongoing connections on adjacent
cores. Since the number of RCs per datarate varies, we use
a network-level percentage of RCs. This means that, for any
datarate, this percentage of total RCs, resulting into nearest
lower integer value, are considered when calculating TC.
When the percentage of RCs is decreased, bandwidth block-
ing increases. However, the increase is incremental before
becoming substantially greater. The percentage of RCs per
datarate which results into a permissible BBP reduction is
subsequently used as the first of two parameters to improve
TRA.
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Table 4 Spectrum requirement for different datarates for modulations

()

Modulations (|D| = 5)

Datarate PM- PM- PM- PM- PM-
(Gbps) QPSK SQAM 16QAM  32QAM  64QAM
d=1) d=2) d=3) d=4 d=5)

40 3 3 3 3 3

80 3 3 3 3 3

120 6 3 3 3 3

160 6 3 3 3 3

200 6 6 3 3 3

240 9 6 6 3 3

280 9 6 6 6 3

320 9 6 6 6 3

360 12 9 6 6 6

400 12 9 6 6 6

The time complexity of TRA algorithm is
O(K|D||B}/|RSC) [5], where K is the number of shortest
paths between every pair of nodes, D is a set of all modula-
tions, B(‘}‘ is the set of all slice windows, & is the maximum
possible links per path, S is the number of FSs on a core,
and C is the number of cores. The RCs cover the most time
complexity, O(|D||B}}|SC). Lowering RCs speeds up TRA
by reducing computational overhead.

The performance of TRA when percentage RCs is
changed in various scenarios is shown in Fig. 2. The simu-
lations are run for 10 seeds with 10% of actual connections
for earlier convergence and results are presented with 95%
confidence interval. The variation of bandwidth blocking
probability (BBP) is on left y-axis whereas the normalized
execution time is on right y-axis. It is clear that in all the
scenarios the performance of TRA is acceptable above
~50% of the RCs. It is important to notice that running
the optimization experiment for lower traffic is intentional
for early convergence. The BBP values are different from
when the experiment would have been run for 100% traffic;
however, variation in BBP with respect to the RCs is simi-
lar in both the cases. With the reduction in RCs, we save
significant time and it is approximately equal to the per-
centage saving of RCs as can be seen in all the scenarios
in Fig. 2. This gives the network operator the flexibility
to choose the resources to decide the convergence of TRA
even before looking at the actual performance with respect
to the RCs. The average execution time is larger for 95%
as compared to 100% because of the earlier convergence
when more resources are available. For example, one of
the factors is searching for resources on other shortest
paths when the resources are not available on the first one
with the highest path priority.
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Table 5 Res.ource candidates Datarates (Gbps) (M| = 10)
(np ) for different datarates for
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Fig.2 Variation in BBP and time of execution of TRA for different percentage RCs in various scenarios of XT# and C for DT topology and

EURO topology

5.2 Weight optimization

The weighted TC is given in (10) and a and f are used to
weight the parameters. The optimal weights of @ and f lead
to better performance of TRA as compared to all the weights
are equal. To enhance TRA, we tune @ and f in two sub-
stages. In the first sub-stage, we execute TRA for 10% of
connection requests including the warmup calls for different
sets of a and f with a gradual increase of ¢. In the second
sub-stage, we find the « and § with the lowest observed BBP.
The variation of TRA for different @ and f for various sce-
narios is plotted in Fig. 3. In most of the cases, the BBP is
lowest for higher value of a and lower value of .

6 Simulation results

We now present the results on performance of TRA and
its dual-optimized variants in a variety of scenarios.
The details of simulation setup are given in Sect. 4. We
observed the performance of TRA for higher load and
lower connection requests in Fig. 2 for various scenarios.
We observed that lowering the candidate RCs per data-
rate upto 35% (and 45% in some cases) leads to slighter
increase in BBP. However, the execution time reduces sig-
nificantly and is equivalent to the percentage of candidate
RCs for assignment. The time of execution per connection
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Fig.3 Variation in BBP of TRA for different pairs of a and f in various scenarios of XT# and C for DT topology and EURO topology

that of cTRA and TRA at 100% RCs, respectively, in DT
topology. We captured the percentage of RCs for which the
performance of TRA is acceptable. In the second stage we
ran TRA for reduced load for { sets of @ and f as shown

in TRA takes about 5-10 ms depending on the topology.
The reduction in execution time is directly proportional
to the reduction in RCs. For example, the execution time
of oTRA at 60% RCs reduces to 59.84% and 61.76% of
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in Fig. 3. We fetched the values of a and f for which the
BBP is lowest, denoted as B,. Interestingly, there are pairs
of @ and g for which the BBP is higher than the BBP when
a=pf= é (i.e., traditional TRA), denoted as B. This means
that traditional TRA has still a better performance than
when « and g are set to values lead to worst case BBP,
denoted as B,,,. The observed B,, B and B, are shown in
Table 6. Table 6 also shows the optimal set of @ and f in
various scenarios. We thus have reduced RCs which leads
to increase in BBP and optimal weights which leads to
decrement in BBP. We combine them such that we can get
better or equal performance that TRA but with reduced
computations. The traditional TRA uses equal weights for
all the parameters which is equivalent toa = f = % and uses
100% of RCs. We denote it as "TRA, 100’. When optimal
values of @ and f are used, the optimal TRA is obtained
and we denote it as oTRA. TRA is a better version on CL
algorithm which is nothing but TRA witha =1 and f = 0.

We finally compare the performance of TRA, CL and
oT'RA with various values of percentage candidate RCs for

various scenarios in Fig. 4. ’°0oTRA, 100’ works better than
all the variants of TRA. The performance of oITRA degrades
with reduction in percentage of RCs. In addition, CL works
better than TRA in these scenarios where in CL « is set to 1
which doesn’t require any optimization. We also observe that
75% of RCs in XT# = — 40 dB and C = 7 in DT topology
(Fig. 4a), 40% of RCs in XT# = — 25 dB and C = 3 in DT
topology (Fig. 4b), 60% of RCs in XT#=—-40dB and C =7
in EURO topology (Fig. 4c), 50% of RCs in XT# = — 40 dB
and C = 3 in EURO topology (Fig. 4d), leads to an equiva-
lent performance as that of TRA. Remember that percentage
reduction in RCs is equivalent to percentage reduction in
time as observed in Fig. 2. Thus with this dual optimization
we can get equal or better results of TRA with as low as 40%
of computations. We also observed that at higher loads, the
difference in performance among all the variants of TRA
is smaller. This happens due to extreme congestion and the
limited number of candidates to select the best candidate
resource from. Remember that the slice window is selected
only when it is free, satisfies self-XT constraint and satisfies

Table 6 Sets of (a, f)
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XT constraint imposed by ongoing connections on adjacent
cores [5]. These constraints limit the number of RCs per
connection. The limited number of choices lead to similar
pattern of selection of resources by all the versions of TRA
for higher load.

Finally we present the utilization of modulations for all
the variants of TRA in Fig. 5. Using the utilization of modu-
lations, we can understand the change in trade-off between
spectrum utilization and XT accumulations which in turn
affects the BBP. It is observed that the variants of cTRA,
CL and TRA have different utilization of modulations. In
addition, the variants of oTRA have almost similar utiliza-
tion with more use of lower modulations (PM-QPSK in this
case) and decrease in use of higher modulation (PM-8QAM
in this case). Furthermore, we observe that for a particular
load value, different versions of TRA have different perfor-
mance. This happens due to a better pattern of selection of
RCs, in other words modulations, by optimizing weights in
the TC. The variation in selection of modulations as a part

of RC, as shown in Fig. 5, leads to balancing the trade-off
in a unique way. Please note that the graphs in Fig. 5 show
the percentage of utilization of various modulations and not
the actual number.

In future, the work can be expanded in two directions.
First, machine learning can be used to replicate the strat-
egy of selection of RCs by TRA and find RCs and optimal
weights together without the need to re-run the network for
each combination of weights and RCs. Second, a ML-aided
standard template to optimize any RMCSA algorithm, simi-
lar to our previous work [15], can be used to obtain guaran-
teed improvements.

7 Conclusion

The tridental resource assignment (TRA) algorithm assigns
route, modulation, core, and spectrum optimally in multi-
core fiber-based space division multiplexed elastic optical
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networks. Using tridental coefficient (TC), TRA effectively
balances spectrum utilization and intercore crosstalk (XT)
accumulations at the expense of computational overhead.
This study presents a dual-optimization strategy for opti-
mizing TRA to obtain comparable or superior performance.
We obtain a reduced number of resource options and opti-
mized weights in TC, which expedites convergence with
the desired blocking of bandwidth. The performance of the
TRA, which was already superior to literature baseline algo-
rithms, can be enhanced by considering only capacity loss.
Every version of TRA, pre- and post-optimization, maintains
the balance in trade-off between spectrum utilization and XT
accumulations. With the help of these offline optimizations,
acceptable performance of TRA is achieved with as low as
40% of the total amount of computation. Furthermore, the
optimizations also leads to an improvement of approximately
two orders of magnitude in the bandwidth blocking perfor-
mance of TRA as compared to the baseline algorithms.
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