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A B S T R A C T

Inverse Microstructure Design problems are ubiquitous in materials science; for example, property-driven
microstructure design requires the inversion of a structure–property linkage. However, prior frameworks
have struggled to address this problem’s unique combination of challenges: the high dimensionality and
stochasticity of microstructures, under sampled initial datasets, and ill-conditioning of the inversion. In this
work, we propose a computational framework for Inverse Microstructure Design problems using a Bayesian
methodology. We construct this framework from three modular components, enabling flexible extension and
re-use. First, we define a low-dimensional, informative microstructure prior by integrating domain knowledge
(i.e., statistical continuum mechanics) into a distributional learning scheme. This scheme includes multiple
latent representations which address the challenges inherent to representing microstructures. Second, we define
a property-specific likelihood using a multi-output Gaussian process regression surrogate model. Finally, we
efficiently learn the conditional posterior density for a given target property, and generate samples using
deep variational inference. We demonstrate our proposed method for solving stochastic microstructure design
problems by identifying woven ceramic matrix composites matching target anisotropic thermal conductivities.
Through this example, we analyze the integral role of each component in the inversion framework.

1. Introduction

The inverse problem is an archetypical mathematical challenge aris-
ing in countless disciplines, including atmospheric [1] and oceano-
graphic sciences [2], quantum mechanics [3], astrophysics [4], medical
imaging [5], and compressed sensing [6,7]. In its prototypical form,
an inverse problem requires one to estimate the unknown state, x,
associated to an observed signal, y, by a forward model, f (ç).

y = f (x) (1)

The forward model is an arbitrarily general mapping (e.g., a learned
surrogate model, a physics-based simulation, or an actual physical
system) [8–10] from causal information, x, to observations, y. Despite
their simple formulation, inverse problems can prove extremely chal-
lenging to solve for several reasons, including corruption in the forward
model, noninvertability, and high sensitivity of the inversion [8–10].
For example, if a suitable x exists at all, it may be non-unique or
highly sensitive to variations in y. When modeling real-world systems,
a number of additional uncertainties can arise, including both cor-
rupted output observations and stochastic forward models (i.e., both
aleatoric and epistemic uncertainties in forward models [11]). This
scenario is formally known as a stochastic inverse problem and often
requires additional knowledge (via regularization or constraints) in
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order to regain tractability [8–10]. As such, solving a stochastic inverse

problem requires both an (approximate) solution, x̂, and an estimated

uncertainty in x̂.

Stochastic inverse problems are prolific within materials science.

They most commonly occur when fusing experimental data and com-

putational simulations, such as calibration of constitutive model pa-

rameters [12–16], the design of materials and processing conditions to

meet target properties [17], and non-destructive examination (NDE) of

constituent properties in manufacturing quality assurance [18–20]. One

particularly laborious, but extremely useful class of stochastic inverse

problem arises when the input signal, x, is the material’s microstruc-

ture itself. Here, the central goal is to identify the microstructure(s)

displaying specific properties or performance targets. This inverse prob-

lem class is particularly challenging for several reasons, including the

extremely high dimensionality and the irregular distribution of the

microstructure space [21,22], the natural stochasticity of microstruc-

tures [23], and stochasticity in the structure–property (SP) linkage [24–

26].

In this paper, we present a novel framework for efficiently solv-

ing inverse stochastic microstructure design problems that addresses

the challenges described above. We formulate the design problem
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as one of Bayesian inversion, which provides a complete statistical
methodology for approaching stochastic inverse problems and natu-
rally accounts for forward model uncertainty alongside degeneracy in
the inverse problem. We employ dual latent spaces – composed of a
simple 2-point spatial correlations representation as well as a compact
machine-learned encoding. This combination leverages the strengths
of both statistical approaches and learning methods while covering
the weaknesses of each to support both efficient forward models and
tractable inversion. In addition to outlining algorithms to efficiently
implement the proposed framework, we demonstrate its application to
the design of woven composites given a target orthotropic thermal con-
ductivity. In doing so, we provide statistical analysis of the framework’s
performance in a variety of salient scenarios, including interpolation
within and extrapolation beyond the training distribution.

2. Background

2.1. Previous work on inverse microstructure design

A variety of frameworks have been applied to the inverse problem
of microstructure design, differing in their choice of microstructure rep-
resentation, optimality conditions, and prediction methodology. Topol-
ogy optimization (TO) methods perform microstructure design by di-
rectly optimizing the spatial arrangement of salient microstructure
features to meet target functional requirements. They have enjoyed
some success at identifying optimal designs at the extremes of various
properties (e.g., Poisson’s ratio [27,28], shear and bulk moduli [29,30],
thermal expansion [31], and thermal and electrical conductivities [32])
with volume fraction constraints. However, these methods tend to
incur extremely high computational costs when they directly employ
finite element (FE) schemes as forward models in their optimization
framework. While this can be somewhat ameliorated through the use
of surrogate forward models, TO remains an uncomfortable fit for
microstructure inverse problems because it searches for a single optimal
microstructure; it ignores the microstructure’s natural stochasticity.
Specifically, we are referring to the common observation that visually
distinct, but statistically identical microstructures display similar prop-
erties [23,33–35]. As a result, the ideal inverse solution to a microstruc-
ture design problem would identify an optimal set of microstructures
(i.e., a stochastic microstructure function or microstructure random
process) instead of an optimal individual instance. This relaxation is
also practically valuable because it allows inclusion of manufactura-
bility constraints, since it is rarely economical or feasible to exactly
manufacture a specified microstructure without tolerance.

Microstructure statistics are commonly adopted to quantify stochas-
tic microstructure functions. Now, the inverse problem is redefined to
identify microstructure statistics instead of individual instances. For
example, the Microstructure-Sensitive Design (MSD) framework – a set
of methods reminiscent of TO – employs statistical homogenization the-
ories [36] as efficient forward models. In these theories, the properties
of interest are represented as Neumann series expansions containing the
microstructure’s n-point spatial statistics [23,35]. In theory, such meth-
ods can identify optimal microstructure statistics, to arbitrary order –
via direct optimization. However, due to the deleterious dimensionality
explosion of higher-order statistics and difficulties performing opti-
mization in high-dimensional spaces, the only tractable statistics used
in these models have been overly simplified microstructure measures
(mostly 1-point statistics).

Bayesian Optimization [37,38] (BO) frameworks have gained pop-
ularity as efficient optimization schemes which minimize the number
of necessary forward model calls and account for uncertainty in the
forward model [37]. They have been successfully used to identify
optimal features of microstructures for properties such as ultimate
tensile strength [39] and elastic [40] and bulk [41] moduli. How-
ever, efficient Bayesian Optimization schemes are limited to relatively

low-dimensional design spaces, precluding a rigorous description of mi-
crostructure (i.e., the ‘‘curse of dimensionality’’). Therefore, as with the
MSD framework, these schemes have been practically limited to simple
first-order microstructure statistics. This is a significant limitation in
identifying potential design candidates as such statistics are intimately
connected to the behavior of materials.

Recent computational advances in the development of distributional
deep learning, such as Generative Adversarial Networks (GAN) [42],
variational autoencoders (VAE) [43], normalizing flows (NF) [44,45],
and diffusion-based models [46–50], have opened up new avenues in
the design of heterogeneous microstructures. In particular, these efforts
leverage data-driven latent representations of microstructures as ex-
tremely information-dense descriptors. These low-dimensional learned
encodings have provided compact design spaces for inverse design of
dual phase steels [39,51], metamaterials [52], band gap engineering
in atomistics [53], and various composites [54–57]. In comparison
with the MSD and traditional BO frameworks, these approaches pro-
vide significantly more expressive microstructure descriptors and better
evaluation-time computational efficiency; in exchange, they require an
a priori dataset on which to train the learning model. Combining these
ideas, Deshwal and Doppa [58] propose a BO scheme in a learned latent
space, leveraging the expressiveness of deep learning frameworks with
natural handling of stochasticity in the forward model.

However, deep learning methods also have major limitations. In
the majority of proposed deep learning frameworks for microstructure
design, the goal is to deterministically predict a single microstructure;
therefore, they do not account for microstructure stochasticity. Ad-
ditionally, the surrogate forward models for property prediction are
usually trained directly from the latent space. In this manner, the
quality of the latent space is inherently tied to the training of the
forward model and the encoder. As a result, learned latent spaces lack
any particular domain knowledge or physics-supported topology [59],
limiting their ability to represent novel or unknown structures. Fi-
nally, this non-stochastic treatment of material microstructure forces
additional model complexity and data requirements during training as
the network must needlessly learn to distinguish between statistically-
identical structures. In the already data-scarce applications in materials
informatics, this limitation has constrained prior works to consider
simple microstructures (either 2-phase or gray-scale representations)
and relatively small spatial domains (e.g., <64 × 64 2D images).
There is also growing evidence that these models struggle with more
complicated material local states [60].

While learned latent spaces have largely been used for determin-
istic optimization to date, they also open the possibility to addressing
microstructure inverse design problems stochastically. For example, Fung
et al. [53] use a flow-based generative model to identify optimal
distributions of design statistics for band-gap engineering of atomistics
as a starting point for downstream optimization.

2.2. 2-point spatial correlations

Microstructure quantification lies at the heart of integrated compu-
tational materials engineering and materials informatics efforts. Since
it is a standard practice to adopt microstructure statistics as condensed
descriptors, a wide variety of statistics have been proposed; these
include descriptors such as volume fractions, distributions of grain size,
chord length, and tow/fiber position [36,61], amongst many others. All
of these descriptors rest upon the idea that the true microstructure itself
is a stochastic function, where individual observed microstructures
are just singular samples from the governing stochastic microstructure
function [23,62]. This theoretical treatment naturally handles the in-
herent stochasticity displayed by material microstructures. It connects
the stochastic function itself, not individual instances, to the homoge-
nized response. It also provides a methodology for understanding the
underlying behavior between visually dissimilar microstructures which
behave similarly in their homogenized response.
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N-point spatial microstructure correlations (i.e., n-point statistics)
are a rigorous physics-based mathematical formalization of this con-
ceptualization [23,32,63,64]. In the generalized sense, n-point spatial
correlations denote the correlation among a collection of material local
states and randomly placed set of vectors, � i. They are formally defined
as

f ��...�(�1,& , �n−1) = E[M�(x)M� (x + �1)...M
�(x + �n−1)] (2)

where M�(x) [23] denotes the stochastic microstructure function for
the material local state � at spatial location x, and E[ç] is the ex-
pectation operator. The n-point spatial correlation is only dependent
upon the difference vectors denoted as � i because the stochastic mi-
crostructure function is assumed to be stationary in space [23,35]. In
practice, the ergodic hypothesis (i.e., spatial averaging within a sample
is equivalent to averaging a single location across samples) is then
leveraged to formulate this intractable expectation as an integral over
a single sufficiently large sample volume [23,24,34,35,63–65]:

f ��...�(�Ā,& , �n−1) =
1


 +
 m
�(x)m� (x + �1)...m

�(x + �n−1)dx. (3)

Here, m�(x) is an instantiation ofM�(x), and 
 defines the microstruc-
tural domain considered, frequently taken to be the volume of a repre-
sentative volume element (RVE) [24].

Due to inherent discretization in microscopy techniques, a discrete
approximation is the only practical approach for this computation [63,
64]. A discrete microstructure function is then defined as m�

s
, represent-

ing the individual sample from the stochastic function, M�(x), with s
representing the discretized spatial voxel. A voxelized version of Eq. (3)
for 2-point spatial correlations can then be written as follows [66]:

f ��
r

=
1

S

S1

s=1

m�
s
m
�

s+r. (4)

Here, r indexes a permissible shift from one voxel to another in the mi-
crostructure, and s indexes the voxels in the discretized microstructural
domain.

Discretized 2-point spatial correlations1 are leveraged in the Ma-
terials Knowledge System (MKS) framework as highly expressive mi-
crostructure quantifiers for learning SP linkages [25,26,65,67–70], es-
tablishing mappings from microstructure spatial arrangements to their
associated effective properties. As the extreme dimensionality of the
complete set of 2-point spatial correlations precludes any direct in-
corporation in downstream SP model building efforts, dimensionality
reduction within the MKS framework is achieved through Principal
Component Analysis (PCA). PCA offers a robust dimensionality reduc-
tion technique for the set of spatial correlations considered in this
work [71]. This method linearly transforms the original data into
a new frame that is arranged to maximize the variance captured
with each orthonormal basis vector, where the transformation can be
mathematically described as

f (j) =

min((J−1),R)1

k=1

�
(j)

k
'k + f (5)

where f (j) is a vectorized representation2 of the spatial correlations of
the jth microstructure, J is the total number of microstructures in the
ensemble, R is the number of dimensions in the original dataset, �(j)

k

are the principal component weights (i.e., PC scores) of the jth mi-
crostructure, 'k are the principal components (i.e., basis vectors of the
transformed space), and f represents the expected value of f (j) across
the ensemble. Frequently, the number of principal components to be
retained is determined through evaluation of the explained variance by

1 2-point spatial correlations are also referred to as 2-point correlation
functions or 2-point spatial correlations.

2 Scaling factors may be applied to sets of flattened spatial correlations
within this vector [26,69,72].

each basis vector as a portion of the total variance in the full dataset.
Prior work [26,67,68,70,73,74] has demonstrated the ability to extract
salient microstructure information dictating effective properties within
the first few terms. Conversely, remaining information is scattered
near-uniformly among the numerous remaining terms. It is this stable,
interpretable reduction in dimensionality which enables the develop-
ment of high-fidelity surrogate SP linkages in the forward direction.
Briefly, we note that, in an inverse problem, we anticipate that a
significantly higher number of retained terms will be required in order
to capture the smaller variations in 2-point spatial correlations [75].

2.3. Sparse variational multi-output Gaussian process regression

Gaussian Process Regression is a frequent architecture chosen for
building surrogate models in the MKS framework due to its flexibility,
low data requirement, and natural uncertainty quantification. Gaus-
sian processes (õþs) [76] can be viewed as probability distributions
over functions, providing important properties related to Bayesian
analysis [77,78]. This relationship is denoted as a õþ , i.e., f (ç) <

õþ(�(ç), k(ç, ç2)), which is uniquely determined through a mean function
�(ç) and a covariance function k(ç, ç2) parameterized by hyperparame-
ters, �. Often, the mean function is taken to be � � 0 without loss of
generality. Given a training dataset, {(xn, yn)}

N
n=1

of N corrupted obser-
vations with an assumed Gaussian noise �i < ü (0, �2

y
), the collection

of all training inputs can be denoted as X, the vector of all outputs
as y, and f the infinite dimensional process latent function values.
The covariance function used in this work is the spectral mixture (SM)
kernel [79] defined as

k(x,x2) =

Q1

q=1

wq

|Lq|
1
2

(2�)
D

2

exp

(
−
1

2
‖L

1
2
q (x − x2)‖2

)
cosïx − x2, 2��qð (6)

where Q represents the number of Gaussians considered in the mixture,
wq is the weight specifying the relative contribution of each mixture

component, �q = (�
(1)
q ,& , �

(P )
q ) represents the mean vector and Lq =

diag(�(1)q ,& , �
(P )
q ) the covariance matrix for the qth mixture component,

with P denoting the dimensionality of the input x. For this kernel,
the resulting set of hyperparameters is � = {�q ,Lq , wq}. This kernel
function has been shown to automatically discover short and long-range
patterns, and as a result, an ability to extrapolate outside of the training
dataset [79]. Impressive extrapolatory abilities have been demonstrated
in diverse tasks such as predicting CO2 concentrations [79], image
inpainting [80], and feature extraction from electrophysiological sig-
nals [81]. K(X,X2) represents the constructed covariance matrix using
the covariance function established in Eq. (6). For legibility, this will be
abbreviated as Kff to denote the covariance matrix constructed with
the available training dataset, defining the latent process.

In low-dimensional datasets, õþ regression provides a powerful
and flexible method for the learning of scalar outputs while providing
uncertainty measures on its predictions. A core limitation prevent-

ing its widespread use is the necessity of computing
[
Kff + �2

y
I
]−1

,

whose computational complexity of ý(N3) limits its practical use when
confronted with even modestly large datasets. Sparse global approxi-
mations aim to address this limitation through the use of M inducing
inputs Z = {zm}

M
m=1

independent of X, M d N , providing a low
rank approximation to the full covariance Kff . An elegant method
to accomplish this task is the Variational Free Energy (VFE) approxi-
mation [82]. The covariance function hyperparameters and inducing
inputs are jointly optimized by maximizing a lower bound to the
exact marginal likelihood, where the inducing input locations are se-
lected through minimization of the Kullback–Leibler (KL) divergence
(denoted as DKL) between the variational õþ and the true posterior
õþ . Importantly, the quantity of inducing points included provides a
method of regularization on the solution, avoiding overfits [82,83].
This lower bound to the exact marginal likelihood can be approximated
by first placing an assumption on the variational posterior as q(f ) =
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q(u,f�u|�) = p(f�u|u,�)q(u). The VFE bound can then be optimized in
closed form as

ô (q∗,�) = log p(y|�) −DKL(q(f )‖p(f |y,�))

= −
N

2
log(2�) −

1

2
log

|||K̂ff
||| −

1

2
y⊤K̂

−1

ff
y −

1

2�2
y

tr(Kff −Qff )

(7)

where K̂ff = Qff +�
2I and Qff = KfuK

−1
uu
Kuf provides the low rank

approximation.
Predictions of the sparse variational model can be expanded to han-

dle multi-output functions in a similar manner to the scalar output case,
through expansion of the covariance matrix to express correlations
between related outputs [84]. Such Multioutput Gaussian processes
(MOGP) learn a multioutput function f (x) ∶ Ć ³ R

P with the input
space Ć * R

D. The pth output of f (x) is expressed as fp(x), with its
complete representation given as f = {fp(x)}

P
i=1
. MOGPs are similarly

completely defined by their covariance function (assuming � � 0),
resulting in a covariance matrix K * R

NP×NP . Under this scenario, the
advantages of a sparse representation become increasingly apparent,
reducing the complexity from ý(N3P 3) to ý(M3P ) with efficient infer-
ence schemes utilizing interdomain approximations [85]. In this work,
the multi-output covariance matrix is constructed through the Linear
Model of Coregionalization (LMC) [84,86]. This model represents a
method of constructing the multi-output function from a linear transfor-
mation W * R

P×L of L independent functions g(x) = {gl(x)}
L
l=1
. Each

function is constructed as an independent õþ , gl(x) < õþ(0, kl(x,x
2)),

each with its own covariance function, resulting in the final expression
f (x) = W g(x). The multi-output covariance function described by this
model is then expressed as

k({x, p}, {x2, p2}) =

L1

l=1

Wplkl(x,x
2)Wp2l (8)

which can be seen to encode correlations between output dimensions.
Due to the form of the covariance function in Eq. (8), the MOGP
provides for an incredibly expressive model.

2.4. Bayesian inference

The ubiquity of stochastic inverse problems has given rise to numer-
ous solution approaches with varying mechanisms to either uniquely
select between or quantify the degenerate solutions [8,10,87–89]. One
of the most popular solution approaches is Bayesian inference, since
it allows incorporation of prior knowledge and provides a complete
statistical inferential methodology for addressing stochastic inverse
problems. In such schemes, both independent inputs Ė and observations
ė are treated as random variables, which are coupled via a likelihood
p(y|x). The likelihood directly incorporates the system’s forward model.
Additionally, Bayesian inference requires a prior distribution over input
states, p(x). This distribution is used to describe prior knowledge of the
input space, enabling a tractable solution through regularization driven
by the practitioner. Once these two are specified, the solution to the
inverse problem is itself a conditional posterior density p(x|y), which
can be recovered through the application of Bayes’ Theorem.

p(x|y) = p(y|x)p(x)
+
X
p(y|x)p(x)dx

(9)

Importantly, this density provides a theoretically compact representa-
tion of all degenerate solutions (as samples from the posterior p(x|y)).
In practice, however, the solution quality and tractability often de-
pend heavily on the form of prior and likelihood. The normalization
constant provided by the integral in the denominator is in general
intractable, leading to the need for approximate solution and sampling
schemes, such as importance sampling [77,90] or Markov Chain Monte
Carlo [77,91].

2.5. Variational autoencoder

Variational Autoencoders (VAE) [43] are a class of distributional
learning model which are used to approximate data distributions (e.g.,
p(x)). This classic architecture is an extension of the traditional au-
toencoder [92,93]; it combines two networks that are trained to map
samples between a simple, latent distribution, traditionally a unit vari-
ance multivariate Gaussian, and samples from the data distribution.
Each network supports one direction of the transformation. In cases
where the latent distribution is lower dimensional than the data itself,
the learned transformations are interpreted as a probabilistic encoding
and decoding, taking as an input the higher dimensional x, and pro-
viding a nonlinear transformation of the information into a descriptive
latent space. The model provides the major benefit of transforming
a complex, irregular target distribution into a well-behaved latent
distribution. The well-structured latent encodings often act as features
for downstream tasks. In Variational Autoencoders, the relationship be-
tween these two random variables is fully defined in a Bayesian setting.
Mathematically, the observable random variable x * R

n becomes the
result of a causal latent random variable z * R

m, often with m ≪ n.
The transformation, for example, from the latent space to the real data
space is defined as

p(x) = + p (x|z)p(z)dz. (10)

In both the forward and the reverse transformation, the unknown likeli-
hood – in this case, p (x|z) – is approximated using a neural network. A
prior latent distribution is arbitrarily selected and imposed, often a unit
variance multivariate Gaussian, p(z) = ü (ÿ, I). The parameters of the
forward and reverse transformations, q�(z|x) and p (x|z), respectively,
are optimized by minimizing a composite loss function, including the
reconstruction error from the latent space, and a KL-divergence term
between the encoding and prior unit-Gaussian of the latent space as
follows.

úV AE ( , �) = Ez<q�(z|x) log p (x|z) −DKL(q�(z|x)‖p(z)). (11)

The first term enforces that the forward and reverse transformations
are approximate inverses, while the second enforces that the latent
space is unit-Gaussian. The �-VAE [94] is a slight extension of this foun-
dational framework which allows the user to tune training emphasis
between these two objectives, promoting disentanglement of the latent
representation when � > 1.

úV AE ( , �; �) = Ez<q�(z|x) log p (x|z) − �DKL(q�(z|x)‖p(z)). (12)

The � parameter additionally promotes the learning of the latent unit-
Gaussian structure, which may be important in downstream tasks. At
first glance, it might be expected that the additional hyperparameter �,
exerting additional pressure on the latent representation to match the
prior, would necessarily result in a degradation of reconstruction per-
formance. Paradoxically, this is not always the case depending on the
value selected for �: for some datasets, a more efficient encoding can be
obtained through forcing the learning of a disentangled latent represen-
tation without significant degradation to reconstruction error [94,95].
It is readily apparent that by emphasizing the KL-divergence term,
latent spaces with � > 1 will tend towards the specified prior ü (ÿ, I);
unfortunately, for any given problem the optimal choice of � cannot be
determined a priori.

2.6. Deep variational inference

Traditional methods for sampling posterior distributions in Bayesian
inference – that is, drawing samples from p(x|y) via Eq. (9) – are
often prohibitively slow to converge and scale poorly to larger state
spaces [96,97]. The recent work of Sun et al. [98,99] offers an al-
ternative that addresses these limitations by training a variational
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approximation of the posterior using a normalizing flow-based genera-
tive model instead of aiming to directly generate samples [98,99]. Once
trained, this generative neural network can be sampled almost instantly
(via sampling a Gaussian and a neural network forward pass). Follow-
ing the standard stochastic variational inference, the normalizing flow
model is trained to minimize the KL-divergence between the variational
distribution q�(x) and the desired posterior p(x|y) ? p(y|x)p(x). Optimal
generative model parameters are given by the following expression.

�∗ = argmin
�

DKL(q�(x)‖p(x|y))

= argmin
�

Ex<q� (x)

[
− log p(y|x) − log p(x) + log q�(x)

] (13)

Here, the expectation can be approximated through Monte Carlo esti-
mation. The variational distribution itself is constructed by combining
a reference distribution, often u < ü (ÿ, I), with a learned transfor-
mation mapping between the reference and the data distribution. A
single invertible network, f�(ç), is used to learn a bijective map f ∶

u ³ x between the two distributions. In this sense, this construction
is simpler than a variational autoencoder since only one network is
used, however, the invertability requirement often makes training more
difficult. The primary benefit of adopting a normalizing flow with
invertible coupling layers is that it enables the exact specification of
the variational sample likelihood q�(x) through the change of vari-
able formula [44,100,101]. Practically, then, training is performed by
estimating Eq. (13) as follows.

�∗ H argmin
�

1

N

N1

k=1

[
− log p(y|x) − � log p(x) + log

||||
det

)f�(u)

)u

||||

]
(14)

In Sun’s work, the mapping is approximated using a normalizing flow
constructed with RealNVP [101] affine coupling layers. �, usually taken
to be between 0 and 1, is a regularization hyperparameter modulating
the importance of the prior, p(x), in the Bayes’ Rule computation [99].
Low values of � will allow wider exploration of the X space – in our
case, potentially identifying more novel inputs x, but also increase the
likelihood of producing infeasible values.

3. Stochastic microstructure design

3.1. Framework

In this section, we develop the computational scaffolding necessary
to treat the Stochastic Microstructure Design problem through Bayesian
inference. Fig. 1 visually summarizes the overarching strategy. For this
problem, we redefine variable names to correspond to the task of mi-
crostructure design, where inputs of the forward model x are replaced
by our microstructure representation � (i.e., principal component (PC)
scores of spatial correlations), and outputs y are replaced by the target
effective property set k.

The proposed framework combines the respective strengths of sev-
eral deep generative model architectures to be interpretable, modular,
and robust. It is compromised of 3 main components each addressing
a salient element of the Bayes’ Rule computation described in Eq. (9).

1. A forward model ö ∶ � ³ k. This is used to approximate the
likelihood term, p(k|�), mapping a microstructure representa-
tion, �, to effective properties, k.

2. A �-VAE based microstructure prior, p(�). This crucial mech-
anism derives a usable prior distribution over � that regular-
izes the inverse problem, provides data compression alongside
efficient sampling.

3. Finally, a flow-based generative model trained on a specific
target property k∗ which, when combined with the �-VAE’s
decoder, estimates the posterior distribution p(�|k∗).

We emphasize that the first two components only incur a one time
upfront training cost (e.g., over all possible �,k), while the inference of
the posterior p(�|k∗) (the third component) must be repeated for each
target property k∗. An amortized approach [102] would certainly be
possible, but is outside the scope of this work.

In this work, we adopt the MKS framework for Materials Infor-
matics and quantify material microstructures using their 2-point spa-
tial correlations. To simplify downstream computations, we compress
these statistics into a primary lower-dimensional design manifold using
PCA [70,103–105]. This first latent space compactly represents mi-
crostructures, and, more specifically, their 2-point spatial correlations,
via their principal components, �. We emphasize that the ultimate
goal of the presented framework is to recover the distribution of 2-
point spatial correlations corresponding to a desired property set. The
usage of correlations removes the notion of an origin and provides a
translation-invariant representation of microstructures (which is desir-
able for predicting global properties). The PCA process removes the
notion of space at all, exchanging high-dimensional spatial fields for
dense coefficients corresponding to an orthonormal set of spatial basis
functions. This provides a low-rank representation of microstructure
which is interpretable, analytically well-founded, and extremely cheap
to compute.

However, we adopt a much larger PC representation than usual: in
the presented case studies we use <1000 PC scores instead of the <10

in most previous MKS efforts [25,26,65,67–70]. This switch reflects the
difference in goals between this work and previous efforts. These re-
maining principal components define finer microstructure details; while
they are unnecessary for building forward models because such details
have little effect on resulting properties, they are often necessary for
downstream tasks, such as generation of microstructure instances [33,
47,75] corresponding to the inverse solution identified by the proposed
framework. Therefore, retaining additional PC scores is necessary to
produce a robust solution to the inverse problem. We emphasize that
this is still a significant compression when compared to the 1093 voxels
of the original microstructures. This quantity of retained PC scores was
selected as it denoted the threshold past which greater than 99.99% of
the variance was explained in our demonstration dataset.

3.2. A surrogate likelihood

It is unavoidably necessary to evaluate Bayes’ Rule an extremely
large number of times in most practical implementations of Bayesian in-
ference.3 This requirement poses a significant challenge as the
structure-to-property mapping, needed in the likelihood computation,
is often an expensive, high-fidelity numerical simulation [18]. Fortu-
nately, the construction of reduced-order surrogate models alleviates
this computational bottleneck.

In this work, we use Sparse Variational Multi-Output Gaussian
Process Regression (SV-MOGP) with a Spectral Mixture (SM) kernel
to approximate the forward model, ö, from our principal component
microstructure representation to property. These GP surrogates not only
provide probabilistic predictions of the output, but also inform the
computation of the likelihood. The expressive SM kernel was selected
in this work due to its previously observed stability during extrapo-
lation [79]. The stability of this surrogate model is explored in more
detail in Appendix E. Such stability is often important because existing
microstructure data rarely covers the design space uniformly and is
often clustered into subregions [70]. In the present case, this stability
was critical to reaching beyond the existing microstructure clusters
and facilitating the ultimate goal of materials discovery: identifying
valuable, novel microstructures.

The surrogate modeling framework has several parameters that
must be tuned to facilitate successful performance. Appendices A and

3 In the absence of model conjugacy.
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Fig. 1. Depiction detailing the overall framework. First, a generalized microstructure prior is derived to represent a target microstructure class. A surrogate likelihood encapsulates
the requisite SP linkage for this class. The combination of the microstructure prior, the likelihood, and a user-supplied target property value produces a property conditioned
posterior distribution – the solution to the inverse problem. Note that the microstructure diversity in the posterior is far smaller than the prior. The distributions shown in this
figure are directly extracted from the first case study presented in this work.

E offer a much more thorough analysis of the specifics. Briefly, the
parameter with the most theoretical impact to the inverse problem
is the number of utilized principal components. In practice, extensive
prior efforts have demonstrated that only the first few principal com-
ponents are necessary to successfully train surrogate forward models in
the MKS framework [26,67,68,70,73,74]. With respect to the training
process, this is quite useful because it means that lightweight models
trained on small datasets are usually sufficient. However, this also
highlights the primary source of complexity surrounding microstructure
inverse problems: the problem is highly under-constrained. Through
the likelihood, a given property can only inform the value of the first
few principal components. For example, in the case studies below,
the MOGP is fed only the first 16 PC scores; the remaining principal
components must be identified by the prior.

3.3. A microstructure prior

A well-crafted prior is an essential component to the inversion
process. While this is generally important for any Bayesian inference
framework, it is especially important in our case because the likelihood
can only inform the PC scores it takes as input. As a result, the
microstructure prior plays the triple role of informing the remaining
PC scores by identifying nonlinear interdependencies between principal
components, encoding prior domain knowledge or constraints, and
efficiently sampling the high-dimensional microstructure space.

Unfortunately, the complex topology and high dimensionality of
the principal component space makes it complicated to estimate a
useful prior. As will be shown later, mapping randomly-generated
microstructures into principal component space generally produces
multiple clusters and large cavities (regions where microstructures have
not yet been instantiated). To overcome this, we introduce a second
latent space by utilizing a �-VAE as an additional nonlinear embedding
of the PC scores. By design this latent space affords a natural prior: the
unit-Gaussian p(z) = ü (ÿ, I). Therefore, we perform Bayesian inference
in the �-VAE’s latent space.

The �-VAE architecture was selected because the � hyperparam-
eter provides a means of trading consistency of the unit-Gaussian
latent structure against reconstruction performance of the encoding/
decoding. This directly provides a means of tightening the prior to
adjust performance of the inversion. We trained the �-VAE to further
compress the primary PCA latent space instead of taking the full
2-point correlations as inputs because it significantly simplified the
compression that the autoencoder must learn. In practice, we observed
that this combined process allowed us to achieve superior performance
with much smaller models. In essence, PCA acts as an orthogonal linear
transformation, the first layer in a larger augmented-VAE mapping 2-
point spatial correlations to z and back. Specifics regarding the �-VAE
architecture and training can be found in Appendix B.

Finally, we retained the usage of two latent spaces in the framework
– the primary PC space and the secondary �-VAE space – instead of
transitioning to just the single �-VAE space where we perform Bayesian
inference because we found that constructing linkages from the �-
VAE’s latent space resulted in significantly degraded performance in
comparison to construction solely based on the latent PC space. For
the SV-MOGP model utilized in the presented case studies, training on
the �-VAE latent space resulted in worsened mean predictions along-
side higher marginal posterior uncertainty. Therefore, the likelihood
p(k∗|z) used in Bayesian inference is then defined through the use of
both the decoder and the SV-MOGP forward model (i.e., p(k∗|z) =

+ p(k∗|�)p (�|z)d�). Additional details regarding this comparison can
be found in Appendix D.

3.4. Inference

The two components described above combine to fully define Bayes’
Rule in the �-VAE based latent space.

p(z|k∗) ?
(

+ p(k∗|�)p (�|z)d�
)
p(z) (15)

The likelihood, given by the integral in Eq. (15), directly incorporates
the forward SV-MOGP alongside the decoder of the �-VAE. The prior is
the unit-Gaussian, p(z) = ü (ÿ, I) – the heavily imposed prior distribu-
tion on the �-VAE’s latent space. Finally, deep variational inference is
performed to solve the microstructure inverse problem using a flow-
based generative model to estimate the target property conditioned
posterior, q�∗ (z) H p(z|k∗). The model is trained for a specific target
property value, k∗, with associated learned weights �∗. After training,
we can generate individual solutions by sampling our approximate
posterior and, subsequently, transforming them into 2-point spatial
correlations by applying the �-VAE decoder and then the inverse PCA
transformation.

p(�|k∗) H + p (�|z)q�∗ (z|k∗)dz (16)

Additional background and details regarding the specifics of the flow-
based generative model implementation can be found in Appendix C.

4. Results and discussion

In order to validate the proposed Stochastic Microstructure Design
framework, we present a stress test consisting of three increasingly
challenging test cases. These cases consist of {microstructure, prop-
erty} pairs selected from a dataset [26] that was previously used to
study orthotropic thermal conductivities of layered woven composites.
Collectively, the three tests are designed to scrutinize the framework’s
performance across increasingly under sampled regions of the dataset,
resulting in increasingly challenging test cases.
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Fig. 2. Property closure of the microstructure ensemble considered in this work. Select microstructures are identified as test cases for the proposed stochastic microstructure design
framework.

4.1. Microstructure dataset

The dataset contains 3125 instantiations of an 8-ply stack of 5-
harness satin (5HS) weave ceramic matrix composites (CMCs) from
prior work [26]. Each 3D microstructure in this dataset is comprised
of 109 × 109 × 109 voxels, each of which are occupied by one
of three possible distinct material local states: tow, matrix, or pore.
The microstructure ensemble was generated by varying the tow major
and minor axes, tow spacing, ply spacing, and matrix thickness. This
resulted in significant microstructural diversity and, consequently, ef-
fective orthotropic thermal conductivity. Additional details regarding
the generative procedure and numerical simulation inputs can be found
in prior work [26].

Fig. 2 visually summarizes the resulting property closure for this
dataset.4 Each microstructure is statistically represented by a subset of
its 2-point spatial correlations; we computed {f 00

r
, f 11
r
, f 22
r
, f 02
r
} using

Eq. (4), where the material local state indexes {0, 1, 2}, correspond
to tow, matrix, and pore, respectively. An exemplar set of spatial
correlations (corresponding to the first test case discussed later) can
be seen in Fig. 3. Fig. 3b highlights the X −Z cross-section displaying
the uniformly deposited matrix surrounding individual tows, and the
residual porosity from the approximated chemical vapor deposition
process. Fig. 3a displays the base 5HS weave architecture, with the
relative locations of cross-over points in the weave demarcated by
arrows. The secondary peaks highlighted in Fig. 3d for the tow auto-
correlation f 00

r
, coincide with cross-over locations of the 5HS weave,

with tertiary peaks across the domain reflecting the periodic nature
of the microstructure itself. Importantly, the central peaks in the set
of auto-correlations (i.e., {f 00

r
, f 11
r
, f 22
r
}), reflect the volume fractions

of each local state, and necessarily sum to one. A deeper analysis
and interpretation of the spatial correlation maps for this class of
microstructures can be found in our prior work [26].

As discussed, we reduced the dataset’s dimensionality using PCA
on the flattened spatial correlations. The full set of 2-point spatial
correlations for each microstructure instantiation is represented by a
feature vector of length 4 × 1093 = 5, 180, 116. When performing PCA,
scaling factors were applied to the subsets of spatial correlations as
{f 00

r
, 9.83f 11

r
, 21.58f 22

r
, 8.44f 02

r
} such that the variance of each subset

were equivalent (i.e., no particular subset dominated the transforma-
tion). Fig. 4 illustrates projections of the microstructure ensemble in the
first 3 PCs as well as cross-sections of the test microstructures. We kept
1024 PC scores in order to overwhelmingly capture any salient vari-
ations in the dataset and preserve higher-order connections between

4 The projection of k22 and k33 was omitted due to the similarity of in-plane
properties.

PCs. Fig. 4 highlights the motivation for selecting these particular
test cases, which are arranged in increasingly sparse regions in PC
space. Consequently, this represents increasing levels of difficulty in
identifying the correct solution to the inverse problem. In particular,
it can be observed that case #1 corresponds to a dense region in the
microstructure ensemble, and case #3 is locally isolated, with case #2
set to an intermediate location on the extremity of the target effective
properties.

4.2. Case study 1: Microstructure identification in dense regions

In each case study, we jointly select a target property and mi-
crostructure pair, {m1,k

∗
1
} from the training dataset for the prior and

likelihood. The first case study tests the framework’s performance on
a modestly challenging inverse problem in which a valid solution
posterior (conditioned on k1) should be readily identifiable; moreover,
this posterior should contain the known microstructure m1. We select
the pair from a densely-sampled region in both the property closure
and the microstructure ensemble. The primary challenge that arises
in this situation is degeneracy in the solution – a wide number of
microstructures can produce a narrow range of properties. Therefore, in
addition to benchmarking the framework’s performance, this situation
tests its capacity to identify a wide and likely multimodal posterior.

The posterior p(z|k∗
1
) was identified through the procedure laid

out in Section 3, enabling us to draw conditioned samples over the
latent space of the �-VAE. Analyzing this space is complicated because
the �-VAE latent dimensions do not inherently possess any ranking
corresponding to information (as opposed to PC scores, which are
ordered by explained variance). Due to these limitations, we begin
by identifying the maximally informative dimensions of the full 64-
dimensional posterior distribution. The dimensions of z exhibiting the
largest deviations from unit Gaussian were identified by ranking in
descending order the absolute value of their marginal higher-order
moments,5 summarized in Fig. 5. As can be seen in Fig. 5b, only four
(of the 64 total) latent dimensions of z display strong sensitivity to this
specific target property.

Fig. 5a displays projections of the posterior’s most informative
dimensions. Their distribution is non-Gaussian, capturing the complex
interdependencies between these parameters and the property in this
nonlinear design space. This is most prominently displayed in the off-
diagonal projections. Importantly, the framework passes our simple
initial test: the Maximum a Posteriori (MAP) location of the instan-
tiating microstructure for this property is readily located within the

5 Dimensions whose moments match the initial Gaussian distribution are
necessarily uniformative.
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Fig. 3. Exemplar microstructure (corresponding to the first microstructure test case) and its spatial correlation maps comprising {f 00
r
, f 11

r
, f 22

r
, f 02

r
}. (a) 5HS weave displaying

relationship between cross-over points, (b) X−Z cross-section of the exemplar microstructure, with tows depicted in gray, matrix in black, and porosity in white. (c) Set of 2-point
spatial correlations associated with the microstructure in (b) with the central planes of the 3D field highlighted for clarity. (d) X − Y central plane from (c).

Fig. 4. PCA representation of the ensemble of microstructures along with cross-sections of the identified test-case microstructures. (a) Projected view of the synthetic microstructure
ensemble in the �0 vs. �1 PC subspace, (b) projected view of the synthetic microstructure ensemble in the PC subspace spanned by �0∶2 and (c) cut-away views of the test-case
microstructures, with yellow corresponding to the tows, gray to matrix, and porosity left transparent.

posterior distribution in all dimensions – including those not displayed.
Excitingly, the posterior is able to recover more than just the test
microstructure. The identified posterior is relatively wide (as expected).
Given the diversity of microstructures near the selected m1 in both the
PC and property spaces of the training set, we would expect to find a
wide range of spatial correlations satisfying such a target property set.
The framework autonomously identifies this degeneracy and quantifies

it neatly in the returned posterior. This is a primary benefit of posing
the problem of inverse microstructure design as a stochastic inverse
problem. By utilizing probabilistic tools, the framework can estimate
uncertainty through the inversion and characterize the variability of
potential microstructures matching a design target.

We next visualize posterior samples in the primary PC space (i.e.,
samples from p(�|k∗

1
) obtained through use of the VAE decoder p (�|
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Fig. 5. (a) Posterior distribution p(z|k∗
1
) in the latent space of the �-VAE for the dimensions with the highest absolute skewness values in the marginalized distributions. The

posterior is identified in blue marginalized histograms on the main diagonal and 2D projections on the lower triangle, with the MAP instantiated microstructure position demarcated
in red, and the initial ensemble in black. Contours denote the 0.5�, 1.0�, 1.5�, and 2.0� confidence intervals. (b) Ranked decaying absolute skewness values across the 64 dimensions
of z alongside corresponding Fisher kurtosis values [106].

z)), shown in Fig. 6. We reemphasize that this is our primary space of
interest because of the poor topology of the �-VAE latent space [107–
109]. Contrasting the distributions in the two latent spaces, we see
several important benefits of the bi-level inference framework. The non-
linear decoding transformation warps the originally-unimodal posterior
p(z|k∗

1
) into a complex, multimodal, disconnected distribution in PC

space. Additionally, performing inference in the VAE latent space ame-
liorates several known limitations of the stochastic variational inference
methodology, namely, zero-forcing effects of the KL-divergence [99,
110], and spurious connectivity in the target density of normalizing
flows [44,98,111]. The compacted nature of the space over which
inference is being performed significantly reduces the chances of an
exact target density displaying discontinuities or multimodal behavior.

These disconnected components of the posterior in PC space can
be directly observed in the marginal distributions in Fig. 6, especially
for �3. Importantly, in this space, the highest-probability regions of
the identified posterior surround the original microstructure m1, with
increasing variability in higher-order PC terms. This is expected due to
the intimate link between the highest PC scores and resulting effective
property [25,26,65,68–70,103–105,112]. Moreover, we observe that
the posterior seems to bridge cavities in the design space, most clearly
seen in the projected view {�0, �1}. Sets of 2-point spatial correlations
falling inside these design cavities demonstrates the framework’s ability
to extend beyond the training set and highlight novel microstructures
with similar properties to m1.

Next, we interrogate how well the posterior predictions match the
desired target property set. To answer this we push posterior samples
�(i) < p(�|k∗

1
) through the surrogate forward model and compare the

(average) predicted property of each generated sample with the target
property k∗

1
.

For comparison, we also consider microstructures from the training
dataset which lie within the convex hull (along the first 6 PC dimen-
sions) of �(i) generated from the posterior. A total of 77 structures
were identified meeting this criterion. An enlarged view of the posterior
distribution in the first 3 dimensions can be seen in Fig. 7a, with the
structures for which FE results are available highlighted in black. Inter-
estingly, the inverse solution posterior was able to identify structures
both from the region of the instantiating microstructure, as well as
potential structures bridging the design cavity, and highlighting addi-
tional structures with vastly different values of �1. The push-forward
of the posterior distribution through the forward model can be seen in
Fig. 7b alongside the target set of orthotropic thermal conductivity. For
each property, the distribution of mean predictions of the SV-MOGP
encompasses the design target, and the distribution of FE-simulated
results overlaps the entire posterior of the SV-MOGP. Select FE results
can be seen to lie outside of the push-forward ±2� of the posterior for
k33, although we believe this is due to the limitations of this selection
criterion. Due to computational overhead in identifying the convex
hull [113] of the posterior samples across the high-dimensional space
of �, it was only feasible to search in the first 6 PC-dimensions; there-
fore these property-outlier FE results could be caused by deviations
in their higher-order PC scores. Additional evidence for this theory
was noted during construction of the forward model, where improved
performance was found with the inclusion of up to 16 PC scores.

Finally, we inspect the solution posterior in the ultimately-desired
space of 2-point spatial correlations. To do so, samples of p(�|k∗

1
) are

simply mapped back to 2-point correlations using the PC basis. A
number of visualizations for this distribution are presented in Fig. 8.
One-dimensional slices (along the central X axis) of sampled corre-
lations are shown in Fig. 8a, and means and variances of 2D slices
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Fig. 6. Posterior distribution p(�|k∗
1
) transformed through the decoder p'(�|z). The posterior is identified in blue marginalized histograms on the main diagonal and 2D projections

on the lower triangle, with the instantiated microstructure position demarcated in red, and the initial ensemble in black. Contours denote the 0.5�, 1.0�, 1.5�, and 2.0� confidence
intervals.

Fig. 7. Validation of the push-forward of the posterior distribution p(�|k∗
1
) through the SV-MOGP. (a) Posterior distribution in blue overlaid upon the prior distribution of the

microstructure ensemble, the instantiating microstructure highlighted in aqua, and sampled points � < p(�m
0∶5

|k∗
1
) from p(�) identified in black. (b) Histograms of 1000 posterior

samples of the SV-MOGP prediction in blue, FE-simulated results in red, and the target k∗
1
as a dashed vertical black line.
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Fig. 8. Posterior over the set of 2-point spatial correlations {f 00
r
, f 11

r
, f 22

r
, f 02

r
} computed using 1000 samples. (a) 1D cuts through the central plane X − Y of the 2-point spatial

correlations with samples displayed in blue, the dashed black line corresponds to the estimated mean, and the instantiating microstructure’s 2-point spatial correlations are displayed
in red. (b) The mean of posterior on central X − Y plane, and (c) the variance of posterior on central X − Y plane.

(along the central X − Y plane) can be seen in Fig. 8b. In particular,
8a demonstrates that the posterior exhibits very little variation in the
matrix autocorrelations, f 11

r
, but is dispersed in the tow and porosity

autocorrelations, f 00
r
and f 22

r
.

Fig. 8b,c provide a more information-dense view of the identified
posterior. In particular, the mean 2-point spatial correlations in Fig. 8b
display a blurring effect of the secondary and tertiary peaks, most
prominently observed in comparison with those of a single training
microstructure (Fig. 3d). This effect can also be seen to increase in
intensity with ‖r‖2. In other words, the posterior has identified a set
of microstructures with variable tow spacing and tow width which still
satisfy the target property set. The variance of this central plane across
the set of correlations in Fig. 8c only reinforces this conclusion. The
streaking exhibited in var[f 00

r
], var[f 11

r
], and var[f 22

r
] further highlights

the variability in the position of 5HS cross-over locations as a result
of shifting tow spacing and tow width. These are all useful observa-
tions for engineering activities such as quality control: large trade-off
between the volume fraction of pores and tows, as well as perturbations
in tow positioning or cross-section, do not significantly change the
material performance for the targeted properties (under the uncertainty
of the forward model). The interdependency between the tow and
matrix 2-point correlations can be derived through the normalization
constraints on the local material volume fractions (i.e., central peaks in
2-point auto-correlations).

The results of this first case study demonstrate a promising frame-
work capable of identifying interdependencies between design param-
eters across exceedingly high-dimensional domains. When asked to
identify solutions over the regularized space of structures to match
a given target property, it was not only able to identify the region
in space from which the instantiating microstructure was located,
but simultaneously explored the design space and identified novel
microstructures. Overall, this demonstrates the ability of the framework
to explore an exceptionally high-dimensional design space and provide
estimate uncertainty over this domain.

4.3. Case study 2: Microstructure identification in sparse regions

The aim of the second case study is analyze the proposed frame-
work’s performance on extremal property values. Beyond being a nat-
ural use case of this framework, this situation is important because we
expect candidate microstructures to exist on sparse boundaries of the
design space. Our test pair {m2,k

∗
2
} is selected such that both property

and microstructure reside in sparse regions at the extremities of their
respective spaces.

Once again we fit a posterior distribution p(z|k∗
2
) and apply a similar

validation process. This time, however, our analysis focuses solely on
the � design space. The posterior in this space is visualized across
the first 4 dimensions of � in Fig. 9. Compared to both the first
case study and the entire microstructure ensemble, this posterior is
significantly more compact. This is particularly evident in the {�0, �1}

projection. Excitingly, the benchmark microstructure m2 (depicted in
red) is neatly located near the center of the posterior. This provides
an early indication that the framework successfully identified inverse
solutions in this sparse region. We attribute this success to the design
of the likelihood surrogate model, and more specifically its Spectral
Mixture kernel. Even in sparse regions, the SV-MOGP provides stable
and informative predictions. However, it also demonstrates the im-
portance of the informative microstructure prior – provided by the
�-VAE. The implicit consistency and normalization constraints in the
decoder preclude arbitrary exploration of the design space and reduce
the likelihood of generating artifacts or ‘‘hallucinations’’.

As before, a set of posterior samples were pushed forward through
the SV-MOGP into property space and compared against the con-
ditioning target k2 and nearby FE results. Due to the instantiating
microstructure’s extremal location within the initial dataset, only 10
training microstructures fell within the convex hull of the posterior.
These highlighted points, alongside an enlarged view of the posterior
in PC space, can be seen in Fig. 10a, with the corresponding push-
forward in Fig. 10b. Excitingly, both the push-forward predictions
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Fig. 9. Posterior distribution p(�|k∗
2
) identified as transformed through the decoder p'(�|z). The posterior is identified in blue marginalized histograms on the main diagonal and

2D projections on the lower triangle, with the instantiated microstructure position demarcated in red, and the initial ensemble in black. Contours denote the 0.5�, 1.0�, 1.5�, and
2.0� confidence intervals.

and the ground truth simulations are in excellent agreement, and the
property distribution of FE results is similar to the uncertainty bounds
of the posterior itself. In other words, the scatter in posterior samples
appropriately matches uncertainty in the structure–property mapping
itself.

Subsections from the posterior set of 2-point spatial correlations are
depicted in Fig. 11, visualized as 1D slices of samples along the central
X axis. For reference we also display the 2-point spatial correlations
of the reference microstructure m2. Here, the posterior’s compactness
is on clear display: there is much less variation in the identified 2-
point spatial correlations than in the previous case study. For example,
the variance in each correlation is approximately two orders of mag-
nitude lower than the scale of the correlation themselves (i.e, the
maximum variance is 0.0025 compared to a maximum expectation of
0.45). Clearly, the framework has determined that a tighter microstruc-
tural specificity is necessary to achieve this desired property (Fig. 11a
versus Fig. 8a). This conclusion matches existing literature: extremal
properties are achieved by highly optimized microstructures [39–41].

4.4. Case study 3: Microstructure extrapolation

Finally, the last case study analyzes the framework’s capacity to
interpolate between clusters in the dataset. As discussed, even when
one is interested in studying a broad class of microstructures, such as
woven composites, one is often limited to repeatedly generating only a
few distinct subclasses of microstructures when building a dataset. This
is particularly true for experimentally-curated datasets, but also arises
in synthetically-generated datasets due to the limited expressability
of parametric generating strategies [33,47,114]. As a result, discon-
tinuities in the dataset’s PC distribution (for example, between the

tendril arms and within the large internal cavity, Fig. 4) are exceedingly
common [70]. Because of the topological smoothness and convexity
of 2-point spatial correlations and PC space, cavities in this design
space within the dataset’s convex hull are still expected to contain
valid and interesting microstructures of the broader microstructure
class. Therefore, the framework should be able to stably explore these
regions.

To analyze this situation, we apply our methodology to an instan-
tiating microstructure m3 (and its properties k3) located directly in
the center of a design cavity, as seen in Fig. 4. In this situation, the
instantiating microstructure is located in an extremely under sampled
region of PC space while its properties lie in a dense region of the
property hull. By virtue of this discrepancy, we expect to find a variety
of novel heterogeneous microstructures throughout the design space
meeting this target property set.

Again, we apply the Stochastic Microstructure Design framework to
approximate the density p(z|k∗

3
). The first 4 dimensions of the trans-

formed version in PC-space (p(�|k∗
3
)) are shown in Fig. 12. As expected,

the generated posterior is quite wide; like the previous cases, it covers
portions of the training distribution. This reflects the fact that the
property value is not uncommon in the training dataset itself. However,
the posterior distribution also extends out into the low density cavities.
This is especially visible in the {�0, �1} projection, where it proposes a
number of new 2-point spatial correlations. Interestingly, the posterior
is able to rediscover the target microstructure m3, but places it in low-
density regions of the first 4 PC dimensions. This implies that either
the higher PC dimensions play a strong role here, or our original mi-
crostructure m3 was not a high-probability choice to produce properties
k3 (a posteriori).



Acta Materialia 271 (2024) 119877

13

A.P. Generale et al.

Fig. 10. Validation of the push-forward of the posterior distribution p(�|k∗
2
) through the SV-MOGP. (a) Posterior distribution in blue overlaid upon the prior distribution of the

microstructure ensemble, the instantiating microstructure highlighted in aqua, and sampled points � < p(�m
0∶5

|k∗
2
) from p(�) identified in black. (b) Histograms of 1000 posterior

samples of the SV-MOGP prediction in blue, FE-simulated results in red, and the target k∗
2
as a dashed vertical black line.

Fig. 11. Posterior over the set of 2-point spatial correlations {f 00
r
, f 11

r
, f 22

r
, f 02

r
}

computed using 1000 samples, presented along the central X axis. 2-point spatial
correlations samples are displayed in blue, the dashed black line corresponds to the
estimated mean, and the instantiating microstructure’s 2-point spatial correlations are
displayed in red.

This capacity to stably expand and explore new regions highlights
the importance of the SM kernel for the SV-MOGP and demonstrates
that the prior learns to include these internal regions. Bridging across
these cavities requires that the forward model be capable of some
degree of extrapolation, something not possible with many popular
stationary kernel functions (e.g., Squared Exponential, Matérn [79]).
The use of the SM kernel means that reasonable property predictions
are obtained even for points from the latent space of the �-VAE which
correspond to the inside of such cavities.

Importantly, the generated posterior, even in cavities of the initial
dataset, is composed of realistic statistics displaying, to the best of our
capability to validate, the desired property value. Fig. 13b displays
the push-forward of the posterior through the forward model. The
predicted distribution tightly encircles the desired target property value
even though the posterior distribution is quite wide, Fig. 13a. As
validation, we see that the few nearby training microstructures (black
points in Fig. 13) display FE-predicted properties in alignment with the
predicted push-forward distribution (red distribution in Fig. 13b).

Unfortunately, a more thorough validation process would require an
advanced generative model for instantiating fiber composites from the
2-point spatial correlations, which is outside the scope of this paper.
However, analyzing the generated two-point statistics lends a degree
of confidence. Fig. 14 compares the posterior in the space of 2-point
spatial correlations against the set of correlations of the instantiating
microstructure. The instantiating microstructure falls both well within
distribution and in close proximity to the posterior mean across all
sets of 2-point spatial correlations, in agreement with the PC plots.
Even though the posterior distribution primarily contains newly fabri-
cated 2-point spatial correlations, their features are generally consistent
with those seen in previous case studies. Specifically, the immediately
characteristic periodic valleying of the statistics – a fingerprint of the
5HS weave architecture – is still present. This validates our original
assumption: these low density regions are still representative of the
general microstructure class. In a similar manner as in the first case
study, Fig. 14a demonstrates that the target property set can be attained
even with fluctuations between the spatial arrangement of tows and
pores within the microstructure, although variability in the matrix
spatial arrangement is more limited. Inspection of the differing vari-
ance between the four reconstructed 2-point spatial correlations clearly
demonstrates that this property set is most sensitive to the amount and
position of the deposited matrix material.

5. Conclusions

We present a framework for addressing inverse stochastic
microstructure design problems. Our methodology presents several
key strategies for overcoming persistent challenges in microstructure
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Fig. 12. Posterior distribution p(�|k∗
3
) identified as transformed through the decoder p'(�|z). The posterior is identified in blue marginalized histograms on the main diagonal and

2D projections on the lower triangle, with the instantiated microstructure position demarcated in red, and the initial ensemble in black. Contours denote the 0.5�, 1.0�, 1.5�, and
2.0� confidence intervals.

Fig. 13. Validation of the push-forward of the posterior distribution p(�|k∗
3
) through the SV-MOGP. (a) Posterior distribution in blue overlaid upon the prior distribution of the

microstructure ensemble, the instantiating microstructure highlighted in aqua, and sampled points � < p(�m
0∶5

|k∗
3
) from p(�) identified in black. (b) Histograms of 1000 posterior

samples of the SV-MOGP prediction in blue, FE-simulated results in red, and the target k∗
3
as a dashed vertical black line.
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Fig. 14. Posterior over the set of 2-point spatial correlations {f 00
r
, f 11

r
, f 22

r
, f 02

r
}

computed using 1000 samples, presented along the central X axis. 2-point spatial
correlations samples are displayed in blue, the dashed black line corresponds to the
estimated mean, and the instantiating microstructure’s 2-point spatial correlations are
displayed in red.

design, including the high-dimensionality and irregular distribution of
the microstructure space, the stochasticity of microstructures and the
structure–property linkage, and the ill-posed nature of the inversion.
The proposed framework is highly modular and reusable, readily able
to incorporate already existing SP linkages for a wide variety of
phenomena [25,26,65,68–70,115].

The first component is a generalized microstructure prior. This
informative prior facilitates practical inversion of the problem by disen-
tangling the microstructure solution space. Moreover, it is constructed
in a property-independent manner and composed of nested pre-existing
computational tools. This nesting defines a set of hierarchical latent
spaces, each of which addresses a specific challenge in solving mi-
crostructure design problems. The first latent space is extracted using
2-point spatial correlations and, subsequently, PCA. It addresses the
portion of the solution’s degeneracy arising from the microstructure
process’s natural stochasticity [23,33,62]. Additionally, by leveraging
physics-defined statistics, this latent space is naturally topologically
well-structured, making it highly efficient for predicting arbitrary ma-
terial properties [23,34,70]. The second latent space is extracted by
further distilling PC scores using a �-VAE. Solution of the stochastic
inverse problem is possible in this latent space because the �-VAE
enforces a unit-Gaussian (prior) distribution. This compression and
Gaussianization enables the seamless application of a prior during
downstream Bayesian inference. Importantly, the entire prior is con-
structed without specializing to a specific material property. Therefore,
it can be efficiently reused, without retraining, for microstructure
inverse problems involving arbitrary new target properties. It only
requires that the properties of interest be predictable using 2-point
spatial correlations [23,24].

The second component of the framework is a property-driven like-
lihood. We surrogate the structure–property linkage using a Sparse
Variational Multi-Output Gaussian Process with a Spectral Mixture
kernel. The use of a SM kernel in our forward model makes for a
stable surrogate model which can be robustly trained even in the
presence of nonuniformly-distributed training datasets. Lastly, the two
components are combined using Bayes’ Rule, and sampled using a flow-
based generative model to solve the inverse problem: to produce a
distribution of microstructures matching a target property. In contrast

to prior approaches, the proposed framework is interpretable, modular,
and reusable.

As a whole, the presented framework permits the transformation
of an initially intractable problem, namely, the probabilistic design of
complex, heterogeneous materials, into one which is feasible. While
we believe the presented framework represents a significant effort to-
wards unlocking this problem, several continuing research areas remain
open. One major limitation is the need to retrain the deep variational
inference algorithm for every new value of the conditioning property.
Although the process is relatively efficient, an amortized result would
be ideal [102]. Additionally, better methods for validating the gen-
erated posterior distributions must be developed. Such developments
would be especially valuable for guiding model selection between the
large library of available deep distributional learning models.
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Appendix A. Forward model

The SV-MOGP Structure–Property surrogate forward model was
implemented with the package GPyTorch [116], and constructed with
L = 2 latent processes, M = 50 inducing points, and Q = 4

Gaussian mixtures in the SM kernel function. It was trained for 20,000
epochs with the Adam optimizer [117] using an initial learning rate
of 1e–2 and cosine annealing of the learning rate with warm restarts
every 10,000 epochs. We used a minibatch size of 1024. The first
16 PC scores, � * R

16, were used as inputs. We observed negligible
improvements in model performance after the first 16 PC scores. We
note that the choice of which PC scores to use is independent of the size
of the PC space because the PC basis vectors are importance ordered
with respect to variation in the space. Error metrics for the model
performance were evaluated through an 80/20 train/test split, with
the resulting values displayed in Table 1. The consistency between the
two datasets indicates a successful, robust training procedure which
did not overfit. Fig. A.1 displays parity plots of the model outputs
on both datasets. Again, we see strong agreement between the train
and test performance. Additionally, the fact that error is uniformly
distributed across the outputs – instead of being localized – further
indicates successful training. Consistent with the reported error, im-
proved model performance can be observed in the predictions of k11
and k22, representing in-plane values for effective thermal conductivity,
as compared to k33.
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Fig. A.1. Parity plot of SV-MOGP forward model performance on the available microstructure ensemble. Predicted ±2.0� confidence intervals are displayed alongside mean
predictions.

Table 1
Summary mean and standard deviation of error metrics of SV-MOGP forward model
performance.

MAE (W/m K) NMAE (%)

Train Test Train Test

k11 0.107 ± 0.085 0.111 ± 0.088 0.338 ± 0.267 0.349 ± 0.276
k22 0.109 ± 0.084 0.112 ± 0.085 0.344 ± 0.264 0.352 ± 0.269
k33 0.106 ± 0.089 0.113 ± 0.098 0.898 ± 0.756 0.955 ± 0.825

Appendix B. �-VAE

Specifics regarding �-VAE model training and the selection of hy-
perparameters and architecture can be found in this section. We per-
formed a set of experiments to tune the architecture size and the �
hyperparameter.

As discussed in Section 3.3, the �-VAE architecture’s � parameter
is fundamental to our intended usage; it controls the importance of
the reconstruction error against the KL-divergence on the latent space.
As we will discuss momentarily, in this work, we place greater em-
phasis upon the KL-divergence as long as reconstruction errors were
reasonable. This promotes a unit-variance Gaussian, p(z) = ü (ÿ, I),
latent space which we use as a prior in downstream inference. As such,
the �-VAE plays the dual role of both providing additional nonlinear
compression to our PC representation, but more importantly, enables
the specification of this analytic prior over microstructure space. In
balancing these competing objectives, we aim to select the �-VAE to
balance these roles, identifying a model which generalizes, but enables
this prior specification with minimal increase in model complexity.

The individual dimensions of the input feature vectors (i.e. the PC
scores, �i) were not rescaled even though they often exist on varying
length scales. We avoided rescaling in order to preserve their ranking
importance in the �-VAE training, resulting in the reconstruction er-
ror term more heavily rewarding positive performance on the more
important (i.e., larger) PC scores. All models considered during this
experimentation process were similarly trained for 600,000 epochs
with the Adam optimizer [117], an initial learning rate of 1e–3, and
cosine annealing of the learning rate with warm restarts every 50,000
epochs. Cyclical annealing of the hyperparameter � [107] was also
applied with warm restarts every 100,000 epochs in order to further aid
the construction of an informative �-VAE latent space. In the training
of each model, the available dataset was partitioned into a 80/20
train/test split.

8 model architectures were considered across a search domain with
increasing complexity of the encoder and decoder. Each architecture
is adapted from the architecture displayed in Fig. C.1 by modulating
the size of the dense blocks. We found that a final latent space size of
64 was the minimum necessary for stable compression, independent of
the architecture size. Fig. B.1a,b,c summarize the results of the archi-
tecture study. Two opposite trends are observable: the DKL decreases

(i.e., adherence of the latent space to the unit-Gaussian improves)
with increasing parameter count, while testing error increases with
parameter count. We adopted the model architecture with 622,208
parameters as it provides the best combination of reconstruction error
on the test set and minimization of the KL-divergence.

Once a particular architecture was selected, the hyperparameter �
was swept from 1–200. The results of which can be seen in Fig. B.1d,e,f.
� = 100 in particular resulted in an 84.5% reduction in the KL-
divergence while incurring only a small increase in the testing error:
a test MAE comparable with the <1 million parameter count model
architecture. The final architecture, Fig. C.1, is composed of three dense
blocks: 1024 to 256 to 128 to 64, and uses a leakyReLU activation.
The final error metrics for this selected model architecture and �

hyperparameter combination were a MAE of 0.615 and 0.844, and a
NMAE of 2.194% and 9.017%, for train and test sets, respectively.

Appendix C. DVI

Each individual component of the proposed modular framework as
well as a user identified target material property value is combined
together using Bayes’ Rule to estimate a target property conditioned
posterior density over the space of microstructures, p(�|k∗). This poste-
rior density is sampled using a third deep learning model: a normalizing
flow-based generative model. The three components of the proposed
framework and their interplay can be visualized in Fig. C.1. This
Appendix outlines this combined process and the training of this fi-
nal model. Altogether, we refer to this process as Deep Variational
Inference.

The framework for inferring this density requires the utilization
of 3 different latent spaces associated with various models (PCA, �-
VAE, normalizing flow). Let � represent the PC latent space, z the
latent space of the �-VAE, u the latent space of the normalizing flow
neural network. Additionally, let k∗ be the target orthotropic thermal
conductivity, k̄ the SV-MOGP mean prediction, and var[k̄] the variance
in the SV-MOGP prediction.

We approximate the target-property conditioned microstructure
posterior through a flow-based generative model. Normalizing flow
based deep generative models are a class of generative model widely
used to approximate complex density functions. Such models build
flexible variational distributions, q�(ç), using invertible neural networks
(INNs). The neural network provides a bijective transformation map
from a well understood latent random variable u to a random variable
we are interested in approximating, in this application the target
property conditioned microstructure z, as

z = f�(u), u = f−1
�

(z) (C.1)

where f�(ç) represents the invertible deep neural network parameter-
ized by �. Importantly, this invertible transformations enables efficient
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Fig. B.1. Criterion for evaluation of �-VAE model architecture involving the evaluation of reconstruction error metrics and KL-divergences over the latent space.

Fig. C.1. Depiction detailing the main computational components required by the stochastic inverse microstructure design framework. (a) Depiction of PCA performed on the set
of 2-point spatial correlations, and the resulting PC scores taken as inputs to the generative �-VAE model to produce the microstructure prior, (b) The likelihood included in the
Bayesian inference methodology, which incorporates the pretrained decoder, p (�|z) and forward model, ö. The forward model ö only takes in a subset of the decoded �̂ vector
in predictions of k. (c) The NF for performing inference, where its parameters are learned through the objective in Eq. (14), incorporating the likelihood p(k∗|z) and prior p(z).

sampling, as well as an exact expression for the log-likelihood. The log-
likelihood of an individual sample can then be computed based on the
change of variable theorem as

log q�(z) = log p(u) − log
||||
det

)f�(u)

)u

||||
(C.2)

where |||det
)f� (u)

)u

||| is the absolute value of the determinant of the Jaco-

bian. The neural network is defined to represent an invertible trans-
formation through restricting its parameterization to model forms such
as NICE [100], Real-NVP [101], Glow [118], Flow++ [119], amongst
many others. These architectures simplify the calculation of the Jaco-
bian by producing matrices for which the determinant can be computed
efficiently, such as Jacobian’s with lower triangular structure.

As described in Section 3.4, the parameters of INN could then be
learned by stochastically optimizing the expression in Eq. (14) to tune
the variational distribution to the desired posterior. The forward output
of the INN, x in Eq. (14), is the latent space of the �-VAE, z. In
this expression, the prior is taken to be the unit-Gaussian due to the
structure of the �-VAE’s latent space while the likelihood is derived
from the MOGP forward model. Training of the normalizing flow was
performed by sampling a minibatch of N = 1024 points from the
latent space of the normalizing flow as u < ü (ÿ, I) and evaluating the
forward mapping to z. To evaluate the likelihood, the push-forward
of these points into the �-VAE latent space are once more pushed
through the decoder, to result in a 1024-dimensional vector �. From
this reconstruction, the first 16 components are taken as an input to
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the SV-MOGP such that the likelihood p(k∗|�) could be evaluated as

p(k∗|z) = 1

(2�)D∕2
√
|�|

exp
[
−
1

2

(
k∗ − k̄

)⊤
�−1

(
k∗ − k̄

)]
(C.3)

where � = diag(K) and K denotes the complete covariance matrix
of the SV-MOGP, k̄ the mean prediction, and D the dimensionality of
k. As a result of the well ordered topological space of PC scores of
2-point spatial correlations, any components past this dimensionality
of � held little additional informative knowledge on the underlying
microstructure property, as previously discussed in Appendix A.

The optimization problem specified in Eq. (14) was adjusted by
including simulated annealing training to avoid the normalizing flow
from prematurely stopping exploration in early training epochs, and
converging to a poorly identified posterior [120]. The annealed objec-
tive function is then specified as

�∗ H argmin
�

1

N

N1

k=1

[
− log p(k∗|z) − � log p(z) + �i log

||||
det

)f�(u)

)u

||||

]
(C.4)

where i is the epoch number, and � a variable which evolved according
to �i = max {1, �0 exp(−

i

�
)}, where � is the decay period and �0 the initial

annealing value. This additional weighting on the log-determinant term
serves to encourage higher entropy in the initial stages of training,
when values of the prior and likelihood are likely to dominate [98,120].
In this work the initial annealing value was �0 = 1000, the decay period
was � = 1000 and training was performed over 40,000 epochs. The
generative model contained 48 RealNVP [101] affine coupling layers.
The scale-shift function in each layer was modeled as a fully connected
network with a width of 512. The full effect of the prior was maintained
for all case studies by setting � = 1.

In this rather traditional forward flow originating from a continuous
unit-variance Gaussian, it should be highlighted that a core limitation
lies in the fact that any learned transformation of this density will
necessarily also be a continuous density. This leads to high probability
regions in the transformed density that will be incapable of identifying
disconnected modes without the presence of a bridge between such
regions [98,99,121]. In this work, we anticipate that the effects of this
deleterious phenomena will be mitigated through performing inference
in the well structured latent space of the �-VAE, although we leave
refinements to the divergence measure in Eq. (13) to directly address
this issue to future work.

Appendix D. Latent spaces for SP linkages

Recent works investigating microstructure inverse design frame-
works have often advocated for constructing forward SP linkages di-
rectly utilizing the latent space of deep generative models as the
input [39,51–53,57,122]. However, we found that the construction of
the SP linkage in this manner decreases performance as compared to
the established MKS approach (i.e., using PC scores extracted from
2-point spatial correlations as the input). We hypothesize that the
decrease in performance is due to the deep learning model’s (i.e., �-
VAE’s) latent space having a suboptimal topology. Unlike the MKS
latent space which is topologically well ordered with respect to general
homogenized material properties due to its connection to statistical
continuum mechanics [35,123], deep generative models have been
architected to promote latent spaces with strong ordering with respect
to human vision and perception due to their development in computer
vision [94,95]. Therefore, we argue that utilizing their latent space
increases the complexity of the learned forward model as compared to
the MKS approach by requiring it to disentangle the complex nonlinear
embedding of the deep generative model.

A comparison between these two approaches was performed using
the SV-MOGP architecture detailed in Section 2.3. The MKS based
model is the approach described in Appendix A; it takes the first 16
PC scores, � * R

16, as input. This is more than a sufficient number
to optimally capture the structure–property linkage as is established in

the original work [26]. We note that we can always pick the initial
16 PC scores independent of the size of the whole PC based latent
space because the PC basis vectors are importance ordered. The �-VAE
approach takes all 64 dimensions of the latent space as input. Because
the expressiveness and ordering of the latent space is intimately con-
nected to the size of the �-VAE, we repeat the experiments presented
in Appendix B and compare against surrogates built with varying �-
VAE parameterizations to ensure a fair comparison between the two
methods.

Each SV-MOGP was constructed with M = 50 inducing points, and
Q = 4 Gaussian mixtures in the SM kernel function. The MKS based
model was trained for 20,000 epochs with the Adam optimizer [117].
The �-VAE models proved more unstable; they were trained for 40,000
epochs of the same optimizer. Each model’s initial learning rate was
set to 1e–2, subsequently the learning rate was scheduled using cosine
annealing and warm restarts every 10,000 epochs, and a minibatch size
of 1024.

Fig. D.1a,b summarizes the variation in the error metrics for the
�-VAE based SV-MOGP model’s performance on the test set with in-
creasing �-VAE parameterization. Fig. D.1c summarizes the Evidence
Lower BOund (ELBO)6 value – the maximization target for the MOGP’s
training optimization – at the end of training. The MKS-based approach
outperforms in both cases. The maximal ELBO attained for SV-MOGPs
build upon the �-VAE latent space was found to be 1.02, while the MKS-
based approach yielded a superior ELBO of 1.37, far outperforming any
of the alternate forward models. Similarly, the minimum train MAE
achieved by the � − V AE based models were 0.275, 0.271, and 0.256
greater than the 0.107, 0.109, and 0.106 for the MKS-based model, for
k11, k22, and k33 respectively. A similar disparity was observed in test
error metrics of 0.285, 0.289, and 0.255 for the � −V AE based model,
and 0.111, 0.112, and 0.113 for the MKS-based model.

A parity plot comparison between the SV-MOGP model utilized in
this work, and one which was built upon the latent space of a 5-
million parameter count �-VAE can be seen in Fig. D.2. Upon visual
inspection, the predictive model uncertainty in the �-VAE based model
is significantly higher. This result is somewhat surprising at first since
the SV-MOGP built upon the latent space of the �-VAE had access to a
compressed latent representation of the equivalent of 1024 PC scores,
in comparison to the model built solely off of the first 16. However, this
access to a greater quantity of embedded microstructural information
was ultimately inaccessible to the SV-MOGP due to the complexity of
the nonlinear transformation, enabling the model built upon the well
structured PC space to ultimately display better performance.

Appendix E. Forward model stability

The stability of the Sparse Variational Multi-Output Gaussian Pro-
cess (SV-MOGP) is further discussed in this Appendix. To demonstrate
the kernel’s ability to learn underlying patterns in the dataset, we
have devised two test cases; (A) one in which microstructures at
the extremities of the dataset in the low-dimensional PC space are
excluded from training, and (B) one in which microstructures nearest
the origin of this space are excluded. The models performance on the
first excluded region will demonstrate its capacity to stably extrapolate
while its performance on the second will demonstrate its stability
over irregularities or nonuniformities in the dataset. The dataset was
partitioned in the two cases according to the following expressions.

{�A} = {� * D ∶ ‖�‖2 > 0.5(‖�max‖2 − ‖�min‖2) + ‖�min‖2}
{�B} = {� * D ∶ ‖�‖2 < 0.1(‖�max‖2 − ‖�min‖2) + ‖�min‖2}

(E.1)

�max is a vector whose elements are the maximum PC value over
the entire dataset for the corresponding dimension, while �min is the
equivalent vector but for minimum values. D is the complete 5HS

6 Also referred to as the variational free energy (VFE) [82].
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Fig. D.1. Comparison of SV-MOGP forward model performance evaluated against increasingly complex parameterization of q�(z|�) and p� (�|z). (a) Test set MAE of orthotropic
thermal conductivity against �-VAE parameterization, (b) test set NMAE of orthotropic thermal conductivity against �-VAE parameterization, and (c) Evidence Lower BOund (ELBO)
at the end of training with increasing �-VAE parameterization.

Fig. D.2. Parity plots of SV-MOGP forward models build upon (a) the PC latent space � and (b) the �-VAE latent space z. Predicted ±2.0� confidence intervals are displayed
alongside mean predictions.

Table 2
Error metrics of SV-MOGP model performance in extrapolation test cases.

(A) (B)

k11 k22 k33 k11 k22 k33

NMAE (%)
Train 0.372 ± 0.285 0.373 ± 0.289 1.195 ± 0.973 0.382 ± 0.300 0.372 ± 0.289 1.133 ± 0.969
Test 0.359 ± 0.287 0.379 ± 0.301 1.220 ± 0.987 0.378 ± 0.305 0.358 ± 0.294 1.140 ± 0.963
Ext. 0.930 ± 0.797 0.879 ± 0.741 5.418 ± 5.522 0.419 ± 0.302 0.414 ± 0.299 1.121 ± 0.934

MAE
Train 0.119 ± 0.091 0.119 ± 0.092 0.143 ± 0.116 0.119 ± 0.093 0.116 ± 0.089 0.131 ± 0.112
Test 0.114 ± 0.091 0.121 ± 0.096 0.145 ± 0.116 0.118 ± 0.095 0.111 ± 0.092 0.131 ± 0.111
Ext. 0.216 ± 0.186 0.204 ± 0.172 0.356 ± 0.363 0.137 ± 0.098 0.134 ± 0.097 0.136 ± 0.114
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Fig. E.1. Case studies demonstrating extrapolatory ability of SM kernel in SV-MOGP. (a) Projections of first components of � showing external grouping, and parity plots of model
performance for the first case, (b) projections of first components of � showing external grouping, and parity plots of model performance for the second case.

CMC dataset. In the first case, 101 microstructures were identified
by splitting the dataset in half, and in the second case, 1295 mi-
crostructures were identified in the dense region closest to the origin.
The complement in each case (i.e., the internal region, {�int}) were
then split randomly in a traditional 80/20 train/test split, {�train} and
{�test}. We emphasize that the union of these three sets, {�A}L{�train}L
{�test} = D.

Separate SV-MOGP models were trained with the same parameters
previously described in Section 3.2 and Appendix A. Projections of
the first four PC components highlighting the external portion of the
dataset removed by Eq. (E.1) during training, alongside parity plots
demonstrating the respective model’s performance on each external
dataset can be seen in Fig. E.1. Summary error metrics for the trained
models on each of the partitioned sets can be found in Table 2. In both
cases, the performance remains stable. Case (A) is pure extrapolation;
the extracted set is located out of distribution for both the inputs (see
the first row of Fig. E.1) and the outputs (second row, Fig. E.1). In

this case, the MOGP model continues to predict stably. Its expected

predictions maintain relatively good agreement with the parity line.

The NMAE roughly triples in comparison to the in distribution testing

set – at worst, 5.418% versus 1.220% for k33. However, even this

increase is relatively small. The primary response from the model is

a clear increase in the predicted variance. As quantified by the uncer-

tainty bars on the parity plot, the model stably represents its increased

uncertainty as it extrapolates further away from the training data. In

the second case, (B), we again note that strong performance is retained.

In this case, the agreement with the parity line is even better. We see

almost no change in the NMAE: at worst, 0.384% versus 0.358% for the

extrapolation set and the testing set, respectively. This demonstrates

that the selected surrogate architecture is able to stably fill in any

existing gaps or nonuniformity in the dataset as well as extrapolate

stably to the surrounding regions. Both situations arise frequently in

materials inverse problems, see Sections 4.3 and 4.4.
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