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ABSTRACT
Machine learning (ML) based skin cancer detection tools are an
example of a transformative medical technology that could poten-
tially democratize early detection for skin cancer cases for everyone.
However, due to the dependency of datasets for training, ML based
skin cancer detection always su�ers from a systemic racial bias.
Racial communities and ethnicity not well represented within the
training datasets will not be able to use these tools, leading to health
disparities being ampli�ed. Based on empirical observations we
posit that skin cancer training data is biased as it’s dataset repre-
sents mostly communities of lighter skin tones, despite skin cancer
being far more lethal for people of color. In this paper we use do-
main adaptation techniques by employing CycleGANs to mitigate
racial biases existing within state of the art machine learning based
skin cancer detection tools by adapting minority images to appear
as the majority. Using our domain adaptation techniques to aug-
ment our minority datasets, we are able to improve the accuracy,
precision, recall, and F1 score of typical image classi�cation ma-
chine learning models for skin cancer classi�cation from the biased
50% accuracy rate to a 79% accuracy rate when testing on minority
skin tone images. We evaluate and demonstrate a proof-of-concept
smartphone application.
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1 INTRODUCTION
Every hour two people die in the U.S. from skin cancer [2]. To make
matters worse, skin cancer is far more lethal for people of color,
where it was found that statistically doctors and physicians are
racially biased, misdiagnosing real cases of skin cancer [6]. There
is hope however, as 99% of skin cancer cases are curable if detected
early [4]. Thankfully, this is the perfect problem for the revolution-
ary technologies from arti�cially intelligent (AI) assisted solutions
from the �eld of machine learning (ML) to potentially help elimi-
nate racial and ethnic health disparities. In the case of skin cancer,
AI solutions can be particularly e�ective to bring early skin can-
cer detection tools to everyone. An op-ed article asserts further
that the application of AI to improve early detection of diseases
is an example of a rare but transformative advance in medicine,
while stating that the limits of this technology lies within the data
[1]. Furthermore, this paper goes on to show how a community’s
health could be severely undermined if there is not enough data
representing that community.

Unfortunately, the lack of data representing diverse racial and eth-
nic communities is especially apparent for skin cancer datasets. A
research paper found that the race and ethnicity of subjects in der-
matologic ML scienti�c papers underrepresented darker skin types
[10]. A separate research paper from machine learning experts and
medical researchers present a framework to mitigate racial and
ethnic biases [3]. They show that if the lack of data is a bottleneck,
as is the case with diverse images for skin cancer, then we must
create a model that checks and corrects di�erences across demo-
graphic groups, and adjust the performance of the model so that
the majority group does not dominate the learning.

AI skin cancer detection tools have the power to democratize early
detection of skin cancer for everyone and mitigate racial and ethnic
health inequalities around the world, but as the technology stands
right now, it would only worsen the health disparities due to a
lack of diverse representations in the data. The question is, what
innovative solution should be used to mitigate racial biases within
demographics? The traditional data-hungry computer vision ap-
proach will not work in a timely manner to mitigate racial biases,
as getting a strong representation of data from all racial and ethnic
groups does not exist right now. Instead we need to use the inno-
vative domain adaptation technique of style matching models to
match the minority data to the majority – thereby allowing a much
smaller dataset to generalize.
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2 RELATEDWORK
Given the di�culty of the alignment problem and mitigating racial
biases, one of the �rst issues to help mitigate this bias is by getting
diverse skin tones to be represented. A research paper showed how
to improve skin color diversity by generating synthetic darker skin
tone skin cancer images based o� of lighter skin tone images using
generative AI approaches from Deep Blending and Style Transfer
[14]. Their resulting synthetic darker skin tone data was evaluated
by medical professionals and used to train a convolutional neural
network (CNN), resulting in 76% accuracy when tested on synthetic
data. A drawback with this approach is that they simply were not
able to test it on real images of darker skin tone data.

Another research paper went on to create a dataset of diverse der-
matology images with diverse skin tones [8]. They used it to test
current approaches, which resulted in accuracies ranging from
0.56 to 0.67. When they used their diverse dermatology dataset to
�ne-tune the current approaches they resulted in 0.77 and 0.78 ac-
curacies for light and dark skin tones respectively. However, a large
drawback with their solution was a great imbalance in classes based
on their dataset, resulting in far more benign moles to malignant
moles. In fact, when we reproduced their results using an Inception
V3 CNN architecture, we were also able to achieve similar accura-
cies of 0.77 for overall skin tones, however, due to the unbalanced
amount of benign moles to malignant moles, we found that our
results had a very low precision and recall for classifying malignant
moles, resulting in a low F1 score of 0.32 for the malignant mole
class. After discovering the imbalance in the dataset it became clear
that the accuracies reported were highly in�ated due to the um-
balance in the dataset. Therefore the problem of mitigating racial
and ethnic bias was still not solved. Using an evaluated and high-
lighted overview of all publicly available skin image datasets used
for cancer diagnosis from researchers [15], we were able to identify
dataset features they showcased like ethnicity data and �tzpatrick
skin type data. With their systematic overview, we were able to
identify another dataset that contains darker skin tone �tzpatrick
types for benign and malignant moles, the PAD-UFES-20 dataset.

Researchers [13] collected clinical images of skin lesions taken
with smartphones which contain darker skin tone �tzpatrick types.
Another group of researchers [3] construct a four-stage framework
to analyze where biases can emerge and they outline that if the
lack of data is a bottleneck, another mitigation strategy is to create
a model that checks and corrects learned di�erences across demo-
graphic groups so themajority group doesn’t dominate the learning.

A �eld of ML that specializes in this topic is the �eld of domain
adaptation techniques, in which a solution from this �eld is ex-
plored to mitigate the biases present in these datasets. A research
paper presents an experiment where they use ML models to stylize
the minority data to look like the majority to be used in domain
adaptation for breast cancer data with the goal of generalizing data
between varying tissue types and scanners [5], a problem not un-
like generalizing cancerous moles with varying skin tones. With
their stylizing approach for domain adaptation, they achieved much
more consistent accuracy than traditional ML methods.

Figure 1: Processing pipeline.

3 METHODOLOGIES
3.1 System Overview
Our datasets play an important role in creating a classi�cation
model, as the balance of these datasets in their classes will play a
large factor in the resulting model’s precision and recall for each
classi�cation [7]. Moreover, it’s clear from the related works that
the datasets are racially biased, containing mostly lighter-skin tone
data, though, there does exist darker skin tone data within the 2.15%
of datasets that report �tzpatrick skin type [15]. The problem is
simply that there is a lot less data from the datasets that report
skin tone. More speci�cally, those researchers found that of the
106,950 skin lesion images that are readily available, only about
2,298 of those images have skin tone reported, this dataset being
the PAD-UFES-20 dataset [13]. From this dataset only about 465
of those images represent people of darker minority skin tones
not usually present, Fitzpatrick types 3 through 6. We can still use
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this dataset to create our domain adaptation method, however. The
PAD-UFES-20 dataset will help us to represent darker minority skin
tones not present in the majority of the data. With our minority
dataset established, our majority dataset will come from the ISIC
2020 dataset also referenced in the research overview on publicly
available datasets [15], as mentioned in the related works.

For our domain adaptation method, we’re trying to create an
e�ective generator to adapt our minority images to match the ma-
jority, thereby mitigating the di�erences in data and hopefully
resulting in a classi�er that can generalize for both the majority
and minority of data. However, it’s important to note that with our
majority and minority datasets established, there is still a discrep-
ancy in the amount of samples we have for both datasets. More
speci�cally, from the ISIC 2020 dataset we use 5,714 malignant sam-
ples and 5,747 benign samples, and from the PAD-UFES-20 dataset
we use 1,089 malignant samples and 1,209 benign samples. There is
still a di�erence in dataset size between these majority and minority
datasets.

We then need to �gure out how we’re splitting our data into
training and testing sets for both the domain adaptation training
and the image classi�cation training. For our domain adaptation
training we used 10,869 images of both benign and malignant ma-
jority data samples, and 821 images of both benign and malignant
minority data samples. Meanwhile for validating our domain adap-
tation we used 592 images of both benign and malignant majority
data samples, and 92 images of both benign and malignant mi-
nority data samples. For the image classi�cation training we used
2,089 benign and 2,089 malignant data samples of both the majority
and minority datasets, where 1,089 images came from the adapted
minority dataset, and 1,000 images came from the raw majority
dataset. Meanwhile for the image classi�cation testing we used
221 benign and 221 malignant data samples of both the majority
and minority datasets, where 109 of those data samples came from
the minority dataset and 112 of those data samples came from the
majority dataset.

Inspired by a research paper [9] explaining the creation of a
deep neural network to detect benign or malignant moles from
images, we start by creating a typical machine learning based skin
cancer detector by using deep convolutional neural networks and
data from the International Skin Imaging Collaboration (ISIC) 2020
Vienna challenge. As outlined previously, datasets like the ones
found from the ISIC don’t represent racially or ethnically diverse
communities. We should expect to see racial biases from a typical
machine learning based deep convolutional neural network model
trained on these racially biased datasets. After training an Inception
V3 architecture for a deep convolutional neural network model on
the ISIC 2020 Vienna challenge dataset using images of benign and
malignantmoles, wewere able to achieve an 89.7% training accuracy
with an 88.8% validation accuracy.Whenwe tested thismodel on
a testing dataset consisting of 592 imageswe omitted from the
ISIC 2020 dataset we achieved 85% accuracy. However, when
tested on only the minority skin tones present in the PAD-
UFES-20 dataset, the accuracy dropped to only 50%, showing
the clear bias and the need for domain adaptation.

Inspired by this research paper [5], which explains how they
used domain adaptation for minority tissue types and scanners
within breast cancer, we use domain adaptation for our minority

Figure 2: The Cycle-GAN architecture used in our project.

Figure 3: Skin data samples from majority and minority
datasets left to right respectively

Figure 4: Generated lighter skin tone images with real sam-
ples on the top and generated samples on the bottom

Figure 5: Generated darker skin tone images with real sam-
ples on the top and generated samples on the bottom
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darker skin tone data present in the PAD-UFES-20 dataset. More
speci�cally, these researchers use a variety of techniques and �nd
that the CycleGAN model to stylize images of the minority dataset
to look like the majority yields the best results. With this in mind,
we create a CycleGAN to adapt our minority darker skin tone data
to our majority lighter skin tone data.

After training our CycleGAN for 10 epochs we use it to augment
the PAD-UFES-20 minority dataset to look like the majority ISIC
2020 dataset. With these augmentations we create an Inception V3
architecture for a CNN and train that on the augmented minority
data with the majority data. Finally, after creating our classi�cation
model trained on the augmented data, we test it on augmented
darker skin tones from the PAD-UFES-20 dataset. When used in a
mobile application the data-pipeline process starts with a captured
photo that is then augmented to look like the majority dataset using
our CycleGAN, then that augmented photo is fed into the classi�er
which was trained and tested on similarly augmented minority
and majority data, resulting in a classi�cation. Figure 1 shows the
processing pipeline in our system architecture.

3.2 Domain Adaptation
Generative adversarial networks (GAN) are often used in domain
adaptation techniques, as they can alter the data from one domain
to match that of another. In our case we use CycleGAN from the
original research paper [16]. The CycleGAN is a speci�c type of
generative adversarial network that uses multiple loss functions
to ensure cycle consistency when adapting data between di�erent
domains, and ensures that the content of the data is preserved.
More speci�cally, the CycleGAN architecture (Figure 2) [11] uses
two pairs of discriminators and generators, one for domain A and
the other for domain B. The two discriminators provide the �rst
two loss functions, ensuring that the generated images could exist
in the corresponding domain. Then as an image from domain A
is passed to generator B, it will stylize the image to approximate
domain B, then that generated image is passed to generator A
to stylize it back to domain A, and the di�erence between the
original image and the reconstructed image through the forward
cycle process determines the forward cycle consistency loss. The
same process can be done in reverse to determine the backward
cycle consistency loss. Finally another loss function is determined
by having an image from a speci�c domain be passed into the
generator of that speci�c domain which should approximate it to
belong in the domain, however, since the image is initially of that
generator’s domain, there should be no change when the image
is passed to that generator. The evaluation of the original image
from the speci�c domain and the augmented version when passed
through that domain’s generator determines the identity loss.

What this looks like for our majority and minority skin tone
stylizing application is that we have a majority dataset of lighter
skin-tone images, we’ll call that domain A, and a minority dataset
of darker skin-tone images, we’ll call that domain B. When given
a benign or malignant mole of a darker skin tone, domain B, the
generator for domain A should be able to make it look like it was
of a lighter skin tone. Likewise, when given a benign or malignant
mole of a lighter skin tone, domain A, the generator for domain B
should be able to make it look like it was of a darker skin tone.

Our hyperparameters for training this CycleGAN model are as
recommended from the original paper [16], in which we use a batch
size of 1 and instance normalization. In addition, we also update
discriminators using a history of generated images, as opposed to
using one image from the generator. This was recommended from
the original paper as a way to help prevent model oscillation. More
speci�cally, it’s the history of the previous 50 generated images for
the discriminator models to evaluate. Due to the architecture of
this technique, it requires a lot of computing power to train, which
can serve as a limitation for training this model. However, as soon
as the model is �nished training, the generator of a speci�c domain
can be exported as a �le to �t a mobile application. We trained our
CycleGAN using the majority and minority skin cancer datasets
(Figure 3) as previously mentioned, and trained it for 10 training
epochs, while saving an instance of both generator models after
each epoch. Ideally, the model should improve at generating images
after each training epoch.

The results of training for the minority to majority domain gen-
erator for epoch four and six respectively, are shown in Figure 4,
where training epoch 4 is shown �rst, then training epoch 6 is
shown second. In these �gures the real data samples are shown on
top, with the generator’s adaptation shown beneath. Quickly the
generator learns to adapt the skin tone di�erence, however, there
are artifacts that are created by the model through the process.
In epoch four there are clear gaps in the image, shown as empty
spots of white or black pixels (Figure 4). By epoch six these artifacts
appear to be a lot less apparent, however. Similarly, the results of
training for the majority to minority domain generator for epoch
nine and ten respectively, are shown in Figure 5. In this case the
goal for the generator is to create visibly darker skin tone images.
The results are e�ective even in this backwards cycle where we
feed the majority lighter skin tone images to appear as darker skin
tone images, despite the large discrepancy in available darker skin
tone images to lighter skin tone images.

3.3 Mobile System
A mobile application (Figure 6) designed to be used on iOS devices
was also developed to use the model pipeline previously outlined to
provide assessments on how similar a mole resembled that of skin
cancer. With this capacity to provide an informed and individual
recommendation, the app made a modest contribution to solving
the problem of equal access to early skin cancer detection. Features
were developed to allow a user to track their mole over time, as
cancers such as melanoma can develop as quick as 6-weeks [12].
Therefore an archive that allowed them to track the change of their
moles was created. Furthermore, an index of common skin cancer
types that showed images, facts and statistics, and where on their
body to monitor for each skin cancer type was provided to help
educate a user.

Implementing the classi�cation pipeline required the use of
CoreML libraries to export a tensor�ow model, the minority to
majority generator from the CycleGAN, as a CoreML model �le
extension to be used by iOS devices for augmenting user captured
photos. Furthermore, exporting the Inception V3 CNN classi�cation
model was done in a similar manner using CoreML libraries. With
the CoreML �les the models were easily implemented by using the
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Figure 6: Screenshots from mobile app

iOS device’s camera to output an image which would be fed into
the generator and that generator’s output would be converted into
an image to be fed into the classi�cation model.

4 RESULTS

Figure 7: Regenerated andConstructed skin condition images.
Minority to majority generated images and the majority to
minority, respectively from left to right.

The results of the CycleGAN are described and shown in Figure 7,
the minority to majority generated images and the majority to
minority respectively.The generator to make the minority data look
like the majority is shown with great results, as the skin lesion and
its contents barely change, yet the darker skin tone of the minority
image is changed to appear lighter, as we hoped for. The generator
to make majority lighter tone skin lesions look like minority darker
skin tone images can also be shown with great results. Again the
skin lesion itself rarely changes, yet the skin tone becomes visibly
darker. The �gures show from left to right the real data sample,
what the data sample looks like when augmented by the respective

Figure 8: CycleGAN Epochs v/s. CNN model Accuracy

generator, and the reconstructed sample, which is what happens
when the augmented sample is passed into the generator of the
original domain, which should augment the augmented image to
appear back into its previous domain.

As shown in Figure 8 and tables 1 and 2, when training and test-
ing the classi�cation model on the majority data and augmented
minority data we were able to achieve a jump from 50% accuracy
for the minority datasets without CycleGAN augmentation to 79%
accuracy with a 0.71 F1 score for the benign classi�cation and a
0.83 F1 score for the malignant classi�cation, when tested on the
minority dataset augmented using the CycleGAN. This shows our
success in domain adaptation, however, interestingly, the amount
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CNN with 5-Epoch CycleGAN
Metrics Lighter Skin Tone Darker Skin Tone

Accuracy 81% 79%

Precision Benign: 0.76 Malignant: 0.90 Benign: 0.67, Malignant 0.86

Recall Benign: 0.92 Malignant: 0.71 Benign: 0.75 Malignant: 0.81

F1 Score Benign: 0.83 Malignant: 0.79 Benign: 0.71 Malignant: 0.83

Table 1: Performancemetrics of domain adaptation approach

CNN without Domain Adaptation
Metrics Lighter Skin Tone Darker Skin Tone

Accuracy 85% 50%

Precision Benign: 0.82 Malignant: 0.88 Benign: 0.61, Malignant 0.27

Recall Benign: 0.89 Malignant: 0.80 Benign: 0.65 Malignant: 0.24

F1 Score Benign: 0.85 Malignant: 0.84 Benign: 0.63 Malignant: 0.25

Table 2: Performance metrics of baseline approach

of epochs that the CycleGAN was trained varied the results when
tested using the classi�cation model. More speci�cally, after train-
ing the CycleGAN model for 10 epochs, individual instances of the
CycleGAN trained at di�erent epochs were used to create multiple
variations of augmented minority data, which was tested to train
and test the classi�cation model. What we found was that the 5th
epoch CycleGAN resulted in the smallest gap between classi�cation
accuracy for minority darker skin tone images and majority lighter
skin tone images. The classi�cation model trained and tested on
minority data that was augmented with the 5th epoch CycleGAN
resulted in our best results of 79% accuracy for minority darker skin
tones and 81% accuracy for majority lighter skin tones, yielding the
smallest gap between accuracies that we achieved.

The resulting metrics using our domain adaptation method are
shown more clearly in comparison to the baseline resulting metrics
in tables 1 and 2.

Unexpectedly, in Figure 8 it appears as though the CycleGAN
method loses its e�ectiveness as it’s trained for more epochs. How-
ever, that could simply be due to a localminima in the back-propagation
of the generators, or is maybe due to the limits in our dataset sizes.
Either way, we need more generator data points to truly understand,
which serves as an opportunity for future research.

5 DISCUSSION
What we showed was a great success when using a small dataset of
minority darker skin tone images for domain adaptation. Using this
process with larger datasets of minority darker skin tone images
will further yield better results and more robust tests. Using the
CycleGAN’s generator to create synthetic minority data may help
to create a large enough synthetic dataset of fake minority data
that could be used in addition to the real minority data and real
majority data to train and test another classi�cation model.

6 CONCLUSION
Through this work we demonstrated a machine learning based
mobile skin cancer detector that would be able to almost equalize
the �delity for dark skin tones versus white skin tones. We demon-
strated through a domain adaptation process that it is possible to
create an inclusive ML model that is trainined by augmenting the
missing skin tones from other racial ethnicity, thereby leading a
process to mitigate the racial biases ML based vision based skin
cancer detection applications. By using a CycleGAN to augment
the minority data and correct the learned di�erences between the
domains, we were able to train and test a classi�cation model that
achieved 79% accuracy, with a 0.71 F1 score for benign classi�ca-
tions, and a 0.83 F1 score for malignant classi�cations when tested
on minority darker skin tone data, thereby improving inclusivi-
ness of diverse skin tones for machine learning based skin cancer
detection.
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