DRINFELD’S LEMMA FOR F-ISOCRYSTALS, I

KIRAN S. KEDLAYA

ABSTRACT. We prove that in either the convergent or overconvergent setting, an absolutely
irreducible F-isocrystal on the absolute product of two or more smooth schemes over perfect
fields of characteristic p, further equipped with actions of the partial Frobenius maps, is an
external product of F-isocrystals over the multiplicands. The corresponding statement for
lisse Q,-sheaves, for £ # p a prime, is a consequence of Drinfeld’s lemma on the fundamental
groups of absolute products of schemes in characteristic p. The latter plays a key role in
V. Lafforgue’s approach to the Langlands correspondence for reductive groups with ¢-adic
coefficients; the p-adic analogue will be considered in subsequent work with Daxin Xu.

The term “Drinfeld’s lemma” is used to refer to various statements in a line of inquiry
arising from Drinfeld’s geometric approach to the Langlands correspondence for the group
GL(2) over a global function field of characteristic p > 0 [6]. This line of inquiry concerns
the geometry of schemes in characteristic p, and specifically the effect of taking an absolute
product and then forming a (categorical) quotient by the action of some “partial Frobenius”
maps. For comprehensive introductions to this topic, see [25] or [16, Lecture 4]; the latter
includes some related statements for perfectoid spaces (with some details deferred to [4] and

[18]).
To give a concrete example of a statement in this circle of ideas, let X7, X5 be two connected
F,-schemes and set X := X; xp, Xo. The scheme X carries two endomorphisms 1, o

obtained by base extension of the absolute Frobenius maps on X, X, respectively. We then
have a canonical isomorphism

(0.0.1) T(X/p2,T) = m (X1, T) X m (X2, T)

of (profinite) étale fundamental groups, where X /¢y, denotes the categorical quotient (so
that finite étale covers of X/yy correspond to finite étale covers of X equipped with an
isomorphism with their po-pullback) and T — X/, is a geometric basepoint. (For a proof at
this level of generality, see [16]; see also [25] for more background.) A key special case is when
X is itself a geometric point, in which case the conclusion is that m; (X1, 7) = m(X/2, T).

The statement given above immediately implies some corollaries for categories of lisse étale
Q-sheaves, for any prime ¢ # p, using the identification of such sheaves with representations
of the étale fundamental group(oid); notably, every absolutely irreducible object on X /¢ is
an external product of absolutely irreducible objects on X; and X,. With a bit more effort,
one can upgrade these to statements about constructible sheaves, as in [23, §8]; these can then
be used to construct excursion operators which play a key role in V. Lafforgue’s extension of
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Drinfeld’s construction to reductive groups [23]. Analogous constructions involving perfectoid
spaces lead to similar results for the local Langlands correspondence in mixed characteristic
[7].

The purpose of the present paper is to introduce some analogues of the aforementioned
statements with lisse Q,-sheaves replaced by corresponding coefficient objects in p-adic co-
homology. One subtlety is that there are two different, but closely related, categories that
can stand in for the category of lisse sheaves: the category of convergent F-isocrystals, which
is easier to construct but does not fit into a six-functors formalism, and the smaller but
subtler category of overconvergent F-isocrystals. The rich interplay between these two cate-
gories is a defining feature both of the general theory and of our work here in particular: our
overall strategy is to first prove results in the convergent category, where objects are more
directly related to representations of fundamental groups, and then transfer knowledge to
the overconvergent category.

Our main results are formulated for the categories of convergent ®-isocrystals and over-
convergent ®-isocrystals on a product of smooth schemes over perfect fields of characteristic
p; here ® refers to a collection of commuting semilinear actions of the Frobenius maps on
the individual factors. As an aid to navigation, we highlight some key points here.

e Restriction of convergent ®-isocrystals to an open dense subscheme in each factor
is fully faithful (Lemma 4.10), as is restriction from overconvergent to convergent
d-isocrystals on a single scheme (Lemma 11.2).

e One can view a P-isocrystal as an F-isocrystal by retaining only the product of the
Frobenius maps (which we call the diagonal Frobenius). One can then refine var-
ious standard properties of the diagonal Frobenius: for example, the stratification
by diagonal Newton polygons has a product structure (Theorem 6.6), and a conver-
gent P-isocrystal with constant diagonal Newton polygon admits a slope filtration
(Theorem 6.12).

e When one factor is a geometric point, one has an analogue of the Dieudonné-Manin
classification theorem to separate slopes in that factor: see Theorem 7.3 in the con-
vergent case and Theorem 11.3 in the overconvergent case. Notably, when X, is a
geometric point, the pullback functor from F-isocrystals over X to X/py is not an
equivalence of categories: the essential image of the pullback functor consists of those
objects for which ¢, acts with all slopes equal to 0.

e By repeatedly applying the previous result, we obtain a Dieudonné-Manin decompo-
sition for ®-isocrystals over a product of geometric points (Corollary 7.4). This allows
us to construct a joint Newton polygon stratification and to produce slope filtrations
when the joint Newton polygon is constant (Corollary 9.3).

e Our main result is that irreducible ®-isocrystal appears as a constituent of an external
product of irreducible ®-isocrystals, in both the convergent case (Theorem 10.8) and
the overconvergent case (Theorem 11.6).

We conclude with a note on coming attractions. Our motivation for considering Drinfeld’s
lemma for F-isocrystals is the desire to extend Abe’s proof of the Langlands correspondence
for GL(n) with p-adic coefficients [1], based on the work of L. Lafforgue [22], to handle
reductive groups in the style of [23]. However, this requires some additional preparation,
including a reformulation in the language of Tannakian fundamental groups more in the

style of (0.0.1); the latter can be found in a joint paper with Daxin Xu [21].
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1. LoCAL DRINFELD’S LEMMA FOR SCHEMES

We first state the “local” version of Drinfeld’s lemma for schemes, in which we consider
a product with a geometric point. Here we follow [25] and [16, Lecture 4], except that the
latter treats only finite étale coverings and not open immersions.

Definition 1.1. Throughout §1, let X be a scheme over F,. Let k be an algebraically closed
field of characteristic p. Put X := X xp, k and let ¢p: X — X be the product of the
identity map on X with the absolute Frobenius map on Spec k.

Let FEt(X) denote the category of finite étale schemes over X. We use similar notation
for categorical quotients; for example, FEt(X}/¢x) will denote the category of finite étale
schemes over X equipped with isomorphisms with their ¢;-pullbacks.

Lemma 1.2. The base extension functor FEt(X) — FEt(Xy/pr) is an equivalence of
categories, with quasi-inverse given by taking pr-invariants.

Proof. See [16, Lemma 4.2.6]. O

Lemma 1.3. Let U, — X be a quasicompact open immersion whose image s stable un-
der the action of ¢y (meaning that Uy X x, o, Xk — Xy factors through U, — X}, via an
isomorphism). Then Uy = U xg, k for some open subset U of X.

Proof. Since U is uniquely determined by U, if it exists, we may assume at once that X =
Spec R is affine. Since U}, is quasicompact, its complement is the zero locus of some finitely
generated ideal I = (f1,..., f,) in Ry := R®p, k. The fact that U, is stable under the action
of r means that there exist a positive integer m and some n x n matrices A, B over Ry such

that
SOk(fj)pm = ZAijfi7 ffm = Z Bijor(fi)-

Since we can describe A, B, f;, ox(f;) using finitely many elements of Ry, we can find a finitely
generated Fj-subalgebra Ry of R for which U, arises by pullback from Spec Ry to Spec R.
That is, we may assume that X is of finite type over [F).

Since X is affine and of finite type over [F,,, we may choose a projective compactification
Y of X. Let Z; be the complement of X, in Y}, viewed as a reduced closed subscheme. Let
7 be the ideal sheaf cutting out Z; in Yj; then Z is isomorphic to its ¢,-inverse image, so
[16, Lemma 4.2.2] implies that Z is the pullback of a coherent sheaf on Y. This immediately
yields the desired result. U

Remark 1.4. We do not know if Lemma 1.3 remains true without the hypothesis that
U, — X, is quasicompact. This is automatic if X is of finite type over IF,; in this case, one
further deduces a comparison for constructible sheaves as in [23, §8].

2. PRODUCTS OVER F,

We continue with some observations about products of schemes over [F,,.

Lemma 2.1. Fori =1,...,n, let X; be a normal integral scheme over Fp. Then X, XF,
-+ Xg, Xy is normal and integral.

Proof. Apply [29, Tag 09P9] and [29, Tag 06DF]. O
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Corollary 2.2. Fori=1,...,n, let X; be a normal integral scheme over Fp and put X :=
X1 X]Fp s XFP Xn
(a) The map
7T0(X> — Wo(Fp XF, * '+ XF, Fp)

is @ homeomorphism. In particular, using the action of Z" = Gal(F,/F,)" on F, xx,
o XF, Fp, we may equip mo(X) with the structure of a principal homogeneous space

for the cokernel of the diagonal map A: 7 — AS
(b) FEach connected component of X is integral and normal.

Proof. This follows at once from Lemma 2.1. O

Remark 2.3. In Corollary 2.2, the action of Z" on mo(X) induces isomorphisms between the
various connected components. However, the resulting isomorphism between any two given
components is only well-defined up to composition with a power of Frobenius.

In connection with the previous discussion, we mention the following lemma which we will
need later.

Lemma 2.4. Let ¢ be a prime. Let E be a finite extension of Q,. Let Cts(i”, E) be the set of
continuous maps of 7" to E, viewed as a topological ring carrying the compact-open topology.
Let G be a profinite group. Let p: G — GLy,(Cts(Z", E)) be a continuous homomorphism.
For each z € Z”, let p.: G — GL,,(E) be the composition of p with the evaluation-at-x
map on Cts(i", E). Suppose that there exist isomorphisms of p with its pullbacks along the
translation map on A l)y each of the generators. Then the representations p, are pairwise

isomorphic for all x € Z; moreover, there exists a matriz h € GLm(CtS(Z", E)) such that p
has values in h™' GL,,(E)h.

Proof. The character of p corresponds to a function G — Cts(i”,E) which is continuous
and Z™-equivariant, and hence factors through F; by the Brauer—Nesbitt theorem [24, Corol-
lary XVII.3.8], the representations p, must have pairwise isomorphic semisimplifications.
We now proceed by induction on m, with the base case being when the p, are all irreducible.
In this case, we already know that the p, are pairwise isomorphic. By Schur’s lemma, F':=
End(po) is a division algebra containing E. Define the quotient @ := (E™ — {0})/F*. For
each = € 2”, the isomorphisms between p, and py form an F*-torsor; we then obtain a
unique element f, € @ by taking the standard basis of E™ (viewed as the target of p,) and
collecting its images under all isomorphisms with po. By continuity of the matrix entries,
we can find a neighborhood U of 0 in Z" such that E™ admits a lattice T stable under p,
for all z € U (compare [2, Proposition 1.15]). Using this lattice, we may deduce that the f,
define a continuous map U — @Q); after possibly shrinking U further, we may lift to obtain
an element h € GL,,(Cts(U, E)) such that p|y has values in h~! GL,,(E)h. By translation,
we may obtain a similar conclusion with U taken to be a neighborhood of any fixed element
of Z™; by compactness, we can cover Z" with finitely many such neighborhoods. We thus
obtain an element h € GL,,(Cts(U, F)) such that p|y has values in h~! GL,,(R)h where R
is the ring of locally constant functions 7r — E; once again using the isomorphisms of pg

with p,, we may further adjust h to ensure that p|y has values in h=! GL,,(E)h.
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For the induction step, suppose that the p, are all reducible. Let ¢q, ..., t, be the specified
isomorphisms of p with its pullbacks along translations by the standard generators of Zr.
On account of the induction hypothesis, it suffices to verify the following: if there is a short
exact sequence

0—-VIi—E"—=Vy,—0
which is stable under the action of p, for all x and preserved by ¢1, ..., t,, and such that the
induced maps p;: G — Cts(z”,GL(Vi)) factor through the subgroup of constant maps in

~

Cts(Z", GL(V;)), then the induced map Z" — Ext’,_(Va, Vi) must be constant. To check this,

let 71, Ty be G-stable lattices in V7, V5, so that Ext! (V5, V1) = Extl (T3, T1) ®., E. Note that

cts
Extl,. (Ty, T}) is torsion-free (because HY (G, 05) = Hom,(G, o) is) and Hausdorff (because

Hom (7%, T}) is complete). Hence the map 7 —» Extl,.(Va, V1) is a continuous, Z"-equivariant
map into a Hausdorff topological E-vector space, and hence must be constant. 0]

3. DRINFELD’S LEMMA FOR SCHEMES
We continue with the global version of Drinfeld’s lemma for schemes.

Definition 3.1. Throughout §3, for ¢« = 1,...,n, let X; be a connected scheme over [F,.
Put X = X| xp, --- Xp, X,,. For i = 1,...,n, let p;: X — X be the map that acts by
Frobenius on the i-th factor and the identity on the other factors; note that these maps
commute pairwise.

Theorem 3.2. Suppose that X, ..., X, are connected and qcgs, and fix a geometric point
T — X. Then we have a canonical isomorphism of topological groups

7T1<X/(I),T) = 7T1(X1/<,01,f) X7r1(]Fp/<p,E) e Xm(]Fp/go,f) Wl(Xn/SOmE)
where ® denotes the group of automorphisms of X generated by 1, ..., o,.

Proof. See [16, Theorem 4.2.12, Remark 4.2.15]. Alternatively, see [23, Lemme 8.11] for a
reformulation that also applies when the X; are not required to be qcgs. 0

We formulate a corollary in terms of ¢-adic sheaves that will serve as a model for our
p-adic results (Theorems 10.8 and 11.6).

Lemma 3.3. Let ¢ be a prime. Let G, ..., G, be profinite groups and put G := G X---xXG,,.
Let p: G — GL(V) be a continuous irreducible linear representation on a finite-dimensional
Qy-vector space. Then there exist continuous irreducible linear representations p;: G; —
GL(V;) on finite-dimensional Q,-vector spaces for which p = py X --- X p,,.

Proof. 1t suffices to treat the case n = 2, as the general case then follows by induction. Let
p1: G1 — GL(V}) be an irreducible subrepresentation of p|g,. Then W := (VY @ V) is
a finite-dimensional Q,-vector space carrying a continuous action of Gy via the action on
V' (i.e., the action on Vj is taken to be trivial). Let ps: Go — GL(V5) be an irreducible
subrepresentation of W. Then (V,Y ® W) % 0 and so (V}Y @ VY @ V) # 0. That is, there
exists a nonzero G-equivariant map Vi ® Vo — V., which must be surjective because V' is
irreducible. In fact Vi ® V4 is also irreducible: by Schur’s lemma,

(Vi@ 1R)’ ® (Vi@ W) =1 @ V)% g, (V' @ 15)% =Q 05 Q = Q.

Hence V; ® V5 — V must be an isomorphism, as claimed. 0]
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Corollary 3.4. Suppose that Xy, ..., X, are qcgs. Let £ # p be a prime. Let € be an irre-
ducible object in the category of lisse Q,-sheaves on X equipped with isomorphisms F;: pf€ =
& fori=1,...,n that commute pairwise in the sense that (p;F;)o F; and (¢; Fj)o F; coincide

*

as morphisms from p; ;& = ipi& to E. Then there exist irreducible lisse Qy-sheaves & on

X, such that E=2EXK---KE,.
Proof. Via Theorem 3.2, this reduces to Lemma 3.3. U

Lemma 3.5. Suppose that n = 2 and that X; is projective over IF,. Let Z — X be a closed
immersion with Z integral, whose image is stable under the action of @; fori = 1,2 (meaning
that Z X x o, X = X factors through Z — X via an isomorphism). Then there exist integral
closed subschemes Z; of Z such that Z = Zy Xy, Zs.

Proof. The projection X — X; is a closed map, so the image of Z in X is closed; by replacing
the X; with suitable closed subschemes, we may assume that Z surjects onto X; and X,. We
may also assume that X; and X, are themselves integral; under these conditions, we show
that Z = X.

Let 77; be a geometric point of X; lying over the generic point 7;. By Lemma 1.3, Z X x
(M1 xr, X2) has the form 7, xp, Z5 for some reduced closed subscheme Z; of Xj. Since the
image of Z in X, is contained in Z,, in order for Z — X, to be surjective we must have
Zy = Xj; that is, Z contains 1; X, X». Since the latter is dense in X, we deduce that Z = X
as desired. O

Theorem 3.6. Let U — X be a quasicompact open immersion whose image is stable under
the action of ; for i =1,...,n (meaning that U X x , X — X factors through U — X wvia
an isomorphism). Then U is covered by subschemes of the form Uy xg, - - - Xg, U, where U;
1s an open affine subscheme of X;.

Proof. By induction, we may reduce to the case n = 2. We may also assume that X7, X, are
affine. As in the proof of Lemma 1.3, we may further assume that X, X, are of finite type
over [F,. We may now choose projective compactifications Yi, Y5 of X, Xy and view U as an
open subscheme of Y := Y] xp, Y. By Lemma 3.5, each irreducible component of ¥\ U is
of the form Z; xp, Z where Z; is a closed subset of X;; this proves the claim. ]

4. CONVERGENT ®-1SOCRYSTALS

We next introduce the category of convergent ®-isocrystals on a product of F,-schemes,
each smooth over some perfect field. The reader is invited to keep in mind the case where
all of these base fields are finite (or even F,), as this is the most crucial case for applications
(see Remark 4.2); however, for certain arguments it will be convenient to reduce to the case
where these fields are all algebraically closed.

Definition 4.1. Hereafter, for © = 1,...,n, let k; be a perfect field of characteristic p, let
K; be the fraction field of the Witt ring over k;, and put K := K1®Qp e @QPKW (That is,
take the p-adic completion of W (k) ®z, - - - ®z, W (ky), then invert p to obtain K. Note that
K is not a field if i > 1.)

Let X; be a smooth scheme over k; and put

X = X1 X]FP X]Fp Xn
6
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Let ¢;: X — X be the map that acts by Frobenius on the i-th factor and the identity on
the other factors; note that these maps commute pairwise.

Remark 4.2. Beware that in general X is not noetherian, which creates some complications
in what follows. However, in the crucial use case of the Langlands correspondence, the base
fields k; are finite, in which case this and many other technical difficulties evaporate. See [21]
for a more detailed treatment of this case.

Definition 4.3. For a a positive integer, we define the category ®*-Isoc(X) of convergent
d%-isocrystals on X using local liftings as in [19, §2]; it is a stack for the Zariski topology
and the étale topology on each X;.

To make this explicit, assume that each X; is affine; we can then choose a smooth affine
formal scheme P; over W (k;) with special fiber X;, together with a Frobenius lift o; on P;.
Let P be the product P; Xz, --+ xz, P,,. We define the module of continuous differentials
Qp as the external product Qp, jw ) X« - K Qp, /w,); in particular, it is a finite projective
['(P, O)-module.

An object of ®*-Isoc(X) may then be interpreted as a finite projective module £ over
['(P,O)[p~!] equipped with an integrable K-linear connection V: €& = £ ®r(po)p and hori-
zontal isomorphisms F;: (08)*€ = £ that commute pairwise in the sense that for 1 <i,5 <n,
((0)*F}) o Fj and ((0f)*Fj) o F; coincide as morphisms from (of)*(0§)*E = (0F)*(0f)*€ to
E.

Using similar arguments to the classical case, one can show that the definition of ®*-Isoc(X)
is independent of the choice of X; more precisely, one defines a site of formal lifts and shows
that the pullback functor from crystals on this site to ®*-Isoc(X) as we have defined it is
an equivalence.

The category ®*-Isoc(X) is a Qpa-linear tensor category, where Q,« denotes the unrami-
fied extension of QQ, with residue field of degree a over F,,.

Remark 4.4. For b divisible by a, the restriction functor from ®*-Isoc(X) to ®°-Isoc(X)
admits a left and right adjoint given by

b/a—1
£ D (0f") - (oin)E.
11, =0
We will use these functors at various times to make reductions in both directions, i.e., to
force a = 1 or to force a to be conveniently large.

Definition 4.5. In connection with Remark 4.4, we say that an object £ € ®*-Isoc(X) is
absolutely irreducible if its restriction to ®’-Isoc(X) remains irreducible for any multiple b
of a.

Note that if £ is irreducible but not absolutely irreducible, then H%(X,£Y®E) is a division
algebra over Q«, which is split by Q,» for some multiple b of a by local class field theory.
For this reason, it will be sufficient for our purposes to consider ®%-isocrystals for varying a,
without introducing ramified extension of @, into the coefficients.

Lemma 4.6. Suppose that Xy, ..., X, are geometrically connected and affine and let O be
the unit object of ®*-Isoc(X). Then the only nonzero submodule of I'(P, O) stable under the

Frobenius and connection structures is O itself.
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Proof. Using Remark 4.4, we reduce to the case a = 1. Let M be a submodule of I'(P, O)
stable under the Frobenius and connection structures of @. Choose a field extension k of k;
for which there exists a k-valued point x — X3 xp, -+ xp, X,,. We can then pull back £
along the map X xy, K — X xp, - -+ Xp, X, induced by the projection X; x, k — X; and
the map X; X3, k — Speck = 2 — Xy X, -+ Xp, X,; using the Frobenius action coming
from the composition of the actions of the ¢;, we obtain a submodule of the unit object in
F-Isoc(X; Xy, k). Since X is geometrically connected, so is X; Xy, k, so the resulting object
is either zero or the unit object (because a coherent sheaf on a rigid analytic space admitting
an integrable connection is locally free; see for example [15, Lemma 3.3.3]).

A similar argument applies with X; replaced by X; for i = 2,...,n. Using these facts, we
see that if M is nonzero, then it is supported at every point of SpecT'(P, O)[p~!], and thus
must be equal to O. 0

Corollary 4.7. The category ®*-Isoc(X) is abelian.

Proof. Given a morphism f: & — & in ®%Isoc(X), by applying Lemma 4.6 to the Fitting
ideals of the cokernel of f, we see that this cokernel is a projective module over I'(P, O)[p~].
This implies in turn that the image of f is projective, as then is the kernel. 0J

Lemma 4.8. Let R and S be reduced Fy-algebras and choose g € S not a zero divisor. Then
an element f € R ®p, S[g™1] belongs to R ®r, S if and only if for every morphism R — k
with k an algebraically closed field, the image of f in k ®p, S[g~1] belongs to k ®F, S.

Proof. Choose a basis for the F-vector space S[g~']/S, then write the image of f in R ®p,
(S[g7']/S) in terms of this basis. By considering individual basis vectors separately, we
reduce to the observation that R injects into a product of fields. U

Lemma 4.9. Suppose that X, ..., X, are affine and put X' := Xy xXp, - -+ Xp, Xpn_1. Let U
be an open dense subscheme of X,,, let Q),, be the open formal subscheme of P, supported on
Uy, and let Q) be the open formal subscheme of P supported on X' xg, U,. Let M be a finite
projective T'(P, O)[p~!|-module. Then an element v of M QrpoyI'(Q, O) belongs to M if and
only if for every geometric point T — X', the image of v in M Qrpoy I'(W(T) Xz, @, O)
belongs to M ®ppoy I'(W(T) xz, P,, O).

Proof. By writing M as a direct summand of a finite free module, we reduce to the case M =
['(P,0)[p~']. We may then check the claim modulo successive powers of p, which reduces to
the corresponding mod-p statement: an element f of I'( X' xg, Uy, O) = I'( X', O)®F,I'(U,, O)
belongs to I'(X, 0) = I'(X’, O) @, I'(X,,, O) if and only if for every geometric point 7 — X",
the image of f in x(Z) ®g, I'(U,O) belongs to x(T) ®g, ['(X,0). This is an instance of
Lemma 4.8. O

The following is analogous to [19, Theorem 5.3].

Lemma 4.10. Fori=1,...,n, let U; C X; be an open immersion with dense image and
put U := Uy Xg, - - - Xg, U,. Then the restriction functor ®*-Isoc(X) — ®*Isoc(U) is fully
faithful.

Proof. 1t is sufficient to treat the case where U; = X, for i = 1,...,n — 1, as the functor in
question is a composition of functors of this form. We may assume that the X; are affine.

Using Remark 4.4, we reduce to the case a = 1. Using internal Homs, we further reduce
8



to checking that for £ € ®-Isoc(X), the map H°(X,E) — HO(U,E) is surjective. To check
that a given element of H°(U, &) extends to X, by Lemma 4.9 it suffices to check this after
pullback from X; Xg, -+ X, X,_1 to an arbitrary geometric point; we may thus reduce
directly to [19, Theorem 5.3]. O

Remark 4.11. One can also give a proof of Lemma 4.10 that uses only the diagonal Frobe-
nius, together with arc-descent as in the proof of Lemma 6.11 below. We will record the
details elsewhere; the proof above is needed to serve as a model for Lemma 11.2 later.

5. EXTERNAL PRODUCTS

We next introduce the fundamental construction of convergent ®-isocrystals via external
products, and illustrate some examples of objects that do not arise in this fashion.

Definition 5.1. For S = {i; < --- < i,,} a subset of {1,...,n}, we may define a pullback
functor ®*-Isoc(X;, X, - xp, X;,) = ®*Isoc(X). To simplify notation, we only write
this out in the case where S = {1,...,n —1}. Put X' := X xp, --- xp, X,,_1, work locally
as in Definition 4.3, and put P’ := P, xz, -+ Xz, P,_1. Given & € ®°-Isoc(X’), define its
pullback to be the module & @p(pr 0y I'(P, O) and define the action of o, and differentiation
with respect to vector fields on P, so as to act trivially on &’.

Definition 5.2. Let
S={i1< - <iptUS" ={j1 < <ju}
be a partition of {1,...,n} and put

X/:Xil XF, * "+ XF X

For & € ®Isoc(X’),E" € ®*Isoc(X”), define the external product (or box product)

E'RE" € ®d*Isoc(X) as the tensor product £ @ E” where £, £” are the respective pullbacks
of & &".

Lemma 5.3. With notation as in Definition 5.2, take ], € ®*-Isoc(X’) and E],E €
®-Isoc(X"), all absolutely irreducible. If Hom(EKEY ESRELY) £ 0, then & = &5, E7 =2 &Y.

Proof. By symmetry it suffices to check that H°(X’, £ @ &) # 0, which we may do after
enlarging ki, ..., k,. We start with a nonzero element of H°(X, (&)Y @ &) K (7Y ® &Y)).
After enlarging k1, ..., k, suitably, we may pull back from X" to a geometric point to obtain
a nonzero element of H(X', £)Y @ &)). O

X,/:le Xp, ** XF X

P Im!

Many of the following results are motivated by the principle that “all objects on ®*-Isoc(X)
are derived from external products.” However, this principle is subject to qualifications il-
lustrated by the following two examples (compare Lemma 3.3 and Definition 4.5).

Example 5.4. Take n = 2 and X; := Speck;. Let £ € ®-Isoc(X) be free of rank 2 on the
basis e, e; with the actions of ¢1, 5 being given by
pi(er) =e1, ¢i(ex) =pes, po(er) =e1, pa(e) = pey,

Then & cannot be factored as & X & with & € F-Isoc(X;); however, it can be written as

an extension of two objects of this form.
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Example 5.5. Take n = 2, suppose that k; is algebraically closed, and take X; := Speck;.
Let £ € ®-Isoc(X) be free of rank 2 on the basis e, e; with the actions of ¢; and ¢y being
given by

pi(e1) = ez,  pi(ex) =per, pa(e1) =€ pa(e2) = pe;.
Then &€ cannot be factored as & X & with & € F-Isoc(X;). For a even, the image of £ in
®-Isoc(X) does factor as & K & with & € F*-Isoc(X;), but not uniquely; contrast with
Lemma 5.3.

6. STRATIFICATION BY THE DIAGONAL NEWTON POLYGON

We next use the natural functor ®*-Isoc(X) — F?*-Isoc(X), obtained by forgetting the
partial Frobenius actions and retaining only their composition, to obtain some structural

results about ®-isocrystals. We start with a form of the Grothendieck—Katz specialization
theorem [11, Theorem 2.3.1].

Definition 6.1. For S a perfect ring of characteristic p, let F-Isoc(S) be the category of
finite projective W (S)[p~!]-modules equipped with isomorphisms with their p%pullback. We
may then globalize to define F-Isoc(X) whenever X is a perfect F,-scheme.

For M € F-Isoc(X), define the Newton polygon as a function of z € Spec X by viewing
the pullback of M to z as an object of F?-Isoc(z) and taking its Newton polygon.

Lemma 6.2. For S a perfect scheme of characteristic p and M € F-Isoc(S), the Newton
polygon function of M takes finitely many values, and each level set is a locally closed subspace
of Spec S whose Zariski closure is the zero set of some finitely generated ideal of S.

Proof. We may assume at once that M has constant rank and (as per Remark 4.4) that a = 1.
Fix a finitely generated W (S)-submodule M, of M which generates M over W (S)[p~!]. For
some nonnegative integer n, the action of p™¢ carries M into My; for any such n, the Newton
slopes are bounded below by —n. Similarly, for some n, the action of p"¢p~! carries M, into
My; for any such n, the Newton slopes are bounded above by n. Since the denominators
of these slopes are bounded by rank(M)! (because the Newton polygon at every point has
integral vertices), there are only finitely many possible values for the Newton polygon.
With this, it suffices to check that for each A € Q, the set of € X at which the Newton
polygon has all slopes > X is the zero set of some finitely generated ideal. (Namely, one may
then apply this logic to the exterior powers of M.) In the case where M is free, we may take
M, to be free and then apply [11, Theorem 2.3.1]. In the general case, we choose a surjection
F — M with F' a free module and an associated splitting F' = M @& M’; equip F' with the
trivial action of ¢ (determined by some basis) multiplied by p" (for n suitably large); equip
M’ with the action given by M’ — F % F — M’; then apply the previous case to M & M.
By taking n suitably large, we ensure that the set we compute is determined solely by the
action of ¢ on M. O

We will apply this via the following lemma. Recall that the notation of Definition 4.1
remains in effect.

Lemma 6.3. Suppose that X; is affine fori =1,...,n. Then the completed direct limit of
['(P,0) along 0 := a0 -0 0, is isomorphic to W(S) for S := T'(XPt O).

Proof. The completed direct limit is a strict p-ring with residue ring S; the identification

then follows from the universal property of Witt vector rings. O
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Remark 6.4. Although we will not use this here, we point out a refinement of Lemma 6.3:
the map I'(P,O) — W (S) is module-split. This implies that it is also pure (meaning that
for every I'(P, O)-module M, the map M — M ®ppoy W(S) is injective), and hence an
effective descent morphism for modules [29, Tag 08XA].

To wit, each o; is module-split by the easy direction of Kunz’s regularity criterion, as then
is o: I'(P,0) — I'(P,0). Fixing a module splitting 7, we may then view 7" as a module
splitting of ¢” for all n. Taking these together, completing, and using the identification from
Lemma 6.3 yields a module-splitting of I'(P, O) — W (S).

For the remainder of §6, fix £ € ®*-Isoc(X).

Definition 6.5. For + — X a point, we may pull back £ to F2-Isoc(z) by retaining only
the action of the diagonal Frobenius p® := ¢f o --- 0 ¢%. In particular, we may associate a
diagonal Newton polygon to this pullback.

Theorem 6.6. For x — X a point, the diagonal Newton polygon of £ at x depends only on
the images of x in X1, ..., X,. Moreover, the level sets of the diagonal Newton polygon form
a locally closed stratification of | X1| x -+ x | X,|.

Proof. We may assume that X is affine and set notation as in Definition 4.3 and Lemma 6.3.
By pulling back to W(.S), we may apply Lemma 6.2 to obtain a locally closed stratification
of X. As this stratification must be invariant under the action of ¢{, ..., ¢%, we may apply
Theorem 3.6 to deduce the desired result. 0]

Definition 6.7. We say that £ is diagonally unit-root if the diagonal Newton polygon of £
is constant as a function of | X| with all slopes equal to 0.

Lemma 6.8. For any perfect scheme S of characteristic p and any positive integer a, the
Jormula V=V @z, W(O)[p~ ] defines an equivalence of categories between Qpa-local sys-

tems (interpreted here as finite locally free modules over the pro-étale locally constant sheaf
Qpe ) and the full subcategory of unit-root objects of F2-Isoc(S).

Proof. Suppose first that S is the spectrum of a strictly henselian perfect valuation ring R of
characteristic p. Let n and s be the generic point and the closed point of S. Given an object
M of F2-Isoc(S), its pullback to F2-Isoc(n) is the base extension of M to W (Frac(R))[p™}].
If we start with a unit-root object, then we may choose a lattice in the base extension stable
under ¢ and ¢~* (by starting with any lattice and taking the span of its images under
02, using [11, Basic Slope Estimate 1.4.3] to see that this span is bounded). We may then
invoke [17, Theorem 2.7] to obtain a finite free W (R)-module equipped with a semilinear
p%action; this then defines an object of F*-Isoc(S) which is the pullback of a unit-root
object of F*-Isoc(s). Since s is a geometric point, this proves the claim.

To deduce the general case, we first introduce the arc-topology on the category of perfect
affine F,-schemes in the sense of [3] (previously considered in [28]). For this topology, one has
effective descent for the stack of finite projective W (O)[p~']-modules [9, Proposition 5.9].
Using [3, Example 1.3 and Proposition 3.30], we see that every perfect affine F,-scheme
admits an arc-covering by a product of AIC (absolutely integrally closed) height-1 valuation
rings.

By applying arc-descent once, we see that the formula in question does indeed define a
functor valued in F2-Isoc(S); it is then apparent that the essential image contains only unit-

root objects. To obtain the claimed equivalence, we again use arc-descent to reduce to the
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case where S is the spectrum of a product of AIC height-1 valuation rings; we then formally
reduce to the case where S is the product of a single AIC height-1 valuation ring (as in the
proof of [9, Theorem 6.1]). We then apply the first paragraph to conclude. O

Lemma 6.9. Put S := I'(XP!, O). Let M be a finite projective I'(P, O)[p~!]-module equipped
with an isomorphism with its p*-pullback. Suppose that M:=M ®rp,o) W(S) admits a fi-
nite projective W (S)-submodule My such that ©® carries My into itself and the natural map
My ®wsy W(S)[p~] — M is an isomorphism. Then every v € M with (¢* —1)(v) € M
itself belongs to M.

Proof. It will suffice to check the claim for v € My. It will further suffice to show that
v = vy + pvy for some v € M, v, € ]\7[0. Namely, we can then iterate to show that v is a
convergent (in M) sum of elements of M, and hence itself belongs to M.

To prove the claim, note that a prior: we have a similar representation where vy €
@~ (M) for some nonnegative integer n; it will further suffice to show that if n > 0, then
the same holds with n replaced by n — 1. This follows by writing

vo = ¢*(vo) = (¢" = D(v) +p(¢"(v1) = v1). 0
Theorem 6.10. Suppose that fori=1,...,n, k; is algebraically closed and X; is connected.
Fix a geometric point T of X and let Xy be the connected component of X over which T lies.
Then the following three categories are equivalent.

(a) The full category of diagonally unit-root objects of ®*-Isoc(X).

(b) The full category of unit-root objects of F&-Isoc(XP*) equipped with commuting semi-
linear actions of ©%,..., % which compose to the action of * (i.e., the “diagonally
unit-root objects of ®*-Isoc(XP)”).

(¢) The category of Qua-local systems on X (or equivalently XP°™) equipped with com-
muting actions of ¢$, ..., % which compose to the canonical action of ¢°.

(d) The category of continuous representations of G := m1(Xo,T) on finite-dimensional
Qpa-vector spaces V' equipped with n commuting G-equivariant automorphisms which
compose to the identity.

Proof. By Lemma 6.8, the category of unit-root objects of F2-Isoc(XP) is equivalent to
the category of Qpe-local systems on XPf. This yields the equivalence between (b) and (c).

By Corollary 2.2, my(X) is a torsor for the group coker(A: 7 — Z”) ~ 7n=1 and a Qpe-
local system on X can be described concretely as a finite projective module M over the ring
R := Cts(mo(X),Qpa) equipped with a continuous homomorphism p: G — Autg(M). An
action of the i-th partial Frobenius on a unit-root F*-isocrystal on X then corresponds to an
isomorphism of the corresponding module M with its pul/l\back under the ring automorphism
of R induced by translation by the i-th generator of Z™. In particular, an object of (c)
corresponds to a finite projective R-module M (now necessarily of constant rank) equipped
with a continuous G-action plus commuting G-equivariant isomorphisms with its pullbacks
by the translation automorphisms which compose to the identity. With this description,
there is an evident fully faithful base extension functor from (d) to (c); this functor is also
essentially surjective. This yields the equivalence between (c) and (d).

As a corollary of the equivalence between (b) and (d), we deduce that for X affine and
S = I'(XPet ), every object M of ®%-Isoc(XP!) admits a p%stable lattice, meaning a

finite projective W (S)-submodule M such that the induced map Mo ®@w sy W(S)[p~t] — M
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is an isomorphism and the action of ¢* on M induces an isomorphism @My = M,. (Note
however that My is not necessarily stable under the actions of the individual ¢{.)

Using the previous paragraph together with Lemma 6.9, we deduce that the base extension
functor from (a) to (b) is fully faithful (whether or not X is affine). To establish that this
functor is also essentially surjective, it suffices to factor the equivalence from (d) to (b)
through (a); for this we apply [10, Proposition 4.1.1] as in the proof of [5, Theorem 2.1]. [

We next adapt Katz’s construction of slope filtrations [11, Corollary 2.6.2].

Lemma 6.11. Let S be a perfect ring of characteristic p. Let M be a finite projective
W (S)[p~t]-module equipped with an isomorphism with its ©®*-pullback. Suppose that the func-
tion assigning to x € Spec S the Newton polygon of the pullback of M to x is constant. Then
there exist a uniquely split filtration

OZMOCCMIZM

of M by ©*-stable submodules and an ascending sequence py < --- < p; of rational numbers
such that for j =1,...,1, M;/M;_1 is a finite projective W (S)[p~*]-module and the Newton
polygon of its pullback to any x € SpecS has all slopes equal to ;. Moreover, the filtra-
tion and sequence are both uniquely determined by this requirement. (We call this the slope
filtration of M.)

Proof. Using arc-descent as in the proof of Lemma 6.8, we reduce to the case where S is an
AIC height-1 valuation ring. By [17, Theorem 2.7], any finite projective W (S)[p~!]-module
is free; moreover, we can choose a basis for which the Hodge polygon of ¢ coincides with
the Newton polygon. We may then apply [11, Theorem 2.4.2] to obtain the desired filtration
and [11, Theorem 2.5.1] to obtain the unique splitting. U

Theorem 6.12. Suppose that the diagonal Newton polygon of € is constant as a function
on |X|. (By Theorem 6.6, this function always factors through | Xi| x - -- x| X,|.) Then there
exist a filtration

0=&C---Cc& =€

in ®*-Isoc(X) and an ascending sequence py < --- < p of rational numbers such that
for 3 =1,...,1, the diagonal Newton polygon of E£;/E,_1 is everywhere equal to a polygon
with all slopes ;. Moreover, the filtration and sequence are both uniquely determined by this
requirement. (We call this the diagonal slope filtration of £.)

Proof. We may assume at once that X is affine. We may pull back £ to obtain an object
E e F~ Isoc(X perf) - Apply Lemma 6.11 and let & be the first nonzero step of the resulting
filtration of &; by the uniqueness of the filtration, &, is stable under the actions of the of. It
will suffice to show that & is itself the base extension of a subobject & of £ in ®*-Isoc(X);
for this purpose, we may increase a and then twist to reduce to the case p; = 0. We may
then apply Theorem 6.10 to produce a diagonally unit-root object & € ®- Isoc(X) which
pulls back to 517 it then remains to check that the inclusion 51 — & descends to a morphism
& — &£. This follows by applying Lemma 6.9 to £ ® £. d

Remark 6.13. In Lemma 6.11, using the fact that S is perfect, one can similarly apply
[12, Proposition 5.4.3] to show that the filtration splits uniquely; that is, the slope filtration

refines to a slope decomposition. However, this is not the case in Theorem 6.12.
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7. RELATIVE DIEUDONNE-MANIN

In the case where one of the factors in the product is a geometric point, we obtain a relative
version of the usual Dieudonné-Manin decomposition theorem [20, Corollary 14.6.4].

Hypothesis 7.1. Throughout §7, suppose that k, is algebraically closed and X,, = Speck,,,
and put X’ := X, Xp, +*+ Xw, Xn_1. Let m,: X — X, denote the projection map.

Lemma 7.2. Assume that X is affine. For &' € ®*Isoc(X’) andi > 0, let £ be the pullback
of & from X' to X; then

Hﬁig(X>6)¢n = Hﬁig(X/7 8/)7 Hﬁig(X>6)80n =0.
Proof. We may assume that £ is at most countably generated over IF,,. With notation as in
Definition 4.3, put P' := P| Xz, --- Xz, P,_1. Using a Schauder basis for K, over Q, 20,

Lemma 1.3.11], we see that for each 4,
NP RE"=T(PARE), NP, ®E),, =0.

We may then deduce the claim by comparing the two spectral sequences that compute the
total cohomology of

PSS o wE. O

Theorem 7.3. Every object £ € ®*-Isoc(X) decomposes uniquely as a direct sum

E=Pé
deQ
in which for d = % in lowest terms, &q is obtained by pulling back an object of ®°-Isoc(X’)
equipped with an endomorphism F,, such that F; = p", which then gives the action of ¢, on
the pullback. (The latter may be recovered from Eq as the kernel of & — p".)

Proof. We may assume that X is affine. Suppose first that the diagonal Newton polygon
of £ is constant as a function on |X’|. Using Lemma 7.2 to compare extensions, we may
reduce to the case where £ is irreducible. By Theorem 6.12, this means that the diagonal
Newton slopes of £ are all equal to a single value. By increasing a and then twisting, we may
reduce to the case where this single value is 0. In this case, after enlarging ky,...,k,_1 to
become algebraically closed, Theorem 6.10 gives rise to a finite-dimensional QQ,-vector space
V' admitting an invertible linear action of ¢,,. If we tensor this vector space over Q, with K,
then we may apply the usual Dieudonné-Manin theorem [27] (see also [20, Corollary 14.6.4])
to decompose into eigenspaces as specified.

Now consider the general case. By Theorem 6.6, there exists an open dense subspace U’
of X' of the form Uy X, - - - Xg, U, _; on which the diagonal Newton polygon is constant. By
Lemma 4.10, we may extend projectors defining the direct sum decomposition from U’ x, ki,

to X' xg, k, = X; we may thus reduce to the previous paragraph. 0
Corollary 7.4. Suppose that ki, ..., k, are algebraically closed and that X; = Speck; for
i=1,...,n. Then every object of ®*-Isoc(X) decomposes uniquely as a direct sum
D fua
di,eydn €Q
in which for dy,...,d, € Q with least common denominator s, &y, . 4, 15 obtained by

pulling back a finite-dimensional Q,-vector space equipped with commuting endomorphisms
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Fi,...,F, such that F} = p%* which then give the actions of ©$,...,0% on the pull-
back. (This vector space may be recovered from g, .. 4, as the joint kernel of % — p%*
fori=1,...,n.)

n

Proof. This follows by repeated application of Theorem 7.3. O

8. JOINT NEWTON SLOPES

As a corollary of the relative Dieudonné—Manin theorem, we may now define and study
a “Newton polygon” that keeps track of the slopes for each of the partial Frobenius maps
separately. Throughout §8, fix £ € ®*-Isoc(X).

Definition 8.1. Define joint Newton slopes of £ at a point (z1,...,x,) € | Xq| X -+ x | X,,]
as follows. Choose geometric points Z; lying over z;, put X := 7 Xp, **+ XF, Tn, and apply
Corollary 7.4 to the pullback of £ to ®-Isoc(X). For (di,...,d,) € Q", we declare the
multiplicity of (dy,...,d,) as a slope of £ to be rank(&y, .. 4,). This does not depend on the

choice of the ;.
We have the following refinement of Theorem 6.6.

Theorem 8.2. The joint Newton slope multiset of €, as a function on |X|, is constant on
each (connected) stratum of the stratification by the diagonal Newton polygon (Theorem 6.6).
In particular, it also factors through |Xq| x -+ x | X,].

Proof. We may first apply Theorem 6.6 to reduce to the case where the diagonal Newton
polygon is constant on | X|, then apply Theorem 6.12 to further reduce to the case where £
is diagonally unit-root. In this case, the claim follow at once from Theorem 6.10. 0

9. PARTIAL SLOPE FILTRATIONS

Now that we have a meaningful notion of joint Newton slopes for a ®-isocrystal, we derive
a form of the slope filtration theorem.

Lemma 9.1. Let &;,E € F*Isoc(X;) be objects which are isoclinic of respective slopes
Wiy i Put £ =6 X---KE,E =EN---KE .

(a) If HO(X,EV @ &) # 0, then p; = i, for all i.

(b) If HY(X,EY @ &) # 0, then pu; > il for all .

Proof. In both cases, we may reduce to the case where &; is the trivial object and p; = 0 for
all 7; by permuting indices, we may reduce to proving the claimed assertion for ¢ = n.

To check (a), we may pull back from X XF, -+ XF, Xp—1 to a suitable geometric point to
reduce to the case n = 1.

To check (b), suppose first that X = Spec R is affine. Suppose that 0 < pu/ . Given an
extension of &', after pulling back from X xg, - - - X, X;,_1 to any geometric point we obtain
a unique splitting for the action of ¢,,. In particular, this splitting spreads out uniquely over
nilpotent thickenings. Since the homomorphism from R to the product of its completions
at maximal ideals is faithfully flat (by applying [29, Tag 00MB] and [29, Tag 05CZ] as in
[8, Remark 6.4]) and the uniqueness gives us descent data for the resulting fpqc covering,
we obtain a unique splitting of the original extension for the action of ¢,,. The uniqueness

implies that the splitting is also preserved by the other actions, yielding H*(X,&") = 0.
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Finally, the uniqueness of the splitting allows us to extend the argument to the case where
X is not necessarily affine. 0

Lemma 9.2. For d € Z, let O(d) € F*Isoc(X;) be the object of rank 1 with a generator
v satisfying p*(v) = p?v. Suppose that £ € ®*-Isoc(X) is diagonally unit-root. Then after
replacing a by some suitable multiple, £ decomposes as a direct sum

D ua

d17"'7dn

indezed by tuples (dy,...,d,) € Z" with dy + -+ 4+ d, = 0, in which &, a4, S a successive
extension of objects each of the form

(Fie0(d)X---X(F,®0(d,))
for some unit-root objects F; € F*-Isoc(X;).

Proof. Choose a geometric point * of X. By Theorem 6.10, £ corresponds to a continuous
representation of G := m(X;,7) x --- X m(X,,,T) on a finite-dimensional Q,«-vector space
V' equipped with G-equivariant, commuting, invertible actions of ¢f, ..., % which compose
to the identity. After replacing a by a suitable multiple and enlarging ki, ..., k, to be alge-
braically closed, we may apply Corollary 7.4 at © to deduce that for each 7, the eigenvalues
of ¢f on V belong to Q.. By separating V' into its joint eigenspaces and then twisting, we
may reduce to the case where ¢f, ..., % all fix V.

In this case, we prove that £ = F; X --- X F, by induction on n, as follows. We may of
course assume V' # 0. By further enlarging a, we may reduce to the case where the irreducible
constitutents of V' as a representation of m;(X,,T) are absolutely irreducible; let W be such
a constituent which occurs as a subobject of V. By Theorem 6.10, W corresponds to an
irreducible unit-root object F, € F*-Isoc(X,,), while Homy, x, z (W, V) with its action of
71 (X1, T) % - - xm(X,_1,T) corresponds to a diagonally unit-root object £ € ®-Isoc(X; XF,
-+ Xp, Xn—1) such that &' X F,, maps injectively to €. Applying the induction hypothesis to
&' proves the claim. O

Corollary 9.3. Suppose that £ € ®*-Isoc(X) has constant diagonal Newton polygon. Then
fori=1,....n, £ admits a filtration

0=&C---Cc&gE=E

in ®*-Isoc(X) and an ascending sequence 1 < --- < py of rational numbers such that for
Jj=1,...,1, every joint Newton slope of £;/E;_1 has i-th component equal to p;. Moreover,
the filtration and sequence are both uniquely determined by this requirement. (We call this
the i-th partial slope filtration of £.)

Proof. By Theorem 8.2, the joint Newton polygon of £ is also constant. By Remark 4.4, we
are free to enlarge a to ensure that the joint Newton slopes are integers. We may then apply
Lemma 9.2 to the successive quotients of the diagonal slope filtration; this yields a filtration
in which each successive quotient has the property that every joint Newton slope has a fixed
value in the ¢-th component, but these values may not occur in ascending order. However,

using Lemma 9.1 we can reorder the successive quotients to enforce this condition. 0]
16



10. SLICES

We finally arrive at our main structure theorem for convergent ®-isocrystals, modeled on
Corollary 3.4.

Hypothesis 10.1. For the remainder of §10, put X’ := X; Xg, --- xp, X,,—; and choose
€ € ®-Isoc(X). Apply Theorem 6.6 to choose open dense subschemes U; of X; such that
the diagonal Newton polygon is constant on U := Uy Xg, - Xp, U,.

Lemma 10.2. Let m,: X — X, be the projection map. Then the essential image of the
pullback functor w} from F*-Isoc(X,,) to ®*-Isoc(X) is closed under formation of quotients
(and hence subquotients).

Proof. Choose £ € F*-Isoc(X,,) and let 7€ — F be a surjection in ®*-Isoc(X). To prove
the claim, we may do so after enlarging ki,...,k,; we may thus assume that there exists
a k,-rational point x € X’. In this case, we obtain a candidate for an object which pulls
back to F by pulling the surjection 7€ — F back to =z x; X,, = X,,. To check that this
candidate does indeed have pullback isomorphic to F, by Lemma 4.10 we may reduce to

the case where U; = X, for ¢« = 1,...,n. Using Theorem 6.6, we may further reduce to the
case where the diagonal Newton polygon is constant. We may then deduce the claim from
Theorem 6.10. [l

Lemma 10.3. Let 7,: X — X, be the projection map.

(a) The pullback functor 7} from F2-Isoc(X,,) to ®*-Isoc(X) admits a right adjoint m,..
(b) The formation of m,.(E) commutes with base change from U, to any other scheme.

Proof. Note that 7 is fully faithful and by Lemma 10.2 its essential image is closed under
formation of subquotients. Hence given £ € ®-Isoc(X), the collection of subobjects of £

which belong to the essential image of 7 has a maximal element F; we define 7,.(€) to be
the object of F*-Isoc(X,,) of which F is a pullback. This yields (a).

To prove (b), using Lemma 4.10 we may reduce to the case where U; = X fori =1,... n.
Using Theorem 6.12 (and suitably enlarging a), we may further reduce to the case where £
is diagonally unit-root. In this case, the claim follows at once from Theorem 6.10. 0

Definition 10.4. For £ € ®%Isoc(X) and T, — X, a geometric point, we may apply
Theorem 7.3 to split the pullback of £ to ®-Isoc(X’ Xy, T,) as a direct sum P, o & For
r € Z, we may further write &, = £, X O(r) for some £ € ®*-Isoc(X’). The object &/ is
called the r-slice of £ over T,,.

Lemma 10.5. Forr € Z, the r-slices of £ over any two geometric points of U, are isomor-
phic.

Proof. By twisting, we may reduce to the case r = 0. By Lemma 4.10, we may reduce to
the case U = X. By Corollary 9.3, we may further reduce to the case where the n-th partial
slope filtration of £ consists of a single step. In this case, by analogy with Theorem 6.10, we
may construct a continuous action of 7 (X,,T,) on the r-slice of £ over T,; we then obtain
isomorphisms of r-slices over distinct geometric points via parallel transport. O

Lemma 10.6. Let & be the r-slice of £ at some geometric point of U,, and suppose that this is
nonzero. Then there exist an object G € F*-Isoc(U,) and a nonzero map E{MG — &E|xxy v, -
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Proof. Let ©/* denote the pullback functor from ®*-Isoc(X’) to ®*Isoc(X). Put G :=
Tox(T(EY) ® €); by Lemma 10.5 and Lemma 10.3(b), we have G # 0. The desired map is
given by composing the canonical inclusion E/XG — 7/*(EL) @ (7/*(EY)RE), the identification
THEN @ (mFEY)RE) 2 k(& @ EY)® E, and the contraction 7/ (€L @ EY) @ € — €. We
may see that this map is nonzero by slicing again. U

Lemma 10.7. Suppose that £ is absolutely irreducible. Then there exist absolutely irreducible
objects F € ®*-Isoc(X’),G € F*-Isoc(X,,) such that € = FXG.

Proof. As per Remark 4.4, we are free to increase a. By Lemma 10.6, we have absolutely
irreducible objects F € ®*-Isoc(X’),G € F*-Isoc(U,,) and a surjective morphism F X G —
& Xz, Un - Pulling back from X’ to a product of geometric points Z’, we obtain a surjective
morphism F |z XG — |z, v, By decomposing €|z« x, according to Theorem 7.3, we ob-
tain a surjective morphism G — H|y, in F*-Isoc(U,,) for some nonzero H € F*-Isoc(X,,)
and some positive integer m. In particular, all of the constituents of H in F*-Isoc(U,,) are
isomorphic to G, so there exists a surjection H|y, — G. We may thus replace G with an
absolutely irreducible quotient G’ of H in F2-Isoc(X,,), then apply Lemma 4.10 to extend
the resulting morphism F & (G'|v,) = €[x/xs v, to a surjective morphism FXG" — €. Since
F and G’ are both absolutely irreducible, so is F X G’ because

HY(X,(FRG)' @ (FRG)) = HY(X', F'QF)®q,. H(X0,G" ©G) = Qp @g,. Qpe = Qpe;
the map F X G" — £ must therefore be an isomorphism. O

Theorem 10.8. Any absolutely irreducible object in ®*-Isoc(X) is isomorphic to E;K- - -KE,
for some absolutely irreducible objects &; € F*-Isoc(Xj).

Proof. This follows from Lemma 10.7 by induction on n. U

Remark 10.9. When the base fields k; are all finite, one can reformulate Theorem 10.8 in

the language of Tannakian fundamental groups to obtain a much more direct analogue of
Theorem 3.2. See [21, §3].

11. OVERCONVERGENT ®-ISOCRYSTALS

We conclude by transferring our previous results, particularly Theorem 10.8, from conver-
gent to overconvergent F-isocrystals.

Definition 11.1. For ¢ = 1,...,n, let X; — Y; be an open immersion of schemes of finite
type over k; and put

Y:Z)/i XFP"'XF Yn

We may again define the category ®*-Isoc(X,Y") using local liftings as in [19, §2]; it is again
a stack for the Zariski topology and the étale topology on each X;.

To make this explicit, suppose that X; and Y; are both affine. Let (); be an affine formal
scheme over W (k;) with special fiber ¥; which is smooth in a neighborhood of X;, and such
that the open subscheme supported on X; is isomorphic (in a chosen way) to P;. Let @ be
the product @y xz, - - - Xz, Qn. Let R be the direct limit of O(U) as U runs over products of
strict neighborhoods of the tube of X; in the Raynaud generic fiber of @); over K;. Then an

object of ®%-Isoc(X,Y) is a finite projective module £ over R equipped with an integrable
18
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K-linear connection and horizontal isomorphisms F;: (¢¢)*€ = £ that commute pairwise in
the same sense as in Definition 4.3.

Again by comparing to a site-theoretic definition using all possible local lifts, one can
show that the definition of ®*-Isoc(X,Y) is independent of the choice of X (compare [26]).
We may then globalize to allow the case where each Y; is proper over k;, and show that the
resulting category depends only on the X; (compare [19, Lemma 2.6]. This gives the category
of overconvergent ®*-isocrystals on X, denoted ®*-Isoc!(X).

The category ®*-Isoc(X,Y) is a Qpe-linear tensor category, where Q,« denotes the un-
ramified extension of @, with residue field of degree a over F,,.

We have the following analogue of Lemma 4.10.

Lemma 11.2. The restriction functor ®*-Isoc(X,Y) — ®*Isoc(X) is fully faithful.

Proof. Tt is sufficient to prove that the restriction functor ®*-Isoc(X,Y) — ®%Isoc(X,Y”)
is fully faithful for Y/’ := Y} Xp, *** Xp, Yo—1 Xp, X,, as the functor in question can be
represented as a composition of functors of this form. The proof of Lemma 4.10 carries over
except that to show that a given element of H°(X, £) extends, it is not sufficient to pull back
to individual geometric points of X; X, - -+ xg, X;,_1; however, we claim that we may infer
a suitable uniformity over these points which does suffice.

To make this explicit, we assume that X = G¢,Y = A (the general case can be re-
duced to this using [19, Remark 2.9]). We then take P, := Spf W(k, (T, ..., TF), Q, =
Spf W(k,)(T4,...,T,). For r < 1, let U, be the strict neighborhood of the tube of X,, given
by the conditions |T4|,...,|T,| > r. Fix a finite set of module generators of &, let F be the
free module on these generators, and fix a splitting F = £ & &’ of the surjection F — £. Let
&, F be the base extensions of £, F to I'(P, O). Let A be the matrix of action on the basis
of F for the endomorphism given by projecting to &, applying ¢ there, and injecting back
to €. For r < 1, let |o|_ be the supremum norm on F given by taking the supremum over
U,. Then we can choose rq such that |A|,,, |A7],, > co.

Let v € € be the image of an element of HO(X, ]-A") Then Ap(v) = v, where now the

action of ¢ on F is coefficientwise. For r € [rf, 1), we have
|V|7‘ S |V|r1/P ’A_l‘,rl/p;

on the other hand, by the log-convexity of Gauss norms,
Vi < VPV

Putting these together yields

—1|p/(p=1)
|V|r < |V|1 {A F1/p
provided that |v| < oco. The upshot is that given the qualitative statement that |v| < oo
for some r € (0,1), we may then deduce a quantitative bound for a specific value of r; this

justifies the argument in the first paragraph. (Compare [14, Proposition 2.5.8].) O
We have the following analogue of Theorem 7.3.

Theorem 11.3. Suppose that k,, is algebraically closed and X,, =Y, = Speck,,. Put X' :=
X1 Xg, - Xp, Xno1 and Y' :=Y) Xg, - -+ X, Y_1. Then every object £ € ®*-Isoc(X,Y)
19



decomposes uniquely as a direct sum

E=Pé
deQ
in which for d =~ in lowest terms, &; is obtained by pulling back an object of ®*-Isoc(X',Y)
equipped with an endomorphism F,, such that F; = p", which then gives the action of ¢, on

the pullback.

Proof. By Theorem 7.3, we obtain a corresponding decomposition in ®*-Isoc(X); we may
then use Lemma 11.2 to promote this decomposition to ®*Isoc(X,Y). O

We have the following analogue of Lemma 10.3, but with a very different proof.

Lemma 11.4. Let 7, X — X,, be the projection map.
(a) The pullback functor ©* from F-Isoc'(X,) to ®-Isoc'(X) admits a left and right
adjoint m.
(b) There exists an open dense subset V,, of X,, such that the formation of m,.(E) com-
mutes with base change from V,, to any other scheme.

Proof. Apply [13, Theorem 7.3.3]. O

Lemma 11.5. Suppose that € is absolutely irreducible. Then there exist absolutely irreducible
objects F € ®*-Isoc(X’),G € F*-Isoc(X,,) such that £ = FKG.

Proof. As per Remark 4.4, we are free to increase a. Using Theorem 11.3 in place of The-
orem 7.3, for r € Z we may define the r-slice of £ over a geometric point =, of X,,. By
Lemma 4.10 plus Lemma 10.5, the r-slices of £ over any two geometric points of U, are
isomorphic. By increasing a, we may ensure that there exists r € Z for which one of these
slices, which we denote by &, is nonzero. Choose V,, C U,, as in Lemma 11.4; we can then
define G = 7. (77(EY) ® ) € F*-Isoc!(V,). Arguing as in the proof of Lemma 10.6, we
obtain a nonzero map & K G — &|xix; v,

We now argue as in the proof of Lemma 10.7. Pulling back from X’ to a product of
geometric points T’, we obtain a surjective morphism Flz XG — & |E’XFan- By decomposing
&z xs, x, according to Theorem 11.3, we obtain a surjective morphism G — H|y, in

F>-Isoc'(V,) for some nonzero H € F*Isoc(X,,). In particular, all of the constituents of
H in F-Isoc'(V},) are isomorphic to G, so there exists a surjection H|y, — G. We may
thus replace G with an absolutely irreducible quotient G’ of # in F*-Isoc'(X,,), then apply
Lemma 11.2 to extend the resulting morphism F & (G'v;,) = &|x/xs,v, to a morphism
FXG — £. As in the proof of Lemma 10.7, this map is an isomorphism. O

Theorem 11.6. Any absolutely irreducible object in @a—IsocT(X) 15 1somorphic to &N - - X
&, for some absolutely irreducible objects & € F*-Isoc'(X;).

Proof. This follows from Lemma 11.5 by induction on n. U

Remark 11.7. Echoing Remark 10.9, in the case where the k; are all finite (which is the only
case needed for the application to geometric Langlands) one can reformulate Theorem 11.6
as a statement about products of Tannakian fundamental groups. In addition, one can use
cohomological methods to establish this result directly, without reduction to the convergent

case. See [21, §1].
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