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Abstract

We show that the mean curvature flow of generic closed surfaces in R? avoids asymp-
totically conical and non-spherical compact singularities. We also show that the mean
curvature flow of generic closed low-entropy hypersurfaces in R* is smooth until it
disappears in a round point. The main technical ingredient is a long-time existence
and uniqueness result for ancient mean curvature flows that lie on one side of asymp-
totically conical or compact shrinking solitons.
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1 Introduction
1.1 Overview of results

Mean curvature flow is the analog of the heat equation in extrinsic differential geom-
etry. A family of surfaces M (t) C R? flows by mean curvature flow if

(%X)l=HM(r>(X), (1.1

where Hj ;) (X) denotes the mean curvature vector of the surface M (¢) at x. Unlike
the traditional heat equation, mean curvature flow is nonlinear. As a result, the mean
curvature flow starting at a closed surface M C R? is guaranteed to become singular
in finite time. There are numerous possible singularities and, in general, they can lead
to a breakdown of (partial) regularity and of well-posedness. A fundamental problem,
then, is to understand singularities as they arise.

A common theme in PDEs arising in geometry and physics is that a generic so-
lution exhibits better regularity or well-posedness behavior than the worst-case sce-
nario. This aspect of the theory of mean curvature flow has been guided by the fol-
lowing well-known conjecture of Huisken [75, #8]:

A generic mean curvature flow has only spherical and cylindrical singularities.

The implications of this conjecture on the partial regularity and well-posedness of
mean curvature flow is an important field of research in itself. See Sect. 1.2 for the
state of the art on the precise understanding of the effects of spherical and cylindrical
singularities on the partial regularity and well-posedness of mean curvature flow.

The most decisive step toward Huisken’s conjecture was taken in the trailblazing
work of Colding—Minicozzi [42], who proved that spheres and cylinders are the only
linearly stable singularity models for mean curvature flow. In particular, all remaining
singularity models are linearly unstable and ought to occur only non-generically. See
Sect. 1.3 for more discussion.

In this paper we introduce a new idea and take a second step toward the genericity
conjecture and confirm that a large class of unstable singularity models are, in fact,
avoidable by a slight perturbation of the initial data. Roughly stated, we prove:
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Mean curvature flow with generic initial data

The mean curvature flow of a generic closed embedded surface in R? encoun-
ters only spherical and cylindrical singularities until the first time it encoun-
ters a singularity (a) with multiplicity > 2, or (b) that has a cylindrical end but
which is not globally a cylinder.

Cases (a) and (b) are conjectured to not occur (see the nonsqueezing conjecture and
the no cylinder conjecture in [78]). This would yield Huisken’s conjecture in full.
Using a similar method, we also prove a related statement for hypersurfaces in R*:

The mean curvature flow starting from a generic hypersurface M C R* with
low entropy remains smooth until it dissapears in a round point.

In particular, this gives a direct proof of the low-entropy Schoenflies conjecture (re-
cently announced by Bernstein—Wang).

Our genericity results rely on keeping simultaneous track of flows coming out of
a family of auxiliary initial surfaces on either side of M. The key ingredient is the
following new classification result of ancient solutions to mean curvature flow that
lie on one side of an asymptotically conical or compact singularity model:

For any smooth asymptotically conical or compact self-shrinker X, there is a
unique ancient mean curvature flow lying on one side of /—tX for all t <O.
The flow exhibits only multiplicity-one spherical or cylindrical singularities.

See Sect. 1.4 for more detailed statements of our results, and Sect. 1.5 for a discussion
of the method and the technical ingredient.

1.2 Singularities in mean curvature flow

Thanks to Huisken’s monotonicity formula, if X is a space-time singular point of a
mean curvature flow M, it is possible to perform a parabolic rescaling around X and
take a subsequential (weak) limit to find a tangent flow M’ [67, 76]. A tangent flow
is always self-similar in the sense that it only flows by homotheties. If the r = —1
slice of the flow is a smooth hypersurface X, then X satisfies

H—i—%xL:O,

where H is the mean curvature vector of ¥ and x is the normal component of x.
In this case, we call X a self-shrinker. The tangent-flow M’ at a time ¢ < 0 is then
+/—t X, though possibly with multiplicity.

The simplest shrinkers are the generalized cylinders: R" % x Sk(v/2k), k =
0, ..., n. However, there are known to be many more examples: [1, 28, 81, 82, 87].
See also the earlier numerical work [2, 41, 75].

In general, non-cylindrical singularities (in the sense of generalized cylinders)
can cause a breakdown in partial regularity or well-posedness of the flow (cf.
[2, 75, 106]). It has thus been desirable to find situations where only cylindri-
cal singularities arise and to use this information to analyze the partial regularity
and well-posedness of the flow. To that end, Huisken classified generalized cylin-
ders as the only self-shrinkers with positive mean curvature [67, 68] (and bounded
curvature, cf. [45, 107]). This has led to a strong understanding of mean curva-
ture flow in the mean convex case thanks to Huisken—Sinestrari [69-71], White
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[105, 107, 111], Brendle and Brendle—Huisken [19, 24], Haslhofer—Kleiner [63, 64],
Angenent—Daskalopoulos—ﬁe§um [3, 4], and Brendle—Choi [22, 23].

The next level of difficulty is to understand flows of surfaces in R? that needn’t be
globally mean convex, but which happen to only experience multiplicity-one cylin-
drical singularities. There have been major recent advances on this topic. Colding—
Minicozzi [45] proved (using their earlier work [44], cf. [47]) that mean curvature
flows in R? having only multiplicity-one cylindrical tangent flows are completely
smooth at almost every time and any connected component of the singular set is con-
tained in a time-slice. More recently, Choi—Haslhofer—Hershkovits showed [39] (see
also [40]) that there is a (space-time) mean-convex neighborhood of any cylindri-
cal singularity. In particular, combined with [89], this settles the well-posedness of a
mean curvature flow in R? with only multiplicity-one cylindrical tangent flows.

For flows of general surfaces in R?, which may run into arbitrary singularities, our
understanding of mean curvature flow near a singular point is quite limited at present.
The most fundamental issue is the potential for higher multiplicity to arise when tak-
ing rescaled limits around a singular point. Nonetheless, some important information
is available about the tangent flows at the first singular time due to important results
of Brendle [20] classifying genus zero shrinkers in R and of Wang [102] showing
that a smooth finite genus shrinker in R? has ends that are smoothly asymptotically
conical or cylindrical. Besides the issue of multiplicity, another problem is the huge
number of potential shrinkers that could occur as tangent flows, greatly complicat-
ing the analysis of the flow near such a singular point. (This issue presumably gets
considerably worse for hypersurfaces in R"*1.)

1.3 Entropy and stability of shrinkers

Huisken has conjectured [75, #8] that cylinders and spheres are the only shrinkers
that arise in a generic (embedded) mean curvature flow. This conjecture provides a
promising way of avoiding the latter problem mentioned above.

Huisken’s conjecture was reinforced by the numerical observation that non-
cylindrical self-shrinkers are highly unstable. This instability was rigorously formu-
lated and proven in the foundational work of Colding—Minicozzi [42]. They defined
the entropy

n—Lix x12
A(M) := sup / (Ameg)~ 2e aig X%l
X0€R3 M
to>0

and observed that ¢ — A(M;) is non-increasing along any mean curvature flow, by
virtue of Huisken’s monotonicity formula. Moreover, they proved that any smooth
self-shrinker with polynomial area growth, other than generalized cylinders (i.e.,
Rk x Sk («/ﬂ) with £k =0, ...,n), can be smoothly perturbed to have strictly
smaller entropy. This result has been used fundamentally in [7, 46] (cf. [88]), though
we will not need to make explicit use of it in this paper.

There have been many important applications of Colding—Minicozzi’s classifi-
cation of entropy-stable shrinkers. First, they showed their result can be used to
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define a piecewise mean curvature flow that avoids non-spherical compact self-
shrinkers. This idea has been used to classify low-entropy shrinkers, beginning with
the work of Colding—Ilmanen—Minicozzi—White [46] who showed that the round
sphere S" € R"*! has the least entropy among all non-planar self-shrinkers. Sub-
sequently, Bernstein—-Wang extended this to show that the round sphere has least en-
tropy among all closed hypersurfaces [7] (see also [113]) and that the cylinder R x S!
has second least entropy among non-planar self-shrinkers in R3 [8]. Bernstein—Wang
have recently used these classification results, along with a surgery procedure, to
show that if M3 C R* has A(M) < A(S* x R), then M is diffeomorphic to S [11]
(see also [9]).

1.4 Our perturbative statements

Let us describe our main perturbative results. First, we have a low-entropy result
o TRd
in R™:

Theorem 1.1 Let M> C R* be any closed connected hypersurface with (M) <
A(S? x R). There exist arbitrarily small C*® graphs M’ over M so that the mean
curvature flow starting from M’ is smooth until it disappears in a round point.

We state and prove this ahead of our result for R because its statement and proof
are simpler. The low-entropy assumption allows us to perturb away al/ unstable sin-
gularities (in the sense of Colding—Minicozzi) and thus obtain a fully regular nearby
flow. In fact, Theorem 1.1 is a special case of Theorem 10.1, which applies in all
dimensions under suitable conditions. See also Theorem 10.7 and Corollary 10.8 for
results showing that the above behavior is generic in a precise sense.

Theorem 1.1 immediately implies the following low-entropy Schoenflies theorem,
recently announced by Bernstein-Wang (cf. [16, p. 4]).!

Corollary 1.2 (Bernstein-Wang [14]) If M3 C R* is a closed connected hypersurface
with (M) < A(S? x R), then M bounds a smoothly standard 4-ball and is smoothly
isotopic to a round S3 2

For generic mean curvature flow of embedded surfaces in R3, we show more:

Theorem 1.3 Let M? C R? be a closed embedded surface. There exist arbitrarily
small C* graphs M’ over M so that:

(1) the (weak) mean curvature flow of M’ has only multiplicity-one spherical and
cylindrical tangent flows until it goes extinct, or

Twe emphasize that our proof of Theorem 1.1 relies heavily on several of Bernstein—Wang’s earlier works
[7,8, 11] and as such our proof here of Corollary 1.2 has several features in common with their announced
strategy. The key point here, however, is that our study of generic flows in Theorem 1.1 allows us to
completely avoid the need for any surgery procedure or the refined understanding of expanders obtained
in [10, 12, 13, 15, 16].

2The isotopy from M to the round S3 follows from Theorem 1.1, and the fact that M bounds a smooth
4-ball is then a consequence of the Isotopy Extension Theorem (cf. [65, §8, Theorem 1.3]).
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(2) there is some T > 0 so that the previous statement holds for times t < T and at
time T there is a tangent flow of M’ that either
(a) has multiplicity > 2, or
(b) has a cylindrical end, but is not a cylinder.

Note two things:

e In the R? theorem, unlike in the low-entropy higher dimensional theorems, we
need to make use of a weak notion of mean curvature flow because we are plac-
ing no entropy assumptions and are thus interested in flowing through spherical
and cylindrical singularities. See Theorem 11.1 for the precise statement, which
includes the notion of weak mean curvature flow that we make use of.

e Both of the potential tangent flows in case (2) are conjectured to not exist (see the
nonsqueezing conjecture and the no cylinder conjecture in [78]).

There are two features of our work that distinguish it from previous related work:

e We only need to perturb the initial condition. See [42] for a piecewise flow con-
struction that perturbs away compact singularity models (see also [98]).
e We are able to perturb away (certain) non-compact singularity models.

1.5 Our perturbative method: ancient one-sided flows

For a fixed hypersurface My C R"*!, one has a weak mean curvature flow 7 > Mo (t)
starting at My. Suppose that X = (x, T') is a singular point for # > My (¢). The usual
method for analyzing the singularity structure at X is to study the tangent flows of
t— My(t) at X, i.e., the (subsequential) limit of the flows

1+ AM(Mo(T 4 2%1) — x) =: M} (1)

as A — 00. As discussed above, by Huisken’s monotonicity formula, for # < 0, this
will weakly (subsequentially) converge to a shrinking flow ¢ — M’(¢) associated to
a (weak) self-shrinker.

Our new approach to generic mean curvature flow is to embed the flow ¢ = M(¢)
in a family of flows by first considering a local foliation {M}sc(—1,1) and flowing the
entire foliation, simultaneously, by mean curvature flow ¢ — M;(¢). The avoidance
principle for mean curvature flow implies that My () N My (t) = ¥ for s #s'. The
entire foliation can be passed to the limit simultaneously, i.e., we can consider the
flows

1> MM (T +2%1) — x) := M*(1)

and send A — oo.

If we choose s \ 0 diligently as . — oo, then after passing to a subsequence,
t— M?‘ (t) will converge to a non-empty flow # — M (¢) that stays on one side of the
original tangent flow 7 —> M’(¢) and which is ancient, i.e., it exists for all sufficiently
negative 7. If we can prove that the one-sided ancient flow ¢ — M (¢) has certain nice
properties (i.e., only cylindrical singularities), then we can exploit this to find a choice
of s small so that r — M (t) is well behaved.
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We proceed to give more details as to how we exploit this ancient one-sided
flow,  — M(t). Assume that the tangent flow to My(¢) at X is smooth and has
multiplicity one, so M'(t) = J_ ¥ for ¢t < 0. Then, considering the rescaled flow
T e? M (—e"), we note that 3 M(—e") lies strictly on one side of ¥ and

Y= lim eZM(—e") 1.2)
T——00
(a priori, this could occur with multiplicity, but in practice one can rule this out by
upper semi-continuity of density). In the current work, we will deal with all ¥ that
are: (i) compact but not spheres, or (ii) non-compact with asymptotically (smoothly)
conical structure. These tangent flows encompass all the necessary ones for our afore-
mentioned theorem statements, by virtue of L. Wang’s [102] characterization of the
asymptotic structure of non-compact singularity models.
Our definitive rigidity theorem of ancient one-sided flows is:

Theorem 1.4 Let " C R"! be a smooth self-shrinker that is either compact or
asymptotically (smoothly) conical. Up to parabolic dilation around (0,0) € R"T! x
R, there exists a unique’ ancient solution to mean curvature flow t — M (t) so that
M t) is disjoint from /=t and has entropy < 2F (X).

Remark There has recently been an outburst of activity regarding the rigidity of an-
cient solutions to geometric flows. We mention here [5, 21-23, 25-27, 48-50, 61,
72, 100]. In the setting at hand, Theorem 1.4 was motivated from the recent work
in [38] on the classification of compact ancient solutions of gradient flows of el-
liptic functionals in Riemannian manifolds. However, this is the first time that the
one-sidedness condition has been exploited so crucially, and geometrically, in the
setting of ancient geometric flows. In the elliptic setting, there have been interest-
ing exploitations of one-sided foliations by minimal surfaces; see, e.g., Hardt—Simon
[60], lmanen—White [79], and Smale [95]. Our current parabolic setting, however,
presents a number of complications that come from the fact that the shrinkers ¥ we
are interested in are primarily noncompact, and thus the flows cannot be written as
global perturbations of the self-similarly shrinking solution.

Remark Neither of the hypothesis in Theorem 1.4 can be removed. There can be
many ancient flows that intersect /—¢ ¥ and converge to ¥ as t — —oo after rescal-
ing; see Theorem 6.1. Also, for a > 0, the grim reaper in the slab R x (a,a + 7) is
a nontrivial example of an ancient flow that is disjoint from its tangent flow at —
2[R x {0}].

Next, we show that M (¢) encounters only generic singularities for as long as it
exists. We establish many properties of M () in Theorem 9.1, and some the important

ones are summarized here.

Theorem 1.5 Let t +— M(1), " C R be as in Theorem 1.4 and 2 < n < 6. Then:

3For technical reasons, the long-time aspect of the existence statement currently requires 2 < n < 6. If one
only cares about sufficiently negative times, existence and uniqueness hold true for all dimensions.
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e The flow t — M(t) only has multiplicity-one, generalized cylindrical singularities:
R** x SK(V2k), k=1,...,n.

e At =0, M(0) is smooth and star-shaped.

e If ¥ is noncompact, then t — M (1) exists for all t € R and

. L —
Am 7M@)

is an outermost expander associated to the asymptotic cone of X.

To prove Theorem 1.5, we show that the one-sided ancient flow ¢ M (¢) must
be shrinker mean convex; geometrically, this means that the rescaled flow moves
in one direction. This is where the one-sided property is crucially used. Recalling
the spectral instability of shrinkers discovered in [42], and that only the first eigen-
function of the linearization of Gaussian area along X has a sign, we show that the
evolution of a one-sided flow is dominated by the first eigenfunction, which in turn
yields shrinker mean convexity. Shrinker mean convexity is preserved under the flow
and can be used analogously to mean convexity to establish regularity of the flow
(cf. [85, 88, 96, 105, 107]). We emphasize that our analysis of the flow M(t) in
Theorem 1.5 is influenced by the work of Bernstein—Wang [8] where they studied a
(nearly ancient) flow on one side of a asymptotically conical shrinker of low-entropy.
Because we do not assume that the flow has low-entropy (besides assuming the limit
at —oo has multiplicity one), we must allow for singularities (while in [8], the flow
is a posteriori smooth). In particular, this complicates the analysis of the flow near
t = 0 significantly.

Finally, we explain how Theorems 1.4 and 1.5 can be used to prove the main
results of the paper, Theorems 1.1 and 1.3. We begin by considering the setting of
Theorem 1.1, namely M3 c R* with A(M) < A(S? x R). Up to performing an initial
perturbation using [42], we can assume this inequality is strict A(M) < A(S? x R).
As described above, we embed M in a local foliation {Mj}sc(—1,1) in space with
sup, A(M;) < 2(S? x R). We now flow the entire foliation simultaneously, obtain-
ing flows {M;(¢)}. Suppose that My(¢) encounters a singularity at (x, 7). Our low-
entropy assumption and work of Bernstein—Wang [11] implies that any tangent flow
to Mo(t) at (x, T') is associated to some compact or asymptotically (smoothly) coni-
cal self-shrinker X. If ¥ is a round sphere, we are done. Otherwise, we may combine
A(M;) < A(S? x R) with Theorems 1.4 and 1.5 to find that the M, (¢) are free of
singularities at points that are captured by the ancient flow on one side of X.

The major issue is that points y € M;(¢) close to (x, T) but witht — T > |y — X|2
will not be captured by a one-sided flow. In this case, if we rescale M;(¢) around
(x, T) so that (y, ¢) is moved to a point of unit distance, and pass to limits, we instead
obtain a flow that agrees with the shrinking ¥ for # < 0 and is some unknown flow
flowing out of the cone at infinity of ¥ for ¢ > 0. The insight is that, by parabolic
cone-splitting, these flows will have strictly lower Gaussian density than X. As such,
the flow M () improves as compared to My (¢) in that it has a lower-density maximal
density singular point. We iterate this finitely many times to prove Theorem 1.1.

We now describe the necessary modifications to prove Theorem 1.3. Consider
M? C R? (without any entropy bounds). Arguing as above, we can flow a foliation

@ Springer



Mean curvature flow with generic initial data

{M;}se(—1,1) and use Theorems 1.4 and 1.5 to show that M () is well-approximated
by the ancient-one sided flow in some neighborhood of a compact or asymptotically
(smoothly) conical self-shrinking singularity of My(¢). At this point we do not use
the density drop argument described above, but instead must rely on a genus mono-
tonicity argument. To do this, we note that such a self-shrinking singularity must have
genus > 0 by a result of Brendle [20]. On the other hand, the ancient one-sided flow
is star-shaped at time 0 by Theorem 1.5. Using this, we find that the one-sided flow
strictly loses genus when bypassing the singularity. Thus, after finitely many pertur-
bations there cannot be any singularities that are not round spheres or cylinders. This
proves Theorem 1.3.

Remark There have been several significant results related to this paper that appeared
between the time the paper first appeared and this version. On one hand, the results
of this paper were extended to shrinkers with asymptotically cylindrical ends in [34].
On the other hand, the density drop argument was generalized into a standalone tool
to prove generic regularity results for low-entropy flows in [32, 37]. This density
drop argument was also used to generalize the Hardt—Simon generic regularity result
[60] for area-minimizing hypersurfaces from 8 to 9 and 10 ambient dimensions [36].
In terms of its use in the current paper, the first- and fourth-named authors, along
with Daniels-Holgate recently proved [35] that the outermost level set flows are com-
pletely smooth for a short time after the occurrence of a singularity modeled on an
asymptotically conical self-shrinker. In particular, this result would allow us to avoid
the density drop argument used here altogether. Finally, we mention the recent ma-
jor breakthrough by Bamler—Kleiner who proved [6] the multiplicity-one conjecture
in R3.

1.6 Otherresults

We list several other new results we’ve obtained in this work that might be of inde-
pendent interest:

e For any smooth compact or asymptotically conical shrinker X, we construct an /
parameter family of smooth ancient mean curvature flows (where [ is the index of
¥ as a critical point of Gaussian area, as defined in (3.8)) that—after rescaling—
limit to ¥ as t — —o0o; see Theorem 6.1.

e We show that the outermost flows of the level set flow of a regular cone are smooth
self-similarly expanding solutions. We also construct associated expander mean
convex flows that converge to the given expander after rescaling; see Theorem 8.21.

e We include a proof of a localized version of the avoidance principle for weak
set flows due to Ilmanen; see Theorem D.3. This implies a strong version of the
Frankel property for shrinkers; see Corollary D.4.

e We improve known results concerning the connectivity of the regular set of a unit-
regular Brakke flow with sufficiently small singular set. See Corollary G.5.

e We localize the topological monotonicity of White [103]. In particular, our results
should be relevant in the context of the strict genus reduction conjecture of [lmanen
[78, #13]. See Appendix H and the proof of Proposition 11.4.
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1.7 Organization of the paper

In Sect. 2 we recall some conventions and definitions used in the paper.

The main technical work of the paper is contained in Sects. 3-9, which establish
the existence and uniqueness, together with regularity of ancient one-sided flows.
The geometric applications of this existence and uniqueness result are then given in
Sects. 10 and 11. As such, the reader less interested in the technicalities in prov-
ing existence/uniqueness of the one-sided ancient flow may want to jump straight to
Sect. 10.

More precisely, in Sect. 3 we analyze the linearized graphical mean curvature flow
equation over an asymptotically conical shrinker. We use this to study the nonlinear
problem in Sect. 4. These results are applied in Sect. 5 to prove our main analytic
input, Corollary 5.2, the uniqueness of ancient one-sided graphical flows.

Section 6 contains a construction of the full /-parameter family of ancient flows.
This is not used elsewhere, since we construct the one-sided flows by GMT methods
allowing us to flow through singularities. We begin this GMT construction in Sect. 7
where we construct an ancient one-sided Brakke/weak-set flow pair. In Sect. 8 we
establish optimal regularity of the ancient one-sided flow. We put everything together
in Sect. 9 and give the full existence and uniqueness statement for the ancient one-
sided flows.

We apply this construction to the study of the mean curvature flow of generic low
entropy hypersurfaces in Sect. 10 and to the study of the first non-generic time of the
mean curvature flow of a generic surface in R3 in Sect. 11.

In Appendix A we improve some decay estimates for asymptotically conical ends
of shrinkers. In Appendix B we recall Knerr’s non-standard parabolic Schauder es-
timates. In Appendix C we prove that mean curvature flows with bounded curvature
and controlled area ratios are unique in the class of Brakke flows. We prove Ilmanen’s
localized avoidance principle in Appendix D. Appendix E recalls the non-compact
Ecker-Huisken maximum principle. In Appendix F we study weak set flows coming
out of cones. We show that Brakke flows with sufficiently small singular set have
connected regular part in Appendix G. Finally, in Appendix H we localize certain
topological monotonicity results.

2 Preliminaries

In this section we collect some useful definitions, conventions, and useful ways to
recast mean curvature flow, which we will make use of in the sequel.

2.1 Spacetime

We will often consider the spacetime of our mean curvature flows, R+l x R, with
its natural time-projection map ¢ : R"*! x R — R:

t(x, 1) :=t.
For any subset E C R"*! x R we will denote

E@):={xeR":(x,1) € E}.
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2.2 The spacetime track of a classical flow

Let us fix a compact n-manifold M, possibly with boundary. Suppose that f : M x
[a,b] — R"t! is a continuous map that is smooth on M° x (a, b] (where M° =
M \ OM) and injective on each M x {t} for t € [a, b]. Assume that r — f(M°, 1) is
flowing by mean curvature flow. Then, we call

M:={f(M,t) x {t}:t€[a,b]} CR"T' xR
a classical mean curvature flow and define the heat boundary of M by
oM:=f(M,a)U f(dM, [a, b]).

By the maximum principle, classical flows that intersect must intersect in a point that
belongs to either one of their heat boundaries (cf. [103, Lemma 3.1]).

2.3 Weak set flows and level set flows

If I ¢ R*! x Rt (where RT = [0, 00) could be shifted as necessary) is a closed
subset of spacetime, then M C R"*! x R is a weak set flow (generated by I') if:

(1) M and T coincide at = 0 and
(2) if M’ is a classical flow with d M’ disjoint from M and M’ disjoint from T,
then M’ is disjoint from M.

We will often consider the analogous definition with R* replaced by R in which case
one should omit requirement (1).

There may be more than one weak set flow generated by a given I". See [103].
However, there is one weak set flow that contains all other weak set flows generated
by I'. It is called the level set flow (or biggest flow). For I' ¢ R"*! x R* as above,
we define it inductively as follows. Set

Wo :={(x,0): (x,0) ¢ T}

and then let Wy be the union of all classical flows M’ with M’ disjoint from T’
and M’ C Wy. We define the level set flow (or biggest flow) generated by I as:

M= R x RY)\ (UR W) c R x RY.

See [58, 74, 111] for further references for weak set flows and level set flow.

We will sometimes engage in a slight abuse of notation, referring to a weak set
flow (or a level set flow) generated by a closed subset I'g C R+ when we really
mean that it is generated by ['g x {0} (or a suitable time-translate) in the sense defined
above.

2.4 Integral Brakke flows

Another important notion of weak mean curvature flow is a Brakke flow (cf. [18, 74]).
We follow here the conventions used in [112].

An (n-dimensional) integral Brakke flow in R+ is a 1-parameter family of Radon
measures (u(z))se; over an interval I C R so that:
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(1) For almost every ¢ € I, there exists an integral n-dimensional varifold V (¢) with
u(t) = py () so that V(¢) has locally bounded first variation and has mean cur-
vature H orthogonal to Tan(V (¢), -) almost everywhere.

(2) For a bounded interval [#1, #] C I and any compact set K C Rt

t
/2/ (1 + HP)dup@)dt < co.
31 K
() If[t1,] C I and f € CL(R"™ ! x [11, ,]) has f > 0 then
/ FC b)) - / Femydpn)
h .
s/ /<—|H|2f+H-Vf+a%f> du(t)dt.
131

We will often write M for a Brakke flow (14(¢));cs, with the understanding that we’re
referring to the family 7 > ¢ — w(¢) of measures satisfying Brakke’s inequality.

A key fact that relates Brakke flows to weak set flows, which we will use implicitly
throughout the paper, is that the support of the spacetime track of a Brakke flow is a
weak set flow [74, 10.5].4

2.5 Density and Huisken’s monotonicity

For X¢ := (X0, fo) € R"*! x R consider the (backward) heat kernel based at (X, #o):

_n |X—X0|2
Pxo(X, 1) := (4w (fo — 1))” 2 exp <—m> ) 2.1

for x € R"*1 ¢ < ¢,. For a Brakke flow M and r > 0 we set

O (Xo, 1) ;:f 1 oxo (X, to — 1) dpu(ty — r?). (2.2)

xeR?+

This is the density ratio at X at a fixed scale » > 0. Huisken’s monotonicity formula
[67] (cf. [76]) implies that

2

N
X=X o, 0 )

%/PXO(XJ)dM(f)S—/‘H—m

so in particular, we can define the density of M at X by

O (Xo) = lim © p(Xo, ). 2.3)

4The definition of Brakke flow used in [74] is slightly different than the one given here, but it is easy to
see that the proof of [74, 10.5] applies to our definition as well.
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2.6 Unit-regular and cyclic Brakke flows

An integral Brakke flow M = (u(t));¢y is said to be

e unit-regular if M is smooth in some space-time neighborhood of any spacetime
point X for which ® y((X) = 1;

e cyclic if, for a.e. t € I, u(t) = v for an integral varifold V (#) whose unique
associated rectifiable mod-2 flat chain [V (¢)] has o[V ()] = 0 (see [109]).

Integral Brakke flows constructed by Ilmanen’s elliptic regularization approach [74]
(see also [112, Theorem 22]) are unit-regular and cyclic. More generally, if M; are
unit-regular (resp. cyclic) integral Brakke flows with M; — M, then M is also unit-
regular (resp. cyclic) by [108] (cf. [92, Theorem 4.2]; resp. [109, Theorem 4.2]).
Recall that a sequence of integral Brakke flows M; converges to an integral Brakke
flow M, denoted M; — M, if

(1) mi(t) = () for each t, and
(2) for a.e. t, we can pass to a subsequence depending on ¢ so that V;(¢) — V (¢) as
varifolds.

The motivation for this definition of convergence is that these are the conditions that
follow (after passing to a subsequence) if we have local mass bounds for M; and
seek to prove a compactness theorem (cf. [74, §7]).

2.7 Shrinkers

A smooth hypersurface & € R"*! is a self-shrinker if
Hy + ixt =0, (2.4)

where Hy is the mean curvature vector of ¥ and x is the normal component of x.
We will always assume that ¥ has empty boundary, unless specified otherwise. One
can easily check that (2.4) is equivalent to any of the following properties:

e > /—t X is a mean curvature flow for t <0,

. .. oo Lig2
e ¥ is a minimal hypersurface for the metric e~ 2 ¥ &Rn+1, OF
e X is acritical point of the F-functional

F(2) =m0

by
among compactly supported deformations, as well as translations and dilations.

See [42, §3].

We will say that X is asymptotically conical there is a regular cone C (i.e., the cone
over a smooth submanifold of §") so that AX — C in C}}} R\ {0}) as A\ 0.
Remark By considering the ¢ 7 0 limit (in the Brakke flow sense) of the flow ¢ —
V=1 =, we see that lim;~ o A is unique in the Hausdorff sense, so the asymptotic
cone of ¥ must be unique. Moreover, because we have assumed that the convergence
isin Cli)"é, there is no potential higher multiplicity in the limit (see, e.g., [102, §5]).
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2.8 Curvature conventions

Consider Q@ c R**! open with Q = ¥ a self-shrinker. Write vy, for the unit normal
vector field to X that points into 2. We define the second fundamental form 2-tensor
Ay ateach p € X to equal

Az:TI,EXTpE%R, Ax(,0)=—Dgvs - ¢.

Recall that dual to Ay is the shape operator or Weingarten map, defined at each
p € X to be the tangent space endomorphism given by

S : T2 = T,X, S (§) = —Dgvy.
We fix the sign of the scalar mean curvature Hy, as follows
Hs = Hs vy,

Thus, Hy = try Ay, with the principal curvatures of X being the eigenvalues of Ay.
With these conventions, the shrinker mean curvature from (2.4) can be written as

Hy + %XJ‘ = (HE + %Xﬂ)z) VY.

For example, the sphere bounding a unit ball has normal vector pointing to the in-
side, positive mean curvature, and positive principal curvatures. Conversely, the same
sphere bounding the complement of a closed unit ball has normal vector pointing to
the outside, negative mean curvature, and negative principal curvatures.

2.9 Entropy

Following [42], one uses the backward heat kernel p(x, ) from (2.1) to define the
entropy of a Radon measure y on R"*! by

M) = sup f Pixonto) (X 0) . 2.5)
X()E]R"'H
to>0

Then, one can define the entropy of an arbitrary Brakke flow M = (u(¢));cs by:

A(M) :=supA(u(2)). (2.6)

tel

Huisken’s monotonicity formula implies that # — A(u(#)) is non-increasing.

3 Linearized rescaled flow equation

Let "  R"*! be a smooth properly immersed asymptotically conical shrinker.

5The analysis here also holds in the much simpler case of compact X.
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3.1 Spectral theory in Gaussian L2 space
We consider the following operator on X:
Lu:=Asu—3x-Vsu+ Ju+|Asu. (3.1)

This is the “stability” operator for the F-functional in Sect. 2.7 in the sense that

2
41 F(graphy (su)) = / —u(Lu) p,
ST 1s=0 )
for any compactly supported function u : ¥ — R, where p is the Gaussian weight
n 1142
p(x) = (4m)"2e 74, (3.2)
i.e., p := p0,0)(-, —1) in the notation of (2.1). See [42, Theorem 4.1]. This stability

operator, (3.1), is only self-adjoint if we work on Sobolev spaces weighted by p. We
thus define a weighted L? dot product for measurable functions u, v : £ — R:

(u, v)w ::/ (u,vypdH". (3.3)
=
This induces a metric || - ||w and a Hilbert space
L%V(E) ={u:X —> R:|ullw < oo} (3.4

Likewise, we define the higher order weighted Sobolev spaces
Hy(2):={u: S — R fullw + [ Vsullw + -+ [Vzullw <00} (3.5)
They are Hilbert spaces for the dot product
(u, v)wg = (. v)w + (Vsu, Vso)w + -+ (Viu, Vivhw,  (3.6)

whose induced norm is denoted || - || w k. It is with respect to these weighted measures
spaces that L is self-adjoint, i.e.,

(Lu,v)w = (u, Lv)w, Vu,veH&V(Z). 3.7

‘We have:

Lemma 3.1 There exist real numbers L1 < ,o < ... and a corresponding complete
L%V-orthonormal set o1, @2, ... 2 — R such that Lo; = —A;j@; and lim; A; = oo.

Proof This follows from the standard min-max construction of eigenvalues and eigen-
functions and the compactness of the inclusion H VIV(Z) C L3(%), in the spirit of the
Rellich-Kondrachov theorem, proven in [8, Proposition B.2]. O
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Since Aj — 00 as j — 00, there exist I, K € N such that
M SA<0<A11=0=--=Xj4k <Aryk+1 =<.... (3.8)

For notational convenience, for any binary relation ~ € {=, #, <, >, <, >} we define
the spectral projector T~ : L%V(Z) — L%V(E) given by:

Mew:fr Y (fo)we;. (3.9)
Jihjp
We wish to study solutions of the inhomogeneous linear PDE

(Z—Lu=honX xR_, (3.10)

where R_ = (—o0, 0] in all that follows. (Of course, in practice, # may depend on u.)
At a formal level, if u(-, 7) € H%,(~, t) and h(-, T) € L%,V(Z) for T € R_, then we
can use Lemma 3.1 and Hilbert space theory to decompose

u-, 1) = Zu./(l’)(pj, h(-,t)::Zhj(r)(pj, (3.11)

j=1 Jj=1

where the uj, h; : R_ — R are expected (by virtue of (3.10)) to be solutions of
l/t/j(l')z—)\,jbtj(f)‘f'hj(f). (3.12)

Turning this formal argument into a rigorous one is standard:

Lemma 3.2 (Weighted L? estimate) Fix 8 >0, 0 <8’ < min{8, —A;}. Suppose that

0 2
/ e TN, D)lw| dr < oo. (3.13)

—00

There exists a unique solution u (“strong in L? ”) of (3.10) such that
Moo(u(-,0)) =0, (3.14)
0 s . 2
[ et e o+ 1guc ol dr <o Gas)
—0oQ0
It is given by the series representation in (3.11) with coefficients:

0
u;j(t) ::—/ MO (o) do, j=1,...,1, (3.16)

T

T
u;j(t) :=/ MO (o)do, j=T+1,142,.... (3.17)

o]
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Moreover, for every Tt € R_,

.o <[ [

—00

’ ‘e_8”||h(-,o)||w‘2da]%, (3.18)

where C=C(8,8 , A1, ..., ).

Proof The proof is a straightforward computation and adaptation of Galerkin’s
method from linear parabolic PDE. One starts with “weak L?” solutions ([57,§7.1.2,
Theorems 3, 4]) and upgrades them to strong ones ([57, §7.1.3, Theorem 5]). O

3.2 Weighted Holder space notation

Let 2 C . We assume that the injectivity radius of X at points in €2 is at least ip > 0.
For k e N, o € (0, 1), we will use the following notation for the standard C* norm,
C® seminorm, and C*% norm:

1f 2 —Zsumvzﬂ (3.19)
i=0
¢ B V& f(X) — Pyx V& f ()
(V5 flaq = e ) (3.20)
dx (x,y)<io

for Py_.x parallel transport defined along the unique minimizing geodesic from y
to X,

I £l = I f e + [VE flag (3.21)

Now let d € R. We define the weighted counterparts of the quantities above:

11 -—Zsuproo HIVE F X)), (3.22)
i= OXG
(d) — 1 |Vk fx) - y—>ka f) 323
VSl oyee FX)T 7 (y)d ds (x, y)* . 8.2)
dyx, (X,y)<io
11K = I F Il + IVE F195°. (3.24)

Above, 7 is as in [31], so we briefly remind the reader what it is. Recall from [31,
Sect. 2] that [31, Lemma 2.3] gives a diffeomorphism C \ Bg(0) >~ T x [R, c0) on the
non-compact part of ¥, where I is the link of the asymptotic cone C. We will thus
parametrize points of X by (w,r) € I' x [R, 0c0). We emphasize that the coordinate
r along X is not exactly equal to dg.+1(-,0) (like it is along the cone). Then r is
extended to 7 defined on all of ¥ so that 7 > 1 on ¥ and 7 = r outside of Bg for
R > 1 as above.

In any of the above estimates, if we don’t indicate the domain 2 over which the
norm is taken, then it must be understood to be Q = X.
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3.3 Pointwise estimates

We fix 69 € (0, —A;) and & € (0, 1) throughout the section.
We revisit the inhomogeneous linear PDE

(Z-Lu=honX xR_. (3.25)
We will treat classical solutions of the PDE, i.e., ones that satisfy it pointwise. We

use implicitly throughout the fact that regularity on /4 yields improved regularity on
u by standard (local) parabolic Schauder theory.

Lemma 3.3 (Interior C%“ estimate) Suppose u, h satisfy (3.25),

sup e 20 ||h(-, D), < o0, (3.26)
TeR_
Moo(u(-,0) =0, (3.27)
and
0 2
/ e80T, Dl + 12, Dl dr < 0. (3.28)
—00

Then, for every T € R_ and compact K C R"*!,

— — —1
e u(, Dlaassnk < C sup e (-, o), (3.29)
oeR_

with C = C(X, a, 89, K).

Proof Lemma 3.2 applies with § € (8p, 28¢) and 8’ = 8¢9 < min{8, —A;} by virtue of
(3.26), (3.27), (3.28), and gives

5 O s 21
el =l [ e e o] do].

—0o0

Apply the non-standard Schauder estimate in Corollary B.2 of Appendix Bon ZNK’,
where K’ is a compact set containing K in its interior. It shows that, for 7 < 0:

flae (-, T)||c2,or(2m()

< . K) (Il @rrnaietep + S0P 1000z

oe[t—1,7]

1

(=]

<C(S, a8, K)(e‘s"’[/o

—0o0

e 510w do]

+ sup G, loassni)

oe[t—1,7]
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0 1
s (] [ @0l do]
—0o0

+ sup [hCols,)

oe[t—1,7]

<C(%,a, SO,K)( dot . sup e 2500”}1( O')||( 1) 2601
ocR_

sup e 7 06 ,)-

oeR_
This gives (3.29). O
Lemma 3.4 (Global C° estimate) Suppose u, h satisfy (3.25). If

lim_fu(, )lw =0, (3.30)
T——00
and
‘ 2 2
/ (ool 2 + 55 )y dor < oo, (3.31)
.

forall t e R_, then for all t e R_ and R > Ry(X):

lut. Dllg” < C sup (1 O 5@ + G O s meqw | (3.32)
o<1

for C =C(2).

Proof Fix 7y € R_. Following [31, Lemma 3.15], we consider ¢ := a|x| — 8 with

oa:=2 sup || +2R7! sup |ul,
(E\Bg(0))x(—00,70] (2N3Bg(0))x(—00,70]

B:=4 sup |h|—|—R_1 sup lu|.
(Z\BR(0))x(—00,70] (2N3BR(0))x (—00,70]

Note that, by definition,

Lo=0, (3.33)
and, if R > 2,
¢ >0on X\ Br(0). (3.34)
Consider the function
fi=u—¢on (X\ Br(0)) x (—o0, 10].
Asin [31, Lemma 3.15], by construction:
f<0on (£N3dBR(0)) x (—o0, 0], (3.35)
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(L —L)f <0on (T \ Br(0)) x (—00, 70] (3.36)

for R sufficiently large. Multiply (3.36) by f p, where f := max{ f, 0} and p is as in
(3.2), and integrate over X \ Br(0). Using (3.7), and differentiating under the integral
sign using (3.31), (3.33), and [57, §5.9.2, Theorem 3] we have, for a.e. T < 1p:

/ Vs f1 PodH"
Y\Br(0)

<[ drteiasPean -4 [ (L pw

X\Bgr(0) X\ Br(0)

<+ 0or™) fiodH" — 3 fipdH".
2\Bgr(0) X\ Bg(0)

Plugging into Ecker’s Sobolev inequality [52] (cf. [31, Proposition 3.9]) we get:

(R*> —4n —8+4 O(R™?)) fipdH" < —8%/ fipdH". (3.37)
S\ Bg(0) Z\Br(0)

We take Ro > 2 large enough so that the above computation holds and R? — 4n — 8+
O(R™?) > 0 whenever R > Ry. By (3.30), (3.34),

lim fiodH" =0.
T 7 J2\Br(0)

Because [57, §5.9.2, Theorem 3] shows absolute continuity of fz\ B (0) ffp dH"
with respect to T < 79, integrating (3.37) over (—o0, 79], we find that fy =0 on
¥\ Br(0) x (=00, 79]. Therefore, f <0on X x (—00, t9]. Thus, on X \ Br(0),

P, ) <2 sup |h| +2R™! sup lul.
(E\Bg(0))x (—00,70] (EN3BR(0))x (—00,10]
Redoing this with — f in place of f implies (3.32). O

Lemma 3.5 (Global C%¢ estimate) Suppose u, h satisfy (3.25). Then,

2,0 —

lut DI, = € sup [Jut )15+ InC, 1IE," . (3.38)
o<t

forallt e R_, withC =C(Z, @).

Proof 1t suffices to prove

1 1 -1
luG O =€ sup [luc, I + 1, I, |
TeR_

since the general claim will follow by translation in time.
Define the function ¥ : ¥ x (—o00,0) — Rt g0 that 1 — W (x, 1) tracks the
normal movement in R"*! of x € & by mean curvature:

%\Ij(x, l‘) = H):[ (\IJ(X, t))9
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where ¥; := /—t X, and W(-, —1) = Id. Note that the map

O,x):X—> X, (x, 1)~ L\Il(~, 1)

=t
satisfies
a_l V(1) I‘IJT(t)_l T

Let 7o € R_ be arbitrary. Set:
@, ) =T+ 70), h(, ) i=h(, T +70),
(-, 1) i= N/ =1u(®; (-), —log(—1)).

Note that D(-, ) makes sense for t € (—o0, —e™] D (—o0, —1]. Noting that (3.39) is
the same evolution equation as considered in [31, Definition 3.7], we find that, as in
[31, (3.3)], the transformed function 0 satisfies

23(x,1) = Ag, 0(x, 1) + A, PV(x. t)—i—\/— h(®: (%), —log(—1)) (3.40)

as a function on ;.
We have, for R = R(X) sufficiently large and ¢ € [—e, —e™],

B¢, Dlo;zn(Br 0 Br@y < CIAC, —log(=0)". (3.41)
Likewise,
| =R (1), = 10g(=0) lo.a: 5, 0(Bar 0 Br ) < CIAC, =log(=t)llg, . (3:42)
with C =C(X, a, R).
By Knerr’s Schauder estimates (Theorem B.1 in Appendix B) applied to suffi-
ciently small balls, and (3.41), (3.42), we find that for R = R(X) sufficiently large

V€, —e™)2,0: 5,7 N(B3r 0)\Bax (0)

<C sup [Ilﬁ(-,t)llo;z,m(B4R(0)\BR(0))

re[—1,—e™]
+ I \%ﬁ(cp,(.), —10g(—f))||0,a;2,m(B4R(0)\BR(0))]

=C s [I@C, ~tog(=0)I” + ¢, ~log(-=)Il5,,” |

te[—1,—e™0]

= C sup [uC, IS + I8¢, DG
TeR_

Undoing the renormalization for v, we thus find

Juc 0" = C sup [uC, DI + I8¢, 01|

@20 (By 102 O\B, 2 ®) ~  eR_
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Taking the supremum over all 7o € R_, we have
1 1 -1
e OIS 5y = € sup [l DI + 8¢, DI -
TeR_

Along with standard interior parabolic Schauder estimates, this yields (3.38). 0
3.4 Nonlinear error term

We work in graphical coordinates over . On X itself, we denote the position vector
by xyx, and we fix a unit normal vy so that following our conventions from Sect. 2.8
we can form the mean curvature scalar Hy = Hy, - vy. For graphical surfaces S =
graphy, u, with unit normal v (so that v - vy > 0) and mean curvature H the rescaled
mean curvature flow is:

Lu=v[H+ 3x-v], (3.43)
where v is the geometric function
vi=(1+|(Id+uds) (V)P = v-vg) " (3.44)
We can rewrite (3.43) as
(L -Lu=EuonT xR_, (3.45)
where we take L to be precisely the operator from (3.1) and
E(u) ::v[H—}—%x-v]—[Hg—}—%xE ~v2]—Lu. (3.46)

Note that the second term in parentheses vanishes, since X satisfies the shrinker equa-
tion, but it is helpful to keep this vanishing term in mind in terms of estimating the
error. The nonlinear error term can be estimated as follows:

Lemma 3.6 There exists n = n(X) such that for u : ¥ — R with ||u||;1) <, the

nonlinear error term E (u) from (3.46) decomposes as

E@)(X) = u(X) E1 (X, u(x), Vgu(x), Vg u(x))
+ Vsu(x) - E2(x, u(x), Vzu(x), V%u(x)), (3.47)
where E1, Eo are smooth functions on the following domains:
E1(x,,) Rx Tyx¥ x Sym(Tx ¥ ® Tx ) — R,
Ex(x,-, ) Rx IxE x Sym(Tx X @ Tx¥) — Tx X.
Moreover, we can estimate:
F) T VIVIVEVIE (x. 2. q. A)|

< CE®) Nzl + Iq] 4 r(x)|A|mO ==k (3.48)
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F) VIV VEVEE (%, 2, g, A)|
< CGEE ™zl + gl +r AN O, (3.49)
In the above, C = C(X), r is as in Sect. 3.2, and i, j, k, £ > 0.
Proof 1t will be convenient to rewrite (3.46) as

E(M)Z[UH—HE—AEL{—|A2|2L{]+% [U(X-V)—X2~U2 +X2-V2u—u].

= EH(®) = EXV(u)

By linearity, it suffices to check (3.47), (3.48), (3.49) separately for E Hy), EXVY(u).
Using [31, (C.4)], E¥ (u) readily decomposes as

E¥u)=uEl (. u,Vsu, Viu) + Vsu -E¥ (-, u, Vsu, Viu).

Estimates (3.48), (3.49) for EX, Ef are a simple consequence of scaling; indeed,
they are the scale-invariant manifestation of the quadratic error nature of the lineariza-
tion of H on an asymptotically conical manifold where, crucially, |[Ax|+7|VzAx| <
ci!

Using [31, (C.2)], the term E*V(u) can in fact be written as

o0
EX"(u) =) u* Ak (xs. Vzu), (3.50)
k=1

where AkZ is the 2-tensor corresponding to the k-times composition of the shape
operator (the dual to Ay,). Note that this is also of the required form, (3.47), and in fact
it can be viewed as both u E{"” or Vzu - EJ"". The power series in (3.50) is absolutely
convergent by [31, Lemma 2.7]. By the sharp derivative estimate in Corollary A.3 of
Appendix A, the series in (3.50) can also be differentiated and estimated termwise to
yield (3.48) if we view it as u ET", or (3.49) if we view it as Vyu - EY". O

Corollary 3.7 There exists n = n(X) such that for u : ¥ — R with ||u||(1)
FIE@)| < CEul + [VsuD G ul + | Voul +FIVul), (3.51)
IE@IS < Clull{!) el (3.52)
and for u : ¥ — R also with ||ﬁ||(21) <un:
FIEG) — E)| < CFul + |Vsul + FIVEul + 7 'il| + |Vsi| + 7| Vi)
-(F‘1|ﬁ—u|+IVz(ﬁ—u)|+F|V)2:(ﬁ—u)|), (3.53)
IEG) — E@)l§, < CUlullsy + lals )l — ). (3.54)

Above, C = C(X), and (3.51), (3.53) are pointwise estimates on X.
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Proof Estimates (3.51), (3.52) follow by applying (3.47) to decompose E(u) and
(3.48), (3.49) with i = j =k = £ = 0 to estimate the two terms in the decomposition.

Estimates (3.53), (3.54) follow by applying (3.47) to decompose E (u), E(u), us-
ing the fundamental theorem of calculus to expand

E\(,it, Vsii, Vi) — E1(,u, Vsu, Viu),

Ex(, i, Vxit, Vit) — Eo (-, u, Vsu, VEu),
and then using (3.48), (3.49) withi =0, j + k 4+ £ =1 to estimate the Taylor expan-
sion coming from the fundamental theorem of calculus. O
4 Dynamics of smooth ancient rescaled flows
In what follows, we make extensive use of the L? projection notation from (3.9).

Lemma 4.1 Suppose u, h are such that
(L —Lu=h, 4.1)

and that for some u € {Ay, ..., A1} U{0}:

lim e**|| T u(, o)lw =0. 4.2)
T—>—00
Suppose that h satisfies, respectively for each binary relation >, =, <, that
(G, o), Iz uC D))wl =8@MuC, Dllwllz u, Dllw (4.3)
< <

for some non-decreasing § : R_ — [0, 8]. If ¢ is sufficiently small depending on 2,
then

T (e, D)llw < CO(D) M <pu, Dllw, VT eR-, 4.4)
and either
M=pul, Dllw < CS@) 1M <pu, Dllw, VT €R_, 4.5)

or there exists a non-decreasing 1o : R_ — R_ such that to(t) <71 forall t e R_
and

MpuC, O)llw < CS@)M=pul, )llw, VT € R, 7 < 70(7). (4.6)
Here, C =C(X2).

Proof Let u (resp. ) be the largest (resp. smallest) eigenvalue of L strictly below
(resp. strictly above) pu—if p = Aj, the choice of p is irrelevant. Taking the dot
product of (4.1) with eigenfunctions of L we find, by (4.3), that:

LN pu, Ollw + plTcpu G D llw = =C8@u, T lw,
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Mean curvature flow with generic initial data

| Ty D llw + Ty, Dllw| < CE@ [, T llw,
de I Tt (L O llw + E o Ollw < CO@lul, D)lw,
for C = C(X). Note that we may multiply through with e#? and rewrite these as:

I e D ) + (= ) (T I uu(, Dllw) = =C8(T) (T [lu(, Dllw),
4.7

| (" | M= pu (-, D llw)] < CS@E T Iu -, T)Iw), (4.8)

L (M| Mspu -, D llw) + (I — ) (T Tspul, D)llw) < CS@)(E ul, D) llw);
4.9)

By the Merle—Zaag ODE lemma (see [38, Lemma B.1]), applied to (4.7), (4.8), (4.9),

together with the a priori assumption (4.2), it follows that if &g is sufficiently small,
then

MM yu(, ) lw < C8(T) (e I M<pu(-, T)|lw), VT e R_,
and that either®
e IM—pu, D)llw < C8(T) (" | M<pul, )llw), VT eR_,

or there exists a non-decreasing 7o : R_ — R_ such that tp(r) < t for all r € R_
and

N cpuC, Dllw < C8@) (M IM=pu(, Dllw), VT €R-, T <70(7).
This is the required result after canceling out ¢#* from all sides. g

Corollary 4.2 Suppose u, h are such that (4.1), (4.3) hold for all u € {;1,..., A1} U
{0}. If

8(r) < Cosup flu(-,o)llw, VT e R_, (4.10)
o0<T
and
lim |u(-, 7)|lw =0, 4.11)
T—>—0Q
then either u = 0 or there exists |t € {A1,...,A1} U {0} and a non-decreasing 1y :

R_ — R_ with to(t) <t for all T € R_ such that

IMzpu(, Dllw = CS@) I H=pul-, Dllw, VT € R, T < 10(7), (4.12)

6The Merle—Zaag ODE lemma is for a fixed coefficient 8, rather than a variable coefficient §(-), on the right
hand sides of the differential inequalities. Per the lemma, for any fixed value §(7), we have a dichotomy:
looking backwards in time, either the first alternative (“unstable dominates neutral”’) holds immediately, or
the second alternative (“neutral dominates unstable”) holds eventually. Note that if either alternative holds
for one coefficient, then it must hold for all smaller coefficients (in view of the alternative) and all previous
times (by the monotonicity of §(-)). The function 7g(-) succinctly arranges for the unavoidable fact that
the second alternative may go into effect at different times for different values of §(-).
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for C =C(Z, Cy), and, if u <0, then

0 < liminfe"* Ju(-, T)|lw < limsupe”* |lu(-, T)|lw < 00. (4.13)
T—>— T——00

If K =0 (recall, K = dimker L in L%V(E)), then p # 0.

Proof Let it € {1, ..., A7} U{0} be the smallest possible choice for which (4.2) holds
true; note that this statement isn’t vacuous, since (4.11) guarantees (4.2) at least for
n=0.

Claim (4.5) cannot hold.

Proof of claim Note that if (4.5) held, then w # ;. If p is the largest eigenvalue
smaller than u, by (4.1), (4.3), (4.4), and (4.5), if it did hold, we would have that

AN puC Dl + gl <€ D llw = =C8E) T puu -, T [lw-

Arguing as in [38, Claim 4.5], which requires the knowledge that §(t) is bounded per
(4.10), it would follow that

IT<pu(, O)llw < C'e 2,
at which point (4.4), (4.5) guarantee that
T puC, Dllw = [Mzpul, Ollw < COO M <pul, Dllw < Ce 27,
violating the minimal nature of w. Thus, (4.5) cannot hold. O

So, (4.6) must hold. Together, (4.4), (4.6) give (4.12). If u = 0, there is nothing
left to prove; the result follows. Otherwise, we simply note that (4.1), (4.3), (4.4),
(4.6) give:

| T, O llw + el Tzt D llw] < CE) M=y, ) - (4.14)

Arguing as in [38, Claim 4.5] again, with u in place of A;, gives the rightmost in-
equality of (4.13), and the leftmost inequality is obtained by instead using the two-
sided nature of the bound in (4.14). O

The following lemma verifies that assumptions (4.3), (4.10) are met for ancient
rescaled mean curvature flows that stay sufficiently close to X in the suitable scale-
invariant sense:

Lemma4.3 Ifu: X x R_ — Ris such that (3.45) and

lim fuC-, 0§ =0, (4.15)
T—>—00
then the choice
8(t) = sup lu(, 0)5, (4.16)
o<t

satisfies (4.3) with h = E(u), and (4.10).
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Mean curvature flow with generic initial data

Proof First let’s show that §(7) satisfies (4.3) with 2z = E(u). We use Lemma 3.6’s
decomposition, (3.47). By virtue of (3.48) and (4.16), we only need to check that

(Vsu(, 7) Ea(u, Vsu, Vi), Mz u, D)w < CS@ut, DllwliMz uC, 0lw.
< <

(4.17)
We deal with the cases <, = differently than >.
We can deal with < and = at the same time, and we use the symbol < to denote
either of these binary relations. Since there are only finitely many eigenvalues < u
by (3.8), one easily sees that:

VI ul, D)llw = Cll< ul, )lw, (4.18)

where C depends on X, u. In particular, (4.18) implies (4.17) for < after integrating
by parts and using (3.49) withi + j +k+ € < 1.
We now deal with the binary relation >. Since

u(,t)=Isu(, ) +Hopu, ) + Dopul-, 1),
we can rewrite the left hand side of (4.17) as

(Vsu(. 1) Ea(,u, Vou, Viu), s ul, 1))w
= (VeI u(, 1) - EaCou, Vyu, Viu), T pyu(, 0)w
+ (VeTopu(, 1) - Ba( u, Vsu, Vi), T u(, 0w
+ (VsTouu(, 7) - Ea(u, Veu, Vau), T yu(, 7)) w
= $(E2(,u, Vsu, Viu), Ve (Mo pu (-, 0))%)w
+ (VeToyu(, 7) - Ea(ou, Veu, Vau), T yu (-, 7)) w
+(VsTlopu, 1) ExCou, Vsu, Viu), T yu (-, 0)w.
The second and third terms we estimate via (4.18) and then |[IT<, u(-, Dllw =
lu(-, 7)||lw and (3.49) with i + j + k + € = 0. The first term we estimate by in-
tegrating by parts and then using ||IT,u(-, T)llw < llu(:, 7)|lw and (3.49) with
i+ j+k—+£=1.This completes our proof of (4.17) and thus (4.3) with h = E (u).

Now we check that §(t) satisfies (4.10). Fix R > 0. By Lemma 3.5, then
Lemma 3.4, and then Corollary 3.7:

(- D), < € sup | luC o) 1§ + I E @), a>||g,-;>]

o<t

< C sup [ G, o zrmeo + 1E@C IS, |

o<tlL

= C sup [t oz + 3@, )5 -

o<t lL
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In particular, since 6(-) = o(1) by (4.15), we deduce

1 1
8(r) = sup [lu(-, )3y < Csup [luC-. OISy 0)-
o<t O=T
In the compact set ¥ N Bg(0), we can thus control the C° norm of u(-, o) by the
L= N Byr(0) x [0 — 1, 0]) norm of u, which is dominated by the L%V(E) norm.
Thus, §(7) satisfies (4.10), completing the proof. Il

5 Uniqueness of smooth one-sided ancient rescaled flows

In this section, we characterize smooth ancient flows lying on one side of an asymp-
totically conical shrinker ¥, with Gaussian density no larger than twice that of the
entropy of X.

Lemma 5.1 (One-sided decay) Ler (S(t))r<o be an ancient rescaled mean curva-
ture flow lying on one side of ¥ and such that, for T <0, we can write S(t) :=
graphy u(-, 7), u > 0, with

lim_fuC, )" =o0. 5.1)
T—>—0Q

Then, either u = 0, or there exists a nonzero constant o1 € R such that:

lim €M Ty, u(-, 1) =91, (5.2)
T—>—00
limsup ¢ ||TT=;, u(-, T) — aje %@y lw < o0, (5.3)
T—>—00
limsup e ¥ {|u(-, T) — M=y, u(-, )|lw < 00, (5.4)
T—>—0Q

Proof Lemma 4.3 and (5.1) imply that Lemma 4.1, Corollary 4.2 are applicable with

8(1) = sup lu(-, )13

o<t

Invoke Corollary 4.2. If u = 0, there is nothing left to prove. Let us suppose u 0.
Claim u=Aq.
Proof of claim Note that

O0<u(,r)=M_pu(, )+ Hruu(, 1) = l=pu(, 1)) < [Mxuu(, 7).
By (4.12),

I(M—pu, o) -llw < ITzuu, T)llw
<C3@)M=pu, Dlw, VT eR_, T <10(7). (5.5)
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Mean curvature flow with generic initial data

Denote /(™) := |[TI_,u(-, )|l Tl u(-, 7). Since A1 < w < 0, it follows from the
Rellich-Kondrachov theorem on L%V(E) that 1™ converges after passing to a sub-

sequence to some p-eigenfunction 2% with ||2(=°) ||y = 1. By (5.5) and the fact
that lim;_, o 8(7) = 0, it follows that h(=%) > 0, and the claim follows from ele-
mentary elliptic theory. g

In view of u = A1, (4.13) implies

limsupe**8(7) < oo. (5.6)
T—>—0Q

Thus,
|I£H:Mu(~, ) + ATl uC, Dllw < CS(@) | Tz, u, T)llw

can be integrated to yield the existence of a limit lim;_, _ exlTH:Mu(-, 7), i.e.,
(5.2), and by (5.6) also gives (5.3). Finally, we note that Lemma 4.1 is applicable
with u = A1. Indeed, (4.3) always holds by Lemma 4.3, while (4.2) holds by (4.12),
(5.6). Therefore, conclusion (4.4) of Lemma 4.1 implies

lu(-, T) = Ty uC, Dllw = 1Tss,u, ) lw < C8(@) | Tmp,ul, T)lw < Ce™ M7,
(5.7)
which implies (5.4). O

Corollary 5.2 (One-sided uniqueness for graphical flows) Up to time translation,
there is at most one non-steady ancient rescaled mean curvature flow (S(t))r<o on
one side of ¥ satisfying (5.1).

Proof We assume that u, i # 0 are two such solutions. It follows from Lemma 5.1
that we can translate either # or u in time so that

lim 7@ —u)(-, T)llw =0. (5.8)
T—>—00

It will also be convenient to write 8(t), §(t) for the quantities corresponding to (4.16)
for u, u. By Lemmas 4.3 and 5.1,

8(1)+38(r) <Cre™7, T eR_ (5.9)
for a fixed C. Finally, we introduce the notation
w:=i—u, EY:=E®W)— Eu),
so that
(L - Lyw=E". (5.10)
Using (3.47) and the fundamental theorem of calculus,
EY =uE(,u,Vsi, V%ﬁ) + Vsu-Ea(-, u, Vxu, V%ﬁ)

—uE (-, u, Vsu, Vau) — Vsu - Ea(-,u, Vsu, Vau)
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=wE{(-,u,Vsu, V%u)

+ Vsw -Ea(-,u, Vsu, Viu)

+i[E\ (-, i, Vyit, Viil) — E1 (-, u, Vsu, Viu)]

+ Vit - [Ea (-, i, Vxit, Viit) — Eo (-, u, Vsu, Viu)]
=wE|(-,u, Vsu, Viu)

+Vsw-Ea(,u, Vsu, Viu)

_ 1
+ uf DZE1(~-)dt]w
0

1
+ ﬁ/ DyE(-+)dt]- Vsu
0

1
+ ﬁ/ DAEl(m)dt]-V%w
0

1
+ V;ﬁ-/ DZEQ(-n)dt]w
0

_ 1
+[vsi f DqE2(~~)dt] Vsw
L 0
1
+ [Vzﬁ / DAE2(~--)dt] V2w, (5.11)
0
where, in all six instances, - -- stands for (-, u + tw, Vzu + tVyw, V%u + tV%w).

We note that we can formally write
EY=wF +Vsw -F+Viw-F
with
|F|+|F| + | F| < C((x) +8(v)) .
We take the L%V dot product of (5.11) with w and integrate the wV% w - F terms by
parts so that, in every term, we have at least two instances of w and Vyw. In partic-

ular, we will pick up derivatives of Da E| and DpE;. Furthermore, when integrating
by parts, we pick up terms of the form

/ wx! @ Vsw) - FpdH".
b

Recall that Ecker’s Sobolev inequality [52] (cf. [31, Proposition 3.9]) implies that

2 2
X f Nl < 4nllfll s
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and we can thus estimate

L wx" ® Vsw) - FpdH"| < CG(@) + @) UlIxlwlwlVswlw)

<CE@ +3@Nlwly ;-
Using Lemma 3.6, (5.1), and (5.9), we find
(w(.1), EY ¢, D))wl < Cae M7 Jw(, )y, T €R_, (5.12)

for a fixed C». Here, | - ||w.1 is the norm induced from (3.6) with k = 1.
We use (5.12) to derive two estimates on the evolution of ||w||%v. First, together
with (5.10) and (3.8), it implies

T lw(, DIy = (W 1), Lw(, 1) + E”(, 0w
< —mlwC Dy + Cae T w DIl TR,
which in turn implies
L w(, DF) < C2e T w, D)y, TR (5.13)

Second, recalling the definition of L in (3.1), integrating by parts, and using (5.12),
it follows that there exists a sufficiently negative tp such that:

Ld )3 = —|Vswld + (w, (4 +[AsP)w + EY)w
< —HIVswl}, + Cillwly. 7 <. (5.14)

with a fixed Cs.
We next compute the evolution of ||Vzw||%[,. To that end, we need a couple of
preliminary computations. By the Gauss equation,

Rics (Vsw, Vew) = Hx Az (Vzw, Vsw) — A% (Vsw, Vsw), (5.15)

where A2E is the 2-tensor corresponding to the self-composition of the shape operator
(the dual to Ay)). From the definition of the second fundamental form and the shrinker
equation (2.4), Hy + %x - vy =0, we have

Vs (x-Vzw)-Vsw = |[Vsw|> =2Hz Az (Vzw, Vsw) +x- Vaw(Vsw, ). (5.16)

In what follows, we recall the Gaussian density p, defined in (3.2), which satisfies
Vo= —%px. An integration by parts, followed by the Bochner formula Ay Vyw =
Vs Asw + Ricyg (Vzw, -), (5.15), (5.16), implies:

/ (Asw — %x- Vsw)?pdH"
)

= [ (Asw — %X -Vsw)divg (oVgw)dH"
b
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—AV;(AZw—%X-ng)~Vzwde"
—L(Angw —Ricx(Vsw, ) — %Vz(&vzw))'VEdeH"
_/z(AEVEw — Ix-Viw+ A3 (Vzw, ) — 1Vsw) - VzwpdH"
:/[ divs (pVEw) + (— A3 (Vzw, ) + 1Vsw)p] - VswdH"
/(IVZ ? — AL (Vsw, Vsw) + §|Vswl?) pdH". (5.17)
We can now estimate the evolution of ||[Vyw ||22. Using (5.10) and the definition of L

in (3.1):

%diuvzwnw (Vsw, Vs Lw)y

—(Azw — 3x- Vzw, Lw)w
——(Agw—§x~V2w,Azw—%X-Vzw+|Ag|2w+%w+Eu’)W
=—Azw — 3x- Vsw|} + (Vsw, Ve (|Ax v + fw))w

—(Asw — 3x- Vzw, E")y
— [l Azw — ix-Vswl} + I + Az P2 Vzwl}

+(Vzw, wVs|Azw — (Azw — 3x- Vzw, EV)w

We claim that this implies:

1 d 2 2
s Vswlly < Gallwlly . T < 70, (5.18)

with fixed Cjy, after possibly choosing a more negative tp. Indeed, in the immediately
preceding expression, we use Cauchy—Schwarz on the last term, which together with
the first term yield

—llAzw = 3x- Vzwljy — (Axw — 3% Vsw, E")w
< —llAsw — 3x- Vswl + FIE” [

In the right hand side, the —%HAEw — %X . V);w||%,v term is used, via (5.17), to
dominate all V% w terms in E", which we computed in (5.11); note that these terms
have small coefficients for sufficiently negative 7 by virtue of (5.9). This yields (5.18).

Together, (5.14), (5.18) imply that there exist Cs > 1, Cg such that
£ UVswify + Cslwliy) < Collwllyy, © < (5.19)

dt TWilw 5 w) = CellWily, T = T0- .
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Integrating (5.19) from —oo to T and using the decay of w, we deduce:

T
lwC. Dl < IVswC. DIl + Csllw(, Dl < CG/ lw(. 93 ds. T <.
—0o0
(5.20)
By (5.8), we may take tp more negative yet so that

=2\ T

lw(-, DI}y <e 7, v < 1. (5.21)

Thus, by evaluating the integral in (5.20) using the crude estimate in (5.21), we find

C
lw. D3, < —2e 27, 1 <1, (5.22)
T2 A

with the same 7. Integrating (5.13) from —oo to t, and using (5.8) at —oo and (5.22),
we get the following improvement over (5.21):

CaC 3
202

lw(-, D)3 < , T <1, (5.23)

with the same 79. Now we iterate. Using (5.20) again, with (5.23) in place of (5.21):

C2C§ —3x
e Mt T <1, 5.24
e <7 (5.24)

2
lw(, DI, <

with the same tp. Integrating (5.13) from —oo to 7, and using (5.24) rather than
(5.22), we get the following improvement over (5.23):

cc:
lw(, T)”%V =< ﬁ 4)”11, T <71, (5.25)

Q

with the same 7. Repeating this k € N times altogether (we showed steps k = 1, 2),
we find

2 Clzccg Q2+k)A
SOy £ e BTN < g, 5.26
It O = oy <1 (5.26)
with the same tp. Fixing t < 7y and sending k — o0, (5.26) gives w(-, 7) =0. O

6 A family of smooth ancient rescaled flows

In this section we construct an /-dimensional family (recall, I is as in (3.8)) of
smooth ancient rescaled mean curvature flows that flow out of the fixed asymptot-
ically conical shrinker ©" ¢ R"*! as t — —o0. Using the tools at our disposal, this
is a straightforward adaptation of [38, Sect. 3]. For the convenience of the reader, we
emphasize that this section is not used elsewhere in the paper and may be skipped on
first read. It is purely of independent interest.
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Remark When ¥ is asymptotically conical, it seems nontrivial to verify that the con-
struction in this section proves the existence of a one-sided flow without performing
further error-term analysis near infinity. (If £ is compact this follows easily.) We find
it easier to instead prove this existence of one-sided flows in Sect. 7 using geometric
measure theory, which we also use to show that the one-sided flow can be continued
through singularities, which is crucial for subsequent applications. We emphasize that
the uniqueness of one-sided flows was established in Sect. 5.

6.1 The nonlinear contraction

We continue to fix §g € (0, —Aj), o € (0, 1). It will be convenient to also consider the
operator

i
L_:a:(al,...,al)ERIHZaje_)‘ffwj. 6.1)
j=1

Theorem 6.1 There exists po = no(X, «, 80) such that, for every u > o, there exists
a corresponding € = (X, «, 8o, L) with the following property:

For any a € B;(0) C R! there exists a unique . (a) : ¥ x R_ — R so that the
hypersurfaces S(t) := graphy, . (a)(:, T) satisfy the rescaled mean curvature flow

—x =Hg) (%) + , Vxe S(7), (6.2)
with the a priori decay
S0t _ M 2
sup e " [[(L (@) — - (@) (-, Dl = ulal (6.3)

TeR_
and the terminal condition T1 .o(% (a))(-, 0) = t_(a)(-, 0).
Proof The geometric PDE (6.2) is equivalent to (3.45). Consider the affine space

Clal:={u: L xR_—>R: Mo, 0)=1t_(a)0), lullx <oo},

where
_ 1 1
il = sup e 07 (-, DI + 2 ul DG, )
TeR_
It is complete with respect to dy (i, u) := ||u — ul|,. Note that Lemmas 3.4 and 3.5

imply that [l (a)]+ < Clal.
Let n > 0 be as in Corollary 3.7. For u € €[a], ||u]« < n,let #(u; a) be a solution
of
(L — L) (u:a) = E(u) (6.4)
with .7 (u; @) (-, 0) = (_(a)(-, 0). Equivalently, we are solving

(£ - L)L w;a) —1—(@)) = E), N<o(L(; a) — 1_(a))(-,0) =
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Existence is guaranteed by Lemma 3.2, since the a priori decay of u implies quadratic
decay of E(u) by (3.52). Now Lemma 3.3 and (3.52) imply:

sup e TS (u; @) — (@) (-, T ll2.a:nBr©) < Cllull2. (6.5)
TEIR_

Then, (3.51), (6.5), and Lemma 3.4 imply, for t e R_:

e L s @) — (@), DI
sce™[ sp E@I+ s e - @] =Clul
(Z\Bg(0))x(—00,7] dBR(0)x (—00,7]
(6.6)

Finally, (3.52), (6.6) and Lemma 3.5 imply, for t e R_:

(S s @) — @) DI

< Ce™ sup [I(7 @ @) = - @), DI +IE@ ()5, = Clull.

o<t

Recalling also Knerr’s parabolic Schauder estimates (see Theorem B.l1 in Ap-
pendix B), this implies:

.7 (u; @) — (@)l < Cllul|?. (6.7)

Therefore, . (u; @) € €[a]. Note that solutions of (6.4) are uniquely determined
within €’[a] (e.g., due to Lemma 3.2). Thus, . (-, @) is a well-defined map of small
elements of ¢’[a] into €[a].

Likewise, for i € €’[a], ||it||« < n, we have

(3 — L)(S (@ @) — S (u; @)) = E(w) — E@), T<o(. (&; @) — . (u; @)) (-, 0) =0.
Therefore the discussion above applies with # — u in place of u — ¢_(a) and Corol-
lary 3.7’s (3.53), (3.54) instead of (3.51), (3.52), and gives:

e (@ a) — S (s @) L O

—_ 1 - 1 — - 1
<C sup et oY) + Nt o), ] - sup e i — )

oeR_ ’a oeR_
ie.,
|7 @; @) — 7 (u; @)« < C(llulls + i) it — ulls. (6.8)

Consider the subset X := {u € Fla] : |lu — (_(a)|« < p|a|?}. There exists o =
1o(2, o, &) such that, for all u > g, there exists ¢ = e(X, «, g, 1) such that a €
B:(0) C R and u € X imply . (u; @) € X, by the triangle inequality and (6.7). Thus,
< (+; @) maps X into itself. By (6.8), it is a contraction mapping. By the completeness
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of X, there exists a unique fixed point of .(-; @) in X, which we denote . (a). Note
that, by construction, it satisfies (6.3) and I1_o((a)(-, 0)) = (_(a)(-, 0). It remains
to check that . (a) satisfies (3.45) smoothly. Indeed, E (¥ (a)) is Holder continuous
in spacetime by Corollary 3.7 and Theorem B.1 in Appendix B, and the result follows
by bootstrapping standard parabolic Schauder estimates to get smoothness on .%(a).

O

Remark Bourni-Langford—Mramor [17] recently constructed, using different meth-
ods, ancient one-sided flows coming out the Angenent torus and its higher dimen-
sional analog. Our work can be used to construct one-sided flows coming out of any
compact and any asymptotically conical shrinker.

7 Existence of a smooth ancient shrinker mean convex flow

In this section, we construct a smooth ancient shrinker mean convex flow on one
side of an asymptotically conical shrinker " c R"*!. It would be possible to prove
this more in the spirit of the previous section, but thanks to the uniqueness statement
from Corollary 5.2, we can construct such a flow by any method that is convenient.
As such, we use methods that will also apply to construct a (generalized) eternal flow
which is smooth for very negative times. We will do so by modifying techniques used
in [8] to the present setting.

We fix a component 2 of R"*! \ ¥ and assume that the unit normal to X points
into 2. Note that by Colding—Minicozzi’s classification of entropy stable shrinkers,
[45, Theorems 0.17 and 9.36], asymptotically conical shrinkers are entropy unstable.
This (and more) is encoded in the following result:

Lemma 7.1 ([8, Propositions 4.1 and 4.2]) The first eigenvalue . := A of the L op-
erator (see Lemma 3.1) satisfies A1 < —1. The corresponding eigenfunction ¢ can
be taken to be positive. For any B > 0, it satisfies

1+ X2 < g1 (x) < (14 |x]P)2HAHE,

1 _m
IVEe1(x)] S (1 + |xH)z =7,

Moreover, there is g = eo(X) > 0 so that for ¢ € (0, &), the normal graph of €1
is a smooth surface X, C Q2. Denote Q2; C 2 by the open set with 0Q2; = X. The
surface L. is strictly shrinker mean convex to the interior of Q2. in the sense that

2Hs, +x-vs, > Ce(l + [x))*
for C =C(2).
The following lemma is essentially [8, Proposition 4.4]. Note that because X, has

uniformly bounded curvature (along with derivatives) the time interval for which [55]
guarantees short-time existence is independent of ¢ — 0.
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Mean curvature flow with generic initial data

Lemma 7.2 Thereis § = 56(X) € (0, 1) so that there is a smooth mean curvature flow
Y (t) for t € [—1,—1 4 8] with X.(—1) = X,. The flow remains strictly shrinker
mean convex with the bound

2tHs, () +X- vz, ) = Ce(l + |x|? 4 2n(r + 1)

We now begin the construction of an eternal weak flow that we will later prove to
have the desired properties. Fix R > 0 so that for all ¢ € (0, 9) and p > 1, ¥ and X,
intersect d B, transversely.

Proposition 7.3 There is a smooth hypersurface L. , that formed by smoothing the
corners of (X N Byr) U (0B,r N Q) and then perturbing slightly so that:

e as p — 00, X, , converges smoothly on compact sets to Xg,

o the level set flow of X ,, is non-fattening, and

o letting Ky , denote the level set flow of the compact region bounded by % ,, there
is a unit-regular integral Brakke flow My , with initial condition Mg ,(—1) =
H" | Ze.p and so that supp M, , N1 (=1, 00)) = K¢, Nt ((—1, 00)).

Proof Let {Z{ p}ae(_l,l) denote a foliation of smooth surfaces close to (X, N B,g) U
(0Bpr N $2) chosen so that as p — 00, each X7 ) converges smoothly on compact
sets to X,. For all but countably many a, the level set flow of ¢ | does not de-
velop a space-time interior (i.e., does not fatten); see [74, 11.3]. Write rg{ p(t) ={x:
u(x,t) = a} for the corresponding level set flow. We can arrange (after re-labeling
a and changing u if necessary) that the level set flow of the pre-compact open set
bounded by Eg’p is {x : u(x,t) > a}. On the other hand, for a.e. a € (—1, 1), [74,

12.11] guarantees that’

{u=a}y = @u>a)s, (7.1)

where Z, =ZN t1((—1, 00)). Assume that a = a(e, p) € (—1, 1) is chosen so that
(7.1) holds and the level set flow does not fatten.

Non-fattening guarantees that ¢ — H" [0*{x : u(x,t) > a} is a unit-regular inte-
gral Brakke flow M, , by [74, 11.4] (cf. [7, Theorem 3.10]). It remains to check the
condition concerning the support of both flows. Note that

(supp Mg o)+ = U 0*{x:u(x,t) >a} x {t}
t>—1

+

= (0*{u>ah)+
={u=als

= (0{u = a})+.

7Note that in [74], there is a typo in the definition of (-)4; it is clear that the proof of [74, 12.11] only
considers points (¢, x) for ¢ strictly greater than the initial time.
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The second equality is proven as in [74, 11.6(iii)], the third is (7.1) and the final
equality follows from non-fattening of I'y . This completes the proof. g

Note that we could have used the work of Evans—Spruck [59] instead of Ilmanen’s
approach [74] in the previous proof.

Lemma 7.4 There is ro = ro(X) > 0 so that for r > %0, we can take p sufficiently
large depending on r to conclude that in the space-time region

(B \ Byy2) x [—1,2],

we have that K¢ , and My, , agree with the set flow and Brakke flow associated
to the same smooth mean curvature flow of hypersurfaces. Moreover, there is C =
C(X) > 0 independent of r so that this flow has second fundamental form bounds

IX[|A| + [x2|VA| + |x]|V2A| < C.

Proof This follows from pseudolocality (cf. [80, Theorem 1.5]) and local curvature
estimates (cf. [53, Proposition 3.21 and 3.22]) applied on large balls far out along X..
See also [8, Proposition 4.4]. O

We can now pass to a subsequential limit® p; — oo to find a Brakke flow M,
(resp. weak set flow L) with initial conditions H" | X, (resp. K, the closed region
above X.; in other words, K, is the unique closed set with K, C Q and 0K, = %,).

Lemma 7.5 We have 3/C, \ t1(—1) C supp M, C K.

Proof For X € 3K, \ t71(=1), there is X; € ke, \ t71(=1) = supp M, p, \
t~1(—1) with X; — X. The monotonicity formula thus guarantees that X € supp M.
The other claim follows directly from the fact that /C; is closed. g

Lemma?7.6 Take ro =ro(X) in Lemma 7.4 larger if necessary. Then in the space-time
region

(R"1\ Byy) x [—1, 1],

both AK, and Mg are the same smooth mean curvature flow which we denote by
X (1), and satisfy

IXI|A| + [XI?|VA| + x| V2A| < C.
Finally, ¥(t) intersects the spheres 3 B, transversely, for all r > ry.

Note that the smooth flows from Lemmas 7.2 and 7.6 agree when they are both
defined, so naming this flow X.(¢) is not a serious abuse of notation.

8we always use Kuratowski convergence to consider limits of sets. Recall that Z,, — Z if Z = {x :
limsup, d(x, Z,) = 0} = {x : liminf, d(x, Z,)}. Because R X R is separable, subsequential limits
in this sense always exist. See [90, §9] for further discussion.
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Proof The smoothness and curvature estimates follow by passing the curvature es-
timates in Lemma 7.4 to the limit along a diagonal sequence r — oo. Since K, C
supp M, C K, we see that the smooth flows must agree. Finally, transverse intersec-
tion follows from [55, Theorem 2.1] applied to balls far out along ¥, = ¥.(—1). U

Lemma 7.7 There is 6 = §(X) > 0 so that in the space-time region
=1, =1+ 8D,
both IC; and M agree with the smooth mean curvature flow X (t) from Lemma 7.2.

Proof Because X, ,, are converging smoothly to X, on compact sets, pseudolocality
and interior estimates guarantee that for any » > 0, there is a uniform é > 0 so that
taking i sufficiently large, one component of

alce,p,- N(By x [-1,-1+46])

is a smooth mean curvature flow with uniformly bounded curvature (and similarly for
Mg p) fort e [—1,—146].
Small spherical barriers show that for i large, no other component of

e, p; N (Br x [—1,—14+6])

canintersect B, /2 x [—1, —1+3]. As such, sending i — 00, we can pass the curvature
estimates to the limit to find that 9K, N t’l([—l, —1+ 8]) (and similarly for M,)
are both smooth mean curvature flows with uniformly bounded curvature that agree
with X, at t = —1. The assertion thus follows from 9/C, C supp M, C K, as before,
or alternatively from the uniqueness of smooth solutions to mean curvature flow with
bounded curvature, [30, Theorem 1.1]. Il

We define the parabolic dilation map
Fo R R > R xR, Fi (X, 1) > (Ax, A%1).

The following result is a consequence of Lemma 7.2 and relates the analytic property
of shrinker mean convexity to the behavior of the flow under parabolic dilation. It is

convenient to define
1 —3\2
20 ::( 2) > 1, (7.2)

1-46

where § is as in Lemma 7.7. Observe that F) (. (1) x {t}) = AZ.(¢) x {A2t}, so
AXe(—A72) is the r = —1 slice of the parabolic rescaling (by A) of the space-time
track of the flow 7 > X (¢) and the maximal smooth existence time 7 > —1 4 §/2.

Corollary 7.8 For i € (1, Ao) the surface 2 X.(—A"?) is contained in the interior of
Q. Moreover, for any r > 0 large, there is ¢ = c¢(r, ) > 0 so that

d(Ze N B AZe(—A"5) N B,) > ce(A — 1),

forall . € (1, Ag).
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Proof By Lemma 7.2, the family of hypersurfaces defined by A — AX.(—A~?) has
normal speed given by

22D Hy, (-2 +X vy a2 = Ce(l+ X +2n(1 — A2~

This is strictly positive, which proves the first statement. Moreover, the speed is
strictly bounded below on B,., which proves the second statement. O

For A > 1, we define K := F; (KCe) N t~1([—1, 1]) and similarly for M?. Recall
that Lo has been defined in (7.2). Note that 81@ Nt 1 (=1) = AT, (—A72) for A €
[1, X0). Below, we will write IC; (and similarly Mé) (as opposed to. K, and M,),
the difference being that the time parameter has been restricted to —1 <¢ < 1.

Lemma?7.9 Thereisr) =r1(X) > rg so that forany A € (1, Lg), A2 (A 721) \ Brl can
be written as the normal graph of a function f; defined on the end of X (t) for all
t € [—1, 1]. The function f; satisfies

IXILfil+ X2V £l + XV £l < C,
where C = C(X). Moreover,
(% —As,0) fi=a- Vs, fi +bfi,

where |a| 4+ |b| < C = C(X).

Proof This follows from the argument in [8, Proposition 4.4]. Indeed, we first observe
that by taking r| sufficiently large, A X, (1 ~2¢) and Z,(r) are locally graphs of some

functions u, u* over

B,”z‘(z) cT,C

for n = n(X) > 0 and |z| > r; sufficiently large. Differentiating the mean curvature
flow equation as in [101, Lemma 2.2] yields curvature estimates that prove that f;
exists and satisfies the asserted estimates. Finally, the fact that f; satisfies the given
equation follows by considering the quadratic error terms when linearizing the mean
curvature flow equation; a similar argument can be found in [93, Lemma 2.5]. O

Proposition 7.10 The support of the Brakke flow supp M ; is disjoint from the scaled
weak set flow ICé‘,for all & € (1, Lo).

Proof We follow the proof of [8, Proposition 4.4], but use Ilmanen’s localized avoid-
ance principle in the compact part, due to the possible presence of singularities. Fix
A e (1, ) and let T € [—1, 1] denote the first time the claim fails:

T =sup{t: supp/\/l; N IC? Nt l((—=1,1) =0}

By Lemmas 7.2 and 7.7, T > —1 4+ §. Assume that T < 1.
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Using Theorem D.3 (recall that, by [74, 10.5] the support of a Brakke flow is a
weak set flow), we find that

supp ML(T) N KX(T) N By, = 0.

Because /\/lé and 0K, agree with the smooth flow X.(f) outside of B,, by
Lemma 7.6, there is n > 0 so that”

supp ML (1) N KA (£) N (Bargr, \ Basgr) =9,

for t € [—1, T 4+ n]. Now, observe that X.(¢) and kEg(k_Zt) are smooth flows with
the curvature estimates from Lemma 7.6 and so that the second is graphical over the
first by Lemma 7.9 (with appropriate curvature estimates). Moreover, at t = —1, the
two surfaces are disjoint, so the graphical function is initially positive.

Now, the Ecker—Huisken maximum principle [54], specifically the version in The-
orem E.1 (which applies because the graphical function satisfies the PDE given in
Lemma 7.9), to conclude that the graphical function remains non-negative for ¢ €
[—=1, T + n] (over the flow X () N (RnH+ \ B33yr,))- Now, the strong maximum prin-
ciple implies that the graphical function is strictly positive in X (¢) N (R"*1\ Bay,r,)
fort € [—1, T + n]. Applying Theorem D.3 again, we conclude that

supp ML (1) N KL () =4,

fort € [—1, T + n]. This contradicts the choice of T'.
Finally, we can repeat the same argument to show that the flows cannot make
contact at r = 1. This completes the proof. g

Corollary 7.11 For A € (1, Ag), KL\ t1(=1) is disjoint from K*.

Proof This follows from combining Proposition 7.10 with Lemma 7.5. g
Intuitively, this corollary proves that KC* lies inside of IC; (since it has moved away

from its boundary). We make this intuition precise below. Write B° for the interior of

a set B and B¢ for its complement.

Lemma7.12 If A, B are closed subsets of a topological space with A connected and
0BNA=40, then either AC B° or ANB =40.

Proof We have A= (AN B°)U (AN B°)U(ANaJB) for any sets A, B. O
Lemma 7.13 For each A € (1, Ag), ICQ‘ \ t 1 ({£1}) is connected.

Proof We will prove that /C; N t~! (=272, 172)) is connected for any A € (1, Ag). By
Lemma 7.6, we have that

Ke N (=272 472)\ (R X Byy))

9This is just the claim that two smooth flows that are initially disjoint remain disjoint for a short time; this
holds for flows with boundary moving in any arbitrary manner.
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is the space-time track of the region above X, (7). Hence, if K, Nt~ (=172, 172))
is disconnected, then there is a connected component

R C Bry X (=172, 072).

Note that Z Nt~ (=172, —Aa2)) =) by Lemma 7.7.

The component % “appears from nowhere,” which easily leads to a contradiction.
Indeed, we have shown that there is a point (X, ) € % with minimal #-coordinate and
because Z is a closed connected component of /Cg, there is r > 0 so that By, (X) X
{t — r?} is disjoint from /C,.. This contradicts the avoidance property of ;. O

Corollary 7.14 Forall A € (1, ko), K2\ t 1 ({£1}) C (K))°.
Proof This follows by combining Corollary 7.11 with Lemmas 7.12 and 7.13. g
Lemma 7.15 We have (0,0) ¢ K. and for each t € [—1,0),
supp M (1) C /=1,
where 2 is the open set lying above X.

Proof This follows adapting of the argument [8, Proposition 4.4] to the present setting
(using Theorem D.3); as we have already given similar arguments in the proof of
Proposition 7.10, we omit the details. O

We now rescale the flow as ¢ — 0 to obtain an ancient solution. We consider
F(Ke) for ¢ small and A large (the precise relationship to be quantified in (7.3)
below) and consider this a weak set flow with initial condition A, x {—A2}.

Lemma7.16 For ¢ > 0 fixed, the space-time distance satisfies

Alim d((0,0), Fy (L)) = oo.

On the other hand, for A > 1 fixed,

lin%d(((), 0), F.(K¢)) = 0.

E—>
Proof The first claim follows immediately from Lemma 7.15. To prove the second
claim, it suffices (by Lemma 7.5) to show that

lin%)d((ﬂ, 0), supp M,) =0.

e—
Choose a subsequential limit M of the flows M, as ¢ — 0. Note that M(—l) =
H"| X, since ¥, converges locally smoothly to ¥. Using unit-regularity and unique-

ness of smooth mean curvature flows with bounded curvature (cf. [30, 54]) we con-
clude via Proposition C.1 that

M) =H"|V=t T

for ¢ < 0. This proves the claim. O
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Now, choose & — 0. It is clear that A — d((0, 0), F,(K,)) is continuous. Thus,
for i sufficiently large, we can choose A; so that

d((0,0), F5, (Ke)) = 1. (1.3)

Taking a subsequential limit as i — oo, we find a weak set flow C and Brakke
flow M. Note that since &; — 0 we can ensure that A; — oo and thus the flow
(M, K) is ancient. We summarize the basic properties of (M, K) in the following
theorem.

Theorem 7.17 The flows M and IC have the following properties:

(1) we have d((0,0),K) =1,

(2) the Brakke flow M has entropy M(M) < F(Z),

(3) we have 0K C supp M C IC,

4) for . > 1 we have F,(K) C K° and supp M N F, (K) =0,

(5) there is T > 0 large so that for t < —T, M(t) and 3K (t) are the same smooth
flow which we denote X(t),

(6) the flow X(t) lies in /—tQ forall t < —T,

(7) the flow X (t) is strictly shrinker mean convex for all t < —T,

®) % 3(t) converges smoothly on compact sets to X as t — —o0, and

(9) there is a continuous function R(t) so that, for any t € R,
M@ LR\ Bry) and 9K 0 (¢ (1) \ Bra)

are the same smooth, multiplicity-one, strictly shrinker mean convex flow, which
we will denote by X(t); moreover, there is C > 0 so that the curvature of ¥
satisfies |X||Ax | < C.

Proof Claim (1) follows by construction. Claim (2) follows from the fact!? that
A(E;) < F(Z) proven in [8, Appendix C]. The claim (3) follows as in Lemma 7.5.
We prove (4) below, but for now, we note that Corollary 7.14 immediately implies
that F, (K) C K for A € (1, Ag). We will refer to this weaker property as (4°).

We now turn to (5). Consider M _,, any tangent flow to M at r = —oo. We know
that M _ exists and is the shrinking Brakke flow associated to an F-stationary vari-
fold V_ thanks to the monotonicity formula and the entropy bound L(M) < F(X).
Lemma 7.15 implies that supp V_., C Q. By the Frankel property for self-shrinkers
(cf. Theorem D.4), it must hold that ¥ N supp V_ # @. By the strong maximum
principle for stationary varifolds [77, 97] (either result applies here because X is
smooth), there must exist a component of supp V_, which is equal to X. By the con-
stancy theorem (and Frankel property again) we find that V_o, = kH" | X, for some
integer k > 1. By the entropy bound in (2), k = 1. Thus, by Brakke’s theorem (c.f.
[108]) and Lemma 7.18, there is T > 0 large so that M (¢) is the multiplicity one
Brakke flow associated to a smooth flow X () (and \/%_[ 3 (t) converges smoothly on

compact sets to 3 as t — —o00). Since 3K C supp M, we see that /C(r) = X(r) as
well. This completes the proof of (5); note that we have proven (8) as well.

10Note that the simpler statement A(X¢) < F(X) 4+ o(1) as ¢ = 0 would suffice here.
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By Lemma 7.15, (1) C v/—f Q. Since v/—1 £ and X () are both smooth (for
t < —T), they cannot touch unless X (t) = /—t  forall t < —T . This cannot happen
by an argument along the lines of Lemma 7.16. This proves (6).

Now, we note that (4”) implies that X (¢) is weakly shrinker mean convex. By the
strong maximum principle (see [96, Proposition 4] for the evolution equation for the
shrinker mean curvature), X (¢) is either a shrinker for all t < —T or strictly shrinker
mean convex. The first case cannot occur (by the argument used for (6)), proving (7).

By Lemma 7.18 proven below, we know that for ¢ sufficiently negative, % (1)
is an entire graph over X of a function with small || - ||§1) norm. From this, we can
use pseudolocality to prove (9) exactly as in [8, Proposition 4.4(1)] (the exterior flow
M) | (R*1\ Br()) = X(t) is weakly shrinker mean convex by (4’) and thus strictly
so by the strong maximum principle).

Finally, we prove (4). Strict shrinker mean convexity of the exterior flow guaran-
tees that for A > 1, supp M and F; (K) are disjoint outside of a set D in space-time
which has D N t~!([a, b]) compact for any a < b. Thus, we may apply IImanen’s
localized avoidance principle, Theorem D.3, to show that supp M and F; (K) are
indeed disjoint. Using (3) and (4’), this completes the proof of (4). O

The following lemma was used above, and we will also use it again when proving
uniqueness of ancient one-sided flows.

Lemma 7.18 Suppose that (S(t))c<o is an ancient rescaled mean curvature flow so
that S(t) converges to ¥ smoothly with multiplicity one on compact sets as T — —00.
Then, for t sufficiently negative, there is a function u(-,t) on ¥ so that S(t) is the
normal graph of u(-, t) over ¥ and so that

. 1
lim_fu(. 1)} =0.
T—>—00

Proof This follows from an simplified version of the argument used in [31,
Lemma 9.1]. Indeed,

Sry (1) 1= /=1 (19 — log(—1))

is an ancient mean curvature flow for r < —e™. Moreover, as tp — —oo the flows
(Sto (t))1<—ew converge smoothly on any compact subset of ((—oo, 0] x R\
{(0, 0)} to the shrinking flow {/—1X},<¢ (cf. the proof of Lemma 7.15). This implies
that there is 71 sufficiently negative so that for tp < 7; and r € [—1, —e™],

$5(t) N (B2 \ By)
is the graph of some smooth function i, defined on a subset of ./—7% and that

sup i,z =0 (7.4)

te[—1,—e"0]

as 1 — —oo. Below, we will always assume that 79 < 7.
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We can rescale the above observation back to S(7) to find that
i} ]
S(r)ﬂ{x:re 7 <|xX| <2re 2 }

is the graph of some function u(:, T) defined on some 2, ,(r) C X, as long as 19 €
(—o0, t] and t < t;. For such 7, by varying 79 € (—o0, t], we find that S(7) \ B, is
the graph of some function u(-, t) over the domain

o@:= |J @ @c=

T0€(—00,7]

Shrinking 77 if necessary, we can assume that
% \ B2r C Qr(f)y

for T < 71 by the smooth convergence of S(r) to ¥ on compact sets.
Finally, the C 3 estimate (7.4) rescales as follows. We have

1 N _
luCD5p, @ S lin ¢ —e®Dlles
for g € (—oo, 7]. In particular, we find

1 1
G OIS = sup G DIy o)
19€(—00,7] 0

Soosup g (5 —e™ ) lles
T9€(—00,7]

< sup sup  litgy (-, Dl 3.
1p€(—00,t]te[—1,—€"0]

For © sufficiently negative, u(-, T) extends across the compact part of ¥ with C3-

norm tending to 0, so combined with the previous inequality and (7.4), the result
follows. O

8 Long-time regularity of the flow

In this section, we analyze further the flow (M, K) from Theorem 7.17. We must
separate our analysis into three time scales, t <0, =0, ¢ > 0.

8.1 Regularityfors <0

Here, we show that White’s regularity theory [105, 107] for mean-convex flows ap-
plies to the flow (M, K) for t < 0.

Remark Because it plays a fundamental role in our analysis, we briefly recall White’s
strategy. The basic setup is to prove that the Brakke flow and level-set flow are com-

patible in the sense that the Brakke flow is the n-dimensional Hausdorff measure
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restricted to the boundary of the level-set flow. This lets White combine Brakke flow
(density/monotonicity) arguments with the fact that the level set flow is moving to one
side. In particular, the one-sidedness implies that the level set flow is minimizing to
the outside. The key to White’s regularity is then to rule out multiplicity two planes as
static/quasi-static tangent flows (higher multiplicity cannot occur by the minimizing
property and other tangent flows are less common and thus less troublesome thanks
to stratification). Using the fact that the flow is moving to one-side and a “no holes”
argument, White then proves that such a tangent flow will locally separate into two
sheets. Then, linear analysis can be used to rule out such a situation.

We define the rescaled flow K (and analogously for M) by

K:= U e%IC(—e_r)

T€(—00,00)

for t € (—o0, 00). Itis easy to see that K is still a closed subset of space-time. Indeed,
it is the image of a closed set under the diffeomorphism

.+l _ n+1 . T S —
R:R x (—00,0) > R x R, R:(x,t) > ((—1)”2x, —log(—1)).

Remark The rescaled flows will be seen to be moving to one side (like a mean convex
mean curvature flow). Because the rescaling is “lower order” and in particular disap-
pears after taking a blow-up, White’s theory will apply to the rescaled flows as well.
Here, a serious issue will be that we do not a priori know compatibility of the level
set flow and the Brakke flow (we only know “partial’ compatibility, cf. (3) in Theo-
rem 7.17). As such, we will combine White’s theory with a continuity argument to
work up until the first time the theory breaks down (cf. (8.2)). A crucial observation
is that White can rule out static/quasi-static multiplicity tangent flows at some time
7 using knowledge of the flow only for prior times 7 < T (of course, this is simply a
manifestation of the parabolic nature of the flow).

Let
T :RTU xR - R xR, Tn: (X, 1) (x,t —h) 8.1)
denote the time-translation map.
Lemma 8.1 For h > 0, we have
Th(K) c K° and suppM NTh(K) = 0.

Proof Note that 771(16) = R(F 5 (K)). Thus, (4) in Theorem 7.17 implies both
e
claims. O

Proposition 8.2 We have K = supp./\7l.
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Proof Suppose that (x, 7) € suppM \ aK c K°. Choose r > 0 so that B, (x) C I@(r).
Lemma 8.1 implies that B, (x) is disjoint from supp./\;l(t — h) for all 4 > 0 small.
For h sufficiently small, the rescaled level set flow 5 generated by B, (x) x {t — h}
has (x, t) € B°. On the other hand, supp M N B = ¢ by the avoidance principle. In
particular, (x, 7) ¢ supp M. This is a contradiction. O

Proposition 8.2 and [74, 10.5] imply that 9K is a (rescaled) weak set flow.
Corollary 8.3 If (x, 79) € reg M then there is r > 0 so that
M(D) B, (x) = H"[(3K(7) N B, (x))
fort e (g — r2 o+ r2), and K° N (B, (x) x (19 — r2 o+ r2)) #+ 0.

Proof~By definition, there is r > O sufficiently small so that /\;l(r)LBr(x) =
H™ | M (t) for M(t) a smooth rescaled mean curvature flow in B, (x). Thus,

K N (B (x) x (19 — 1%, 19 + 1)) = supp M N (B, (x) x (70 — %, 19 + %))

= U M(7) x {t}.

|[t—1o|<r?

This proves the first statement. The second statement follows from Lemma 8.1 and
Proposition 8.2. O

Corollary 8.4 For 7 € R, we have (3K) N {r =19} = (K N {r = 10}).
As such, we can (and will) unambiguously write 9K (o) for either of these sets.

Proof 1t is clear that

@) N{r =} DK N{r =),
and that

OK) N{r =10} C (KN {r =10}).
Consider now

xe @) N{r=1wNEKN{r=1)°.

Considering a small shrinking ball from a slightly earlier time, as in the proof of
Proposition 8.2, we see that (x, t) € K°, a contradiction. O

Lemma 8.5 The sets {SK(r)}TeR form a singular foliation of Q2.
Proof Note that the sets {8]6(1)}IER are disjoint by Lemma 8.1. Now, note that

lim T,(K) =%, lim 7,(K) =@,
h——00 h— 00
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by Theorgm 7.17. As such, for x € 2, we can choose the maximal 7 € R so that
(x,T) € K. Assume that (x, T) € K°. By considering a small shrinking ball barrier
as in the proof of Proposition 8.2, we can contradict the choice of T. O

Recall that the F-area of a measure u (with w(B;) < r¥ for some k > 0) is

F(u) = (4m) "% f e dp(x)

(cf. Sect. 2.7.) Set also F(A) := F(H" | A) when it is defined. We have the following
proposition, which is a straightforward modification of the corresponding result in
the mean-convex case.

Proposition 8.6 (cf. [105, Theorems 3.5, 3.8, and 3.9]) Suppose that V is a locally
F-area minimizing hypersurface (integral current) contained in @ with boundary in
K(t). Then V C K(1). In particular, 3K(t) has locally finite H"-measure and for
any B, (x) C Q,

FOK (1) N B, (%)) < F(3B,(X).

Finally, for B,(X) C 2, if S is a slab of thickness 2er passing through x and
() N By (x) C S then K(t) N (B,(X) \ S) consists of k =0, 1, or 2 of the con-
nected components of B.(x) \ S and

FOK(T)NB (X)) < 2—k+2ne+e))w,r",
where e(r) =o(1) as r — 0.11

At this point, we have no guarantee that the Brakke flow M has M(t) =
H" LBI@(I) as in [105, §5]. As such, we cannot immediately deduce regularity fol-
lowing [105, 107]. Instead, we must use a continuity argument: consider the set in
space-time

D:={XeR"™ xR:0 (X)>2}. (8.2)

By upper semi-continuity of density, it is clear that © is closed. Moreover, by (5) in
Theorem 7.17, it is clear that the projection of © onto the t-axis is bounded from
below, and the projection on R"*!-factor is bounded. As such, if D is non-empty, we
can choose an element X = (X, T) € © with smallest possible 7-coordinate.

Lemma 8.7 (cf. [105, Theorem 5.51) If (/\;li, I&,-) is a blow-up sequence limitjng to
(M, K", around points (x;, t;) with limsup,_, ., 7; < T then supp M’ = dK' and
I, — K.

Proof As usual, we can show that dK’ c supp M’ C K'. On the other hand, by [104,
§9], almost every X € supp M’ has a tangent flow that is a static or quasi-static plane.

e emphasize that this last statement does not hold uniformly for all x.
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By definition of 7, these must be static and multiplicity-one (by unit regularity). Thus,
Corollary 8.3 implies that there must be points in the complement of K’ that are
arbitrarily close to X, since (M;, K:) converges smoothly near X. This implies that
a dense subset of supp M is contained in 9K'. This completes the proof. O

Lemma 8.8 ([105, Theorem 7.2]) If (M, K') is a static or quasi-static limit flow at
(x,7) with T < 7, then M’ is a stable minimal hypersurface whose singular set has
Hausdorff dimension at most n — 7. In particular, a non-flat static or quasi-static limit
flow cannot exist when n < 7.

From now on, we assume thatn < 7.

Corollary 8.9 We have (sing M)N{t <7} is of parabolic Hausdorff dimension <
n — 1. Moreover, for each T < T, at time T, the singular set sing M(t) has spatial
Hausdorff dimension at most n — 1.

Proof This follows from Lemma 8.8 and [104, §9]. See also [105, Theorem 1.3]. O
Corollary 8.10 For t <7, M(t) = H"|aK (7).

Proof Corollary 8.9 implies that H" (suppM(r) \regM(t)) = 0. Because M has
bounded entropy, we have that M (t)(B,(x)) < r" which implies that

M(r)(supp M(r) \ regM(r)) =0.
Combined with supp/\;l(r) = BIC(I), the assertion follows. O

Proposition 8.11 The set © is empty. Moreover, for any limit flow (M’, K'), we have
that supp M" = 0K’ and there is T < 0o so that

(1) K'(t) is weakly convex for all t,

(2) K'(t) has interior points if and only ift < T,
(3) oK' (¢) are smooth fort < T,

(4) M’ (t) is smooth and multiplicity one fort < T,
(5) K'(t) is empty fort > T.

If (M, K') is a tangent flow, then it is a multiplicity one generalized cylinder "% x
Rk,

Proof We first prove that © is empty by arguing that we can apply the regularity the-
ory of [105, 107] at T. Observe that Lemma 8.1, Proposition 8.6, and Corollary 8.10
allow us to apply all of the arguments in [105] that do not consider any points from
{t > 7} (after this time we do not know how to relate M and K).

Assuming © # ¢, we can fix (X, 7) € D. Let (M, K') denote a tangent flow pair
to (M, K). Arguing as in [105, Theorem 5.5] we find that M" is compatible with the
associated weak set flow K’ for times ¢ < 0 and the rescalings of aK around X, 7)
converges to K’ on {r < 0} as sets. In particular, this allows us to apply the arguments
in [105, §9] to conclude that (M’, ') cannot be a multiplicity-two hyperplane for
t < 0 (either static or quasistatic).
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Remark Note that [105, §9] considers multiplicity-two quasistatic planes (and static
planes were already ruled out in [105, Corollary 8.5]). We cannot appeal to [105,
Corollary 8.5] in this setting, since the argument would need information about the
flow for times 7 > 7. However, one may carefully check that the argument in [105,
§9] makes no reference to any time 7 > 7 nor does it need [105, Corollary 8.5], just
the sheeting theorem [105, Theorem 8.2] which is applied to the blow-up sequence on
compact subsets of R”*1 x {r < 0}. (In particular, we are making the observation that
the argument in [105, §9] can be used to rule out static (or quasi-static) multiplicity-
two planes while only considering times before the singular time.)

Now that we have seen that (M’, K’) cannot be a multiplicity-two hyperplane for
t < 0, we claim that sing M’ N {r < 0} = @. If not, there is some X € sing M’ N {t <
0}. An iterated tangent flow (M”, K”) at X will be static (since # < 0) and is a
limit flow of (M, I@) (and will only see points at < 7), cf. [105, Theorem 5.2(1)].
Thus, we can repeat the argument in [105, Theorem 12.3] to show that (M”, K")
cannot be a multiplicity-two plane. (Because (M’, K') is not a multiplicity-two plane,
the rescaling chosen in the proof [105, Theorem 12.3] will still yield a tangent flow
to (M’, K’) and will thus not see any points with T > 7.) Iterating this argument
and ruling out a non-trivial union of half-planes using Proposition 8.6 as in [105,
Theorem 7.2], we can conclude (using the assumption n < 7) that (M”,K") is a
multiplicity-one hyperplane, contradicting X € sing M’. Since (M’, K’) is regular
for t < 0, it must be a generalized cylinder by (mean) convexity, [107, Theorem 10]
(cf. [42, Theorem 10.1]). In particular, this implies that ® A (X, T) < 2, contradicting
the definition of ©.

Now that ® = J, we can use Lemma 8.1, Proposition 8.6, and Corollary 8.10 to
see that White’s regularity theory [105, 107] applies to (M, K) for all time. This
completes the proof. g

We will say that (x, ) € sing M has a mean convex neighborhood if'> there’s
e>0sothatt +e2 <0andift —e? <] <ty <t + &% then

K(#2) N Be (x) C K(11) N Be (%) \ K (21).

With this definition, we can now summarize the above conclusions for the non-
rescaled flow.

Corollary 8.12 The non-rescaled flows (M, ) have the following properties for
t<0

(1) M()=H"[oK (1),

(2) sing M N {t < 0} has parabolic Hausdorff dimension <n — 1 and for t <0,
sing M(¢) has spatial Hausdorff dimension <n — 1,

(3) any limit flow at X = (x,t) with t <0 is weakly convex on the regular part and
all tangent flows are multiplicity one generalized cylinders, and

(4) any singular point has a (strict) mean-convex neighborhood.

12This definition is slightly simpler than the one used in [39, 89] since all singularities in our setting have
the “same orientation” (since the shrinker mean convexity rescales to mean convexity in the blow-up limit).
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Proof Everything but the last claim is proven above (in the rescaled setting). The last
claim follows from the fact that all limit flows are convex so [89] applies. |

8.2 Regularityats =0

We now turn to regularity near time ¢t = 0.
For A, B c R"t! x R, subsets of space-time, we write

deA By = inf Jixe— %P+t — 1)
(Xasta) €A, (Xp,1p)EB

for the Euclidean distance between the two sets. We emphasize that this differs from
the usual parabolic distance between the sets. Note that the parabolic dilation map
Fi R x R — R*! x R generates the vector field

. d _ n+1
=] FH=xeLROTR

We now consider the geometry of hypersurfaces in space-time swept out by a mean-
curvature flow.

Lemma 8.13 Consider a family of smooth hypersurfaces (a,b) — M(t) C R'+!
flowing by mean curvature flow. Set

M=) M@®) x{1).

te(a,b)

Then, 9 is a smooth hypersurface in spacetime R" ™! x R with unit normal'3 at (x, t)
given by

M + Hu@ (X)0;
V 1+ Hy)(x)?

Moreover, the normal speed of » +— F (M) at A =1 is

Von

2tHy) + X vy

. (8.3)
V 1+ Hy)(x)?
Proof The given unit vector is orthogonal to
T(x,[)m =T, M(t) ® spang (0; + HM(t) (x)).
This implies the expression for vgy. To prove (8.3), we may compute
V- vy = (x+2t0;) - Wy + Hu(x)0)  2tHpyry) + X vyr)
w/1+HM(t)(x)2 w/1+HM(,)(x)2
This completes the proof. d

Bwe emphasize that the unit normal is taken with respect to the Euclidean inner product on spacetime
R”+1 xR~ Rn+2
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Now, recall that by Theorem 7.17, there is a smooth flow X (¢) so that d/C(¢)
and M(t) agree with X(¢) outside of Br(; and on R"*+! x (—o0, —T). Choose Ry
sufficiently large so that Ry > R(t) for t € [-4T, 0] (we will take Ry larger in (8.4)
in Proposition 8.15 below). Then, define

e=| |J conBr)xit|ul [ =Z@n Bk \Br) x {1}
—4T<1<-2T —2T<t<I
Lemma 8.14 There is ¢ = c(Ryp, ), C(Rp, £) > 0 and »1 = L1 (Rg, X) > 1 so that
c(h—1) <dp(6, Fo(®) <C(.— 1)
for x e (1, ry).
Proof It suffices to show that

d
I A:ldE(G’ Fi(©)) € (0, 00).

This follows from (8.3) (and the compactness of &) since positivity of the shrinker
mean curvature of X (¢) was established as (7) and (9) in Theorem 7.17. O

Proposition 8.15 For r > O sufficiently large, there is ¢’ = c'(r,X) > 0 and }| =
A\ (r, ) so that

dp @K N (By x [=1,0]), F5.(0K) N (B, x [=1,0D) = ¢'(A = 1)
for x e (1,1)).
Proof Given r > 0 large, we fix Ry by requiring that
4R34 6nT > 4r° (8.4)
and that Ry > R(¢) for t € [—3T, 0] (where R(¢) is defined in Theorem 7.17). This
choice of Ry will allow us to use Theorem D.3 below. We fix ¢ = ¢(Rp, X) as in

Lemma 8.14 and will choose ¢’ < ¢ below.
For A — 1 > 0 sufficiently small, assume that

de (K N (B, x [=1,01), F5.(0K) N (B, x [—1,0])) < %(x —1) (85
(otherwise the assertion follows) and that the distance is achieved at
(x,1) €K N (B, x [-1,0]),  (x+z,7+5) € Fp(dK) N (B, x [—1,0]).
In particular, |s| < 5(A —1).
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Recalling the translation map 7, defined in (8.1), observe that, Lemma 8.14 and
(8.5) imply that

de(Ts(Fu(8)), 6) = dp(F(6), 6) — de (T (Fr(8)), Fi(6))
> dp(Fr(6),6) — |s]

>So—1
_5( - 1.

Consider the weak set flows 7, (F, (dK)) and dK. From the previous estimate and
Theorem D.3 with a =1 = —3T,b=t, R =2Ry, X0 =0, and y small we see that
Ts(F,.(0K)) and 9/ are disjoint for r € [—3T, 0]. Recall that in Theorem D.3 the dis-
tance d; (see (D.2)) is defined with the choice u = (R2 —Ix —X0|2 —2n(t—1t9))+.(8.4)
implies that u is uniformly bounded from below away from zero on B, x [—3T, 0],
so Theorem D.3 allows further to conclude that (here and below, the implied constant
in 2, < depend on r, Ry, ¥ but not on A and ¢)

|z| 2 di (T (Fr(0K)), 0K) = d_37 (Ts(F1(9K)), 9K) .
However, by Lemma 8.14, and since |u| < 4R(2), we see that
d_37(Ts(Fr(0K)), 0K) Z c(h = 1) — Is].
Putting these inequalities together, we find that
(o= 1) S [zl +Is| = dg (K N (B, x [=1,0]), F.(0K) N (B x [~1,0]).

This completes the proof. g

Corollary8.16 Forr > 0, thereis s = s(r, X) > 0 with the following property. Choose
(x,t) ereg M N B, x [—1, 0] and fix a space-time neighborhood U of (x,t) so that
inU, M agrees with t — H" | M (t), for a smooth mean curvature flow M(t). Then,

2t Hyy(ry)(X) + X - v (X) = 51/ 1+ Hyrr) (%)%

Proof Proposition 8.15 implies that the speed of A —> AM (A ~2¢) at A = 1 has a uni-
formly positive lower bound. Thus, the conclusion follows from (8.3). g

Corollary 8.17 There is C = C(X) > 0 and § = 8(X) € (—1,0) so that K (t) is
smooth with |Hyx | < C fort € (8,0).

Proof By (9) in Theorem 7.17 it suffices to prove this for points in B, for some r > 0
sufficiently large. Fixing such an r, Corollary 8.16 implies that there is s > 0 so that

2t Hyr (1 (X) + X vy (X) = 54/ 1+ Hy 1) ()2

for (x,1) ereg M N B, x [—1,0]. Solving for H, we find that |H| < C on regM N
(B, x (=24, 0) for some § € (—1, 0) sufficiently small.
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However, by (3) in Corollary 8.12, any X € sing M N {t < 0} has a multiplicity-
one generalized cylinder as a tangent flow. In particular, there are points X; € reg M N
{t <0} with X; - X and H (X;) — oo. This contradicts the mean curvature bound,
completing the proof. g

Corollary 8.18 We have that sing M (0) =@, M(0) = H" 0K (0) and x - vyxc o) > O,

Proof By Corollary 8.17, we know that for ¢ € (§,0) and x € dKC(¢), | Hyic(ry (X)| < C.
Thus, by Corollary 8.16, we conclude that for r chosen as in the proof of Corol-
lary 8.17, taking § smaller if necessary, for ¢t € (§,0) we find that d/KC(¢) is strictly
star-shaped in B,, i.e., there is ¢ > 0 so that

X VoK) =€

for x € dK(¢) N B,. In particular, this implies that d/C(¢) is locally uniformly graph-
ical. Interior estimates [55, Theorem 3.1] then imply that the flow 9/ (f) remains
smooth and strictly star-shaped up to t = 0 (outside of B,, the flow is automatically
smooth and strictly star-shaped by (7) and (9) in Theorem 7.17). O

8.3 Regularity for¢ > 0

Using sing M (0) = ¢ and (9) from Theorem 7.17, there is some § > 0'so that M) =
H™ /(1) is smooth for ¢ € [0, §). We can now consider the rescaled flow

K:= U e IK(e"),

T€(—00,00)

and M similarly defined, exactly as in the # < O situation. The only difference is that
the flow is moving outwards rather than inwards:

Th(K) c K°

for h < 0 (cf. Lemma 8.1). This does not seriously affect the arguments used above,
and we find that Corollary 8.12 holds for ¢ > 0 as well.

8.4 Long time asymptotics

We continue to use our notation from the 7 > 0 regularity section. Moreover, we de-
note with Cy the asymptotic cone of the asymptotically conical shrinker. We will
also need to consider the integral unit-regular Brakke flows 7 € [0, 00) — u™®(¢) con-
structed in Theorem F.2 whose support agrees with the inner and outer flow M*(r)
of Cx. They can be used to prove:

Lemma 8.19 Forallt > 0, dKC(¢) is disjoint from the level set flow of Cx.

Proof Note that (Mi(l))zzo is smooth with unit multiplicity outside of B ViRo (0) for
some Rg > 0. Moreover, 1+ (0) is disjoint from C at ¢ = 0. Thus, we can argue as
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in Proposition 7.10: we may couple the Ecker—Huisken Maximum Principle (Theo-
rem E.1), with Ilmanen’s localized avoidance principle (Theorem D.3) to show that
d/C (1) is disjoint from M *(¢) for all 7 > 0. This implies the claim. O

This allows to characterize the convergence of the rescaled flow for T — co. We
assume that M (¢) lies outside the outer flow M T (¢) of the level set flow of Csx..

Theorem 8.20 The rescaled flow M(r) converges smoothly as T — oo to an ex-
pander E, which is smoothly asymptotic to Cy, and minimizes the expander func-
tional

£(S) = / eiX? gy (8.6)
S

from the outside (relative to compact perturbations) and is thus smooth. Furthermore,
MT(t)=+tE
fort > 0.

Proof Since 1 € (0, 00) M(r) is expander mean convex, and is smooth with uni-
form control on all derivatives outside of Bg,(0), it follows from the arguments in

[105, §11], that M(r) converges smoothly to an outward minimizing minimal sur-

face E in the expander metric g = eﬁ‘xlzgwﬂ. This yields the claimed regular-
ity and the smoothness of the convergence. Note that any blow down of the flow
t € [0,00) = M(¢) lies inside the level set flow of Cx, so E has to be smoothly
asymptotic to Cx. By Lemma 8.19 the flow 7 — +/7E has to agree with the outer
flow of Cyx. O

8.5 The outermost flows of general hypercones

We consider, for n < 7, a general embedded, smooth hypersurface I' C S” and the
regular hypercone C(I') C R"*!. We show in this subsection that the previous ar-
guments can be generalized to characterize the outer and inner flows of the level set
flow of C(I") as in Theorem 8.20.

Note that I' divides S” into two open sets ST. We can construct smooth hyper-
surfaces M* which are smooth radial graphs over S*, smoothly asymptotic to C(I")
with sufficiently fast decay such that x - vy= (with vy+ the upwards unit normal)
decays to zero at infinity along M*. Let (M i(l))te[o’Ti) be the maximal smooth
evolution of M*. Note that by the maximum principle of Ecker—Huisken [54] to-
gether with the strong maximum principle we have that

QIHMi(t) +X- VMi(t) >0

along (M jE(t)),e(()ji). We can thus repeat the arguments in Sect. 8.3 to construct
expander mean convex flows (MZ(1));=0 such that the corresponding rescaled flows
converge to expanders, smoothly asymptotic to C(I"). This implies
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Theorem 8.21 The outermost flows of C(I') are given by expanding solutions t €
(0, 00) > /TET smoothly asymptotic to Cyx. The expanders E* minimize the ex-
pander energy (8.6) from the outside (relative to compact perturbations) and are
smooth.

See also the notes of Ilmanen [75] for the proof of smoothness in case n = 2.
Furthermore by an argument of Ilmanen—White [75] any such outermost expander
has genus zero.

9 Uniqueness and regularity of one-sided ancient Brakke flows

We now combine the three regimes considered above with Theorem 7.17 to conclude
the following existence and regularity for the flow (M, ).

Theorem 9.1 (One-sided existence) Forn <6 and X" a smooth asymptotically con-
ical self-shrinker, choose Q a fixed component of R"1 \ . Then, there exists an
ancient unit-regular integral Brakke flow M and weak set flow IC with the following
properties:

(1) M(t) =H"[0K(@),

(2) K@) C/—tQ forallt <0,

(3) thereis T > 0 so that fort < —T, M(t) is a smooth multiplicity one flow 3(t)
with 3(t) is strictly shrinker mean convex,

4) ﬁ Y. (t) converges smoothly on compact sets to ¥ as t — —o0,

(5) there is a continuous function R(t) so that for any t € R, M(¢) (R"+1\ Bray)
is a smooth strictly shrinker mean convex multiplicity one flow X (t),
(6) the Brakke flow M has entropy A\(M) < F(X),
(7) sing M has parabolic Hausdorff dimension < n — 1 and for any t € R,
sing M (t) has spatial Hausdorff dimension <n — 1
(8) any limit flow is weakly convex on the regular part and all tangent flows are
multiplicity one generalized cylinders,
(9) any singular point has a strictly mean-convex neighborhood,
(10) there is § > 0 so that 0KC(t) is completely smooth for t € (—38,8) and 3K (0) is
strictly star-shaped, and
11 %GIC(t) converges smoothly on compact sets to an outermost expander coming

out of the cone at infinity of ¥, as t — 00.

Now, we will combine Theorem 9.1 with Corollary 5.2 to prove uniqueness of the
flow constructed above.

Theorem 9.2 (One-sided uniqueness) For n < 6, fix X" a smooth asymptotically

conical self-shrinker as in Theorem 9.1. Let (Jit)—co<t<oco be a unit-regular integral
Brakke flow such that

supp u; is strictly on one side of A/ —tX for every t € (—00,0), 9.1
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and
0<O((ur), —00) <2A(X). 9.2)
After a time translation, |1; coincides with the Brakke flow from Theorem 9.1.

Proof As in the proof of (5) in Theorem 7.17, the Gaussian density bound guarantees
that the tangent flow to wu; at —oo is the multiplicity one shrinker associated to X.
As such, Lemma 7.18 and Corollary 5.2 imply that after a time-translation there is
T > 0sothatfort <—T, u; = H"| Z(t), where X (¢) is the smooth flow from The-
orem 9.1 (4).

As in Proposition 7.10, Ilmanen’s localized avoidance principle (Theorem D.3)
combined with Ecker—Huisken’s maximum principle at infinity (Theorem E.1), we
see that supp u;, is disjoint from ) (supp M) for A # 1. This implies that supp u; C
supp M.

Finally, since reg M is connected by (9) in Theorem 9.1 and Corollary G.5, we see
that 1, = M(t) in (sing M) (using the unit-regularity of M and p,). This completes
the proof. d

Remark Both Theorems 9.1 and 9.2 clearly hold (with simpler proofs) in the case
that ¥ is a smooth compact shrinker.

Remark We expect that the dimensional restriction in Theorems 9.1 and 9.2 can be
removed (cf. [56, 62, 111]). We note that when ¥ has sufficiently small F-area,
Theorems 9.1 and 9.2 hold in all dimensions. See §10 for a precise statement.

10 Generic mean curvature flow of low entropy hypersurfaces

We recall the following notions from [11]. Denote by S, the set of smooth self-
shrinkers in R"*! and S} the non-flat elements. Let

Sp(A):={Z eSS, AM2) <A}
and similarly for S} (A). Let RMC, denote the set of regular minimal cones in R"*+!
and define RMC;, RMC, (A), RMC;:(A) analogously. We now recall the follow-
ing two “low-entropy” conditions from [11]:
RMC(A)=¢ forall 3<k<n (*n.A)
and

S:_l(A) ={. (**n,A)

It’s convenient to set Ay = A(R" % x SK).
Given these definitions, we can state the following result.
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Theorem 10.1 For n >3 and A € (A, Ay—1], assume that (x,, p) and (%%, ) hold.
Then if M C R"*! is a closed hypersurface with \(M) < A there exist arbitrarily
small C* graphs M' over M and corresponding unit-regular integral Brakke flows
M with M'(0) = H" | M, so that M’ is completely regular until it disappears in a
round point. That is, there is X € R"1 x R so that sing M’ = {X} and so that any
tangent flow at X is a round shrinking S".

We will prove this below. Note that (x3 3,) holds by [86, Theorem B] and (x*3 3,)
holds by [8, Corollary 1.2], so Theorem 10.1 implies Theorem 1.1.

We also note that Theorems 9.1 and 9.2 hold in all dimensions with the assump-
tion that (x, ) holds and F(X) < A. Indeed, the dimension restriction in Theorems
9.1 and 9.2 arises due to the use of [107], where it is used to rule out static cones
as limit flows to a mean-convex flow (cf. [107, Theorem 4]). However, in the low-
entropy setting static cones cannot occur as limit flows, by assumption (**, A) (cf.
[11, Lemma 3.1]) even without assuming mean-convexity.

Lemma 10.2 ([11, Proposition 3.3]) For n > 3 and A € (Ay, Ay—1], assume that
(%, A) and (%xy_p) hold. If M is a unit-regular integral Brakke flow with A\(M) < A
then any tangent flow to M is the multiplicity one shrinker associated to a smooth
shrinker that is either (i) compact and diffeomorphic to S" or (ii) smoothly asymptot-
ically conical.

Lemma 10.3 ([11, Proposition 3.5]1) Fixn >3 and A < ,,—1 and & > 0. Assume that
(*n,a) and (xx, ) hold. Then, the space of compact or non-flat smoothly asymp-
totically conical shrinkers & C R"*1 with entropy M(£) < A — ¢ is compact'* in
Ch.

From now on, we fix n > 3, A € (Ay, A,—1] satisfying (x,, o) and (kx, ).

Lemma 10.4 There is § = 8(n, A, &) > 0 so that if M is a unit-regular integral
Brakke flow with M(t) = H"|/—tX for t <0, where ¥ is a compact or non-
flat smooth asymptotically conical shrinker with F(X) < A — &, then for any X €
R % R with |X| =1, we have that O p((X) < F(X) — 6.

Proof Note that for compact shrinkers one has ® ,((X) < 1 for all X € R"*! x R
with | X| = 1 so White’s local regularity theorem [108] yields the statement.

For the noncompact case, assume there is M ; (and the associated smooth asymp-
totically conical shrinkers X ;) and X ; with | X ;| =1 so that

1
OMm; (X)) = F(Z)) — 7

l4we emphasize that because A < 2, any limit of such shrinkers has multiplicity one. Note that the proof
of [11, Proposition 3.5] directly allows to include compact shrinkers with A(X) < A — ¢. Furthermore,
[11, Proposition 3.7] gives an extrinsic diameter bound for such compact shrinkers, so a sequence of these
cannot converge to a non-compact shrinker.
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Up to a subsequence, we can use Lemma 10.3 to find a Brakke flow M, so that

0o =H"|/—t T for t <0, where X, is a non-flat smooth asymptotically con-
ical shrinker, and X with |X| =1 and ® o (X) > F(X). Parabolic cone-splitting
(cf. [104] and [29, p. 840-1]) implies that either ¥, splits off a line or it is static or
quasi-static. This is a contradiction, completing the proof. U

Lemma 10.5 For integral unit regular Brakke flows M;, M, suppose that X; €
sing M; has M; =~ M and X; — X € sing M. Suppose that some tangent flow to
M at X is a round shrinking sphere with multiplicity one, t — H" |S"s/—2nt. Then,
for i sufficiently large, any tangent flow to M; at X; is a round shrinking sphere.

Proof Assume that X = (0, 0). For any r > 0, there is n > 0, so that

MUL(Boy f57(0) x (=41, —n))

is a smooth, strictly convex mean curvature flow (without spatial boundary). Thus,
for i sufficiently large,

Mi (B, j7(0) x (=31, —2n))

is a smooth, strictly convex mean curvature flow. Taking r sufficiently large, this
completes the proof (using e.g., [66]). d

For any integral unit regular Brakke flow M with A (M) < A,_1 = A(S""! x R),
denote

singgen M

for the set of singular points for which all tangent flows given by multiplicity-one
round shrinking spheres. The previous lemma proves stability of these sets.

Assume for now that M" C R"*! has A(M) < A, and consider ¢ € C®(M),
¢ > 0. Fix so small enough so that for s € (—sg, so), the graph of s¢, denoted M,
has A(M;) < A — ¢, for ¢ > 0 fixed. For any s € (—sq, S0), let §(s) denote the set
of integral unit regular Brakke flows M with M (0) = H" | M;. Note that F(s) # ¢
(e.g., choose s; — s with the level set flow of M, non-fattening and pass Brakke
flows starting from M, —these exist by [74, Theorem 11.4]—to the limit).

For s € (—s0, 50), set

D(s) :=sup{Op(X) : M € F(s), X € sing M \ singgen/\/l}.

We recall that sup¥) = —oo and note that by compactness of integral unit-regular
Brakke flows and upper-semicontinuity of density, D(s) is always attained.

Proposition 10.6 We continue to assume that \(M) < A —e¢. For so as above, suppose
that s; /' s € (—S0, S0). Then

limsupD(s;) < D(s) — 4,

i— 00

where § =8(n, A, €) > 0 is fixed in Lemma 10.4.
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Proof 1t suffices to assume that limsup,_, . D(s;) > —oo. Choose integral unit-
regular Brakke flows M; € F(s;) and space-time points X; € sing M; \ singgen M;
with

Oa; (Xi) =D(si).
Passing to a subsequence, we can assume that M; — M € §(s) and
Xi — X € sing M \ singg., M.

The fact that X ¢ singg,, M follows from Lemma 10.5. We now rescale around X so
that we can apply Theorem 9.2. Note that supp M;, supp M are all pairwise disjoint,
since their initial conditions are compact pairwise disjoint hypersurfaces.

We will repeatedly pass to subsequences without relabeling in the following.
Rescale M; around X by | X; — X| #0to ./\/l and assume that M; — /\/l Similarly,
rescale M around X by |X; — X|#0to M, and assume that M; — M. Since M
is a tangent flow to M at X ¢ singy.,, M, by Lemma 10.2, there is a smooth shrinker

C R™*! that is either compact or asymptotically conical so that M )= J_ )y
for t < 0. Finally, assume that after rescaling X; around X by |X; — X]| to X,
X - X.

We claim that )»(/\;l) < O (X) = F(X). Indeed, choose X;— Xandr; = 0so

that

O, (Xi, i) = M(M) +o(1).
On the other hand,

OMX,r) =0 (X) +0(1)
as r — 0. Hence,

OMX,r) = lim Op (X, r) > lim Oy, (X, ri) = (M.
11— 00 1—>00

Sending r — 0 shows that A(M) <O Mm((X).

Consider a tangent flow to M at —o0. Since A(M) < A, Lemma 10.2 implies
that any such tangent flow is the shrinking flow associated to a smooth shrinker 3.
We claim that £ = ¥ and that M lies (weakly) on one side of the shrinking flow
associated to ¥. Indeed, by the Frankel property for self-shrinkers (Corollary D.4),
there is x € 3 N %. Because ¥, ¥ have multiplicity one, we can find regions in
M; i, M, that are (after a common rescaling) smooth graphs over connected regions
in and ¥ containing X. Because supp M; and supp M are disjoint, it must hold
that £ = X. Applying Lemma 7.18 (and the maximum principle), we can find a se-
quence of times t; — —oo so that either M(t,) =H"| /-2, or ./\/l(tl) is a smooth
graph over /—f; X of a nowhere vanishing function. In the first case, we see that
M(t) =H"| /=12 forall t < 0 by Proposition C.1 (cf. the proof of Lemma 7.16),
while in the second case, we see that supp/\/l(t) is disjoint from /—¢X for all t <0
(by Ilmanen’s localized avoidance and the Ecker—Huisken maximum principle, as in
Lemma 7.15).
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We claim that the secondAcase cannot occur. Indged, TheoremAs 9.1 and 9.2 (and
A < Ap—1) imply (since A(M) < F(X)) that sing M = singgen/\/l, so Lemma 10.5
implies that X; e Singge M; for i sufficiently large. This is a contradiction, so the
first case (i.e., M(t) =4 —tX fort < O)A must hold.

Now, we can apply Lemma 10.4 to M and X (the limit of the rescaled points X;;
note that | X| = 1) to conclude that

limsup D(s;) = limsup © pq, (X;) < @M()A() <F(X)—-8§<D(s)—6.
i—00 i—00
This completes the proof. g

Using this, we can prove the existence of generic flows.

Theorem 10.7 For n >3 and A € (A, Ay—1], assume that (xn p) and (xx, p) hold.
Then if M C R"*! is a closed hypersurface with A\(M) < A and ¢ > 0 is a smooth
positive function on M, let M denote the normal graph of s over M. Then, there
is 5o > 0 and a closed, countable set B C (—sg, o) so that for s € (—sg, so) \ B, any
unit-regular integral Brakke flow with initial condition M is completely regular until
it disappears in a round point.

Proof Note that
B={s € (—s0,50) : D(s) > —00}

is closed by upper semicontinuity of density and Lemma 10.5. Thus, it suffices to
prove that 3 is countable. Define

Bj:={s € (=s0,50) : D(s) e [A — j&§, A — (j + 1))},

so B= UJJ.ZOBj, for J > % By Proposition 10.6, if s € BB}, there is an open interval
I so that I N B; = {s}. Hence, B; is countable. This completes the proof. O

Proof of Theorem 10.1 By [42, Theorem 4.30], if M is not a round sphere, then after
replacing M by a nearby C*°-close hypersurface, we can assume that A(M) < A — ¢
for some ¢ > 0. The statement then follows from Theorem 10.7. U

Corollary 10.8 For n >3 and A € (A, An—1], assume that (x, p) and (xx, p) hold.
Consider the set

Emb_y (R"T!) := {M c R A(M) < A}

with the C™ topology."> Define a subset G by the set of M € Emb_ s (R"*1) so that
any unit-regular integral Brakke flow starting from M is regular until it disappears
in a round point. Then G is open and dense.

I5For example, we can say that M ; — M if for j large, M ; = graphys u; withu; — 0 in C®(M).
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Proof We claim that Emb, (R"*!) \ G closed. Consider M; € Emb<s (R"!)\ G
with M; — M € Emb<p (R"1). Let M denote integral unit-regular Brakke flows
starting at M ; with non-round tangent flows at X ;. Passing to a subsequence, M ; —
M, a integral unit-regular Brakke flow starting from M. By Lemma 10.5, a further
subsequence has X ; — X e sing M with M having a non-round tangent flow at X.
This shows G is open. Finally, the density of G follows from Theorem 10.7. U

11 The first non-generic time for flows in R3

In this section, we will study the mean curvature flow of a generic initial surface in
R3. We will remove the low-entropy assumption considered in the previous section
and study the possible singularities that generically arise.

For M an integral unit-regular Brakke flow, define Tge, to be the supremum of
times 7T so that at any point X € supp M with t(X) < T, all tangent flows at X are
multiplicity-one spheres, cylinders, or planes.

Theorem 11.1 Suppose that M C R3 is a closed embedded surface of genus g. Then,
there exist arbitrarily small C* graphs M’ over M and corresponding cyclic integral
unit-regular Brakke flows M’ with M'(0) = H?*|M’, so that either:

(D Tgen(M/) =00, 0r

(2) there is x € R? so that some tangent flow to M’ at (X, Toen(M")) is kH? [/~ 2
for ¥ a smooth shrinker of genus at most g and either: k > 2 or X has a cylin-
drical end but X is not a cylinder.

We will prove this below. Note that Theorem 11.1 yields the following conditional
result. Recall that the list of lowest entropy shrinkers is known to be the plane, the
sphere, and then the cylinder by [8, 46, 108]. Suppose that there is Ag € (A1,2] so
that any smooth shrinker ¥ C R3 with genus(X) < g and F(X) < A, is either a
plane, a sphere, a cylinder, or has no cylindrical ends.'® Then:

Corollary 11.2 If M C R? is a closed embedded surface with genus(M) < g and
A(M) < Ay, then there are arbitrarily small C* graphs M' over M and cyclic
integral unit-regular Brakke flows M’ with M'(0) = H?*| M’ so that M' has only
multiplicity-one spherical or cylindrical tangent flows, i.e., Toen(M’) = 00.

We now establish certain preliminary results used in the proof of Theorem 11.1.
The proof of Theorem 11.1 can be found after the statement of Proposition 11.4. We
define

singgen (M) C sing(M)

16wWork of Brendle [20] implies that only possible genus zero self-shrinkers are the plane, sphere, and
cylinder. This immediately implies that Ag = 2. Ilmanen has conjectured that no non-cylindrical shrinker
can have cylindrical ends [78, #12], which would mean we can take Ag =2 for all g. However, it could
theoretically happen that the next lowest entropy shrinker is a counterexample to Ilmanen’s conjecture,
i.e., has a cylindrical end.
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as the set of singular points so that one tangent flow (and thus all of them by [47];
alternatively, this follows from [44, 91] or [11]) is a multiplicity-one shrinking sphere
or cylinder.

First, we note the following result establishing regularity of tangent flows at Tgen
(see also the proof of [39, Theorem 1.2]).

Proposition 11.3 Consider a cyclic integral unit-regular Brakke flow M in R3, with
M(0) =H2| M for a closed embedded surface M. Then, M has the following prop-

erties:

o the level set flow of M does not fatten before Tgen(M),

o for almost every t € [0, Tgen(M)], the level set flow of M is given by M(t), a
smooth embedded surface,

o M(t) = H2| M(¢) for almost every t € [0, Toen(M)], and

o t+— genus(M (1)) is non-increasing for all smooth times t € [0, Teen (M)].

Furthermore, assuming that Tgen (M) < 00, then any tangent flow Mat (x, Tgen(M))
satisfies

M(t) = kH? /=13 fort <0,
where S is a smooth embedded self-shrinker with

genus(f]) < lim genus(M(t)).
t /" Tgen(M)
t¢t~ ! (sing M)

Moreover, ¥ has finitely many ends, each of which is either asymptotically conical or
cylindrical (with multiplicity one), and if (X, Tgen(M)) € sing(M) \ Singgep (M) and
k=1, then S has genus(f)) > 1.

Proof By [39, Theorem 1.9], the level set flow of M does not fatten for ¢ €
[0, Tgen(M)). Hence, by [45, Corollary 1.4] and Corollary G.5, for almost every
t € [0, Tgen(M)], the level set flow of M at time ¢ is a smooth surface M (¢) and we
have that M (r) = H*| M (t). Now, by [103, Theorem 1] (cf. [110]) t — genus(M (r))
is non-increasing.

These two facts suffice to repeat the proof in [76] with only superficial changes
(to avoid the singular time-slices) Since this is a crucial point, we describe these
modifications in some more detail here. The monotonicity formula gives that along
the blow-up sequence corresponding to the given tangent flow, we have

-1
/ f IH|? du(t)dt < Ctr*R* + 8 (%))
—1—t Jo;(M(T+250)—%NB,(0)

as in [76, §3], where C depends only on an entropy bound for M, r < R are fixed,
and Sg(A;) — 0 as j — oo. Note that in [76, §3], this is proven for a smooth flow,
but the same proof holds here since the flow is smooth for a.e. time and this inequality
is valid at the level of a Brakke flow. Thus, since a.e. time ¢ is a regular time, we can
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follow [76, Proof of Theorem 1] almost verbatim, except we can insist that ; — —1
is chosen so that 7' + k?tj is a smooth time for M (¢). By [76, Theorem 3], A ; (M (T +

A?t ) — x) has second fundamental form uniformly bounded in L? on compact sets.

The remainder of the proof that M(1) = kH2|/—1% for & smooth embedded self-
shrinker is then completed exactly as in [76, Proof of Theorem 1].

This proves all but the last two claims. Finally, the statement about the ends of )y
is proven in [102] (cf. [99, Appendix A]), while genus zero shrinkers are classified in
[20]. O

We note that by Proposition 11.3, we can unambiguously define:

genusTgm(/\/l) = t/Tlgi:RM) genus(M (1)),
r¢t~ ! (sing M)

the genus of M right before the first non-generic singular time. This notion will be
useful in the following proposition which will be the key mechanism used to perturb
away asymptotically conical (and compact, non-spherical) singularities.

Proposition 11.4 Suppose that M C R? is a closed embedded surface of genus g and
M is a cyclic integral unit-regular Brakke flow with M(0) = H*| M. Assume that
Toen(M) < 00 and that any tangent flow at time Toen(M) has multiplicity one and
that there is no non-cylindrical tangent flow at time Toen (M) with a cylindrical end.

Then, there exists arbitrarily small C* graphs M' over M, and cyclic integral
unit-regular Brakke flows M’ with M'(0) = H*| M, so that

Tgen(M) > Tgen(M) and genusy M) < genusy, (M) — L.
Before proving this, we will show that it implies the full genericity result.

Proposition 11.4 implies Theorem 11.1 For M a closed embedded surface of genus g,
consider any cyclic integral unit-regular Brakke flow M with M (0) = H?| M. Such
a flow M exists by [89, Theorem B.3] (alternatively, one could perturb M slightly at
this step so that the level set flow of M does not fatten, and apply [74, Theorem 11.4]).
First, suppose that either Tgen(M) = 00 or Tgen(M) < oo but at Tgen (M) there
is a tangent flow that either has multiplicity greater than one or is a non-cylindrical
shrinker with a cylindrical end. In this case, we can take M’ = M and M’ = M,
completing the proof. In case this does not hold, Proposition 11.4 yields a small C*°
perturbation M of M, and a Brakke flow M with M{(0) = H2| M,. Moreover,

genusy, My < genusy, (M) — 1 < genus(M) — 1.

At this point, we can iterate. Either M satisfies the desired conditions, or Proposi-
tion 11.4 applies to M. In the former case, we can conclude the proof, and in the
latter case we find a small C* perturbation M, of M with a Brakke flow Mj as
above. Repeating this process k times, we find that

genusy, (My) < genus(M) — k.
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By Proposition 11.3, it must eventually hold that My, M satisfies one of the two
desired conclusions (1) or (2) for some k < genus(M). Thus, after at most genus(M)
perturbations, we find the desired M’ = M}, and M’ = M. This completes the proof.

O

The proof Proposition 11.4, will depend on the following lemmata.

Lemma 11.5 There is §o > 0 so that if M is a cyclic integral unit-regular Brakke flow
in R3 with M(0) = H?*| M for a smooth surface M, then for any

X € (sing(M) \ singge, (M) N {t = Tgen (M)},
we have © p(X) > A(S") + 8.
Proof This follows by combining Proposition 11.3 with [8, Corollary 1.2]. O

Lemma 11.6 (cf. [11, Theorem 4.3]) Suppose that M is a cyclic integral unit-regular
Brakke flow in R3 with M(0) = H?| M for some closed embedded surface M. As-
sume that Teen(M) < 00 and that any tangent flow at time Tgen (M) has multiplicity
one and that there is no non-cylindrical tangent flow with a cylindrical end."”

Then for (Xo, Tgen(M)) € sing(M) \ singgen(./\/l), there are r, p, T > 0 so that

My = ML (Byr (X0) x (Tgen(M) - 21, Tgen(M)] \ {(Xo, Tgen(M))}s
My = ML ((Bar (x0) \ Br/4(X0)) X (Tgen(M) — 21, Tgen(M) + 271)
are smooth mean curvature flows. Moreover, any (X, t) € supp M N (U1 UUy) satisfies
|(x —x0)""| < 75/x — o, (11.1)
where
Uy = {(xX0 + X, Tgen(M) — 1) : 0 < pt < |x|* < 16r2,1 < 21},
Us := (B4 (x0) \ Br/4(x0)) X (Tgen(M) —2r, Tgen(M) +21).
Proof Observe that by Proposition 11.3 and the given hypothesis, any'® tangent flow
at (Xg, Tgen(M)) is associated to a smooth multiplicity-one shrinker that is either
compact or asymptotically conical.
We begin by proving that the smoothness assertion holds for M for any r, 7 >
0 small. Indeed, suppose there are singular points X; := (X;, Teen(M) — 1;) —
(X0, Tgen(M)) with ; > 0, rescaling around (Xo, Tgen(M)) to ensure that X; are a

unit distance from the space-time origin, we would find a singular point in a tangent
flow to M at (Xg, Tgen(M)) lying in the parabolic hemisphere

{(x,0):1<0, x>+ || =1}.

17 That is, assume that we cannot simply take M’ = M in Theorem 11.1.

18we emphasize that while we do not need to refer to uniqueness of the tangent flow in this proof, it does
indeed hold in this setting by [91] for compact tangent flows and [31] for asymptotically conical ones.
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However, no such point in the tangent flow can be singular (since such a flow would
not be asymptotically conical).

We now consider (11.1) for points in supp M N U;. Note that by the smoothness
of M, all such points are smooth points of M. We claim that there is p > O suffi-
ciently large so that (11.1) holds in supp M N U1, after shrinking r, T > 0 if necessary.
Choose (xg + X, Tgen(M) — ) € supp M with (x, 1) — (0,0) and 0 < 0%t < |x|* but
so that

€ 1
Ix~| = 5 x|.

Rescaling around (Xq, Tgen (M)) and passing to the limit, we find a tangent flow to M
at (Xq, Tgen(M)) with associated shrinker ¥, so that for some x, € X with [x,]| > p
1,1 = 71%pl-

However, this will be in contradiction to [43], Proposition 11.3, and the fact that the
set of tangent flows is compact.!® Indeed, consider Brakke flows M p associated to
¥ ,. We consider the point (p~'x,, —p~2) and take a subsequential limit of M, to
find M a shrinking flow associated to ¥ an asymptotically conical shrinker; how-
ever, the subsequential limit (X, 0) of the space-time points (,o_lxp, —p~2) lies on
the asymptotic cone of % (and is not at the origin) and thus has X = 0. This is a

contradiction, completing the proof.

Finally, we prove both the smoothness of M and (11.1) for points in supp M N
U,. If some tangent flow to M at (Xp, Tgen(M)) is compact, then by considering
shrinking spherical barriers, we can choose r, T > 0 so that My is empty. As such,
we can assume that there is an asymptotically conical shrinker ¥’ associated to some
tangent flow M’ of M at (Xq, Teen(M)). Because X’ is asymptotically conical,
IX||Ax/(x)| = O(1) and |x*| < o(1)|x| as X — co. Arguing as in [31, Lemma 9.1],
we can use pseudocality (e.g., [80, Theorem 1.5]) on large balls along the end of &
to find R > O sufficiently large so that

M [(R"T1\ Bg) x [—1, 1]) is smooth

and satisfies x| < 11@ |x|. From this, we can choose r, T > 0 so that the assertions
about M follow after choosing a blow-up sequence at (Xg, Tgen(M)) converging
to M. O

Proof of Proposition 11.4 Fix a closed set K with 9 K = M. Choose smooth surfaces
M; = dK; with M; converging to M in C*°, where K; are closed sets with K; C K+
and M; " M;4+1 =@ and M; N M = (J. We can moreover assume that the level set flow
of M; does not fatten [74, p. 63], so by [74, Theorem 11.4] there is a cyclic integral
unit-regular Brakke flow M; with M; (0) = 12| M;.

Passing to a subsequence, M, converges to a Brakke flow Mo, with My (0) =
H?*| M. On the other hand, combining Proposition 11.3 with Corollary G.5, we find

19Alternatively, one may argue as follows: by [31], ¥, is independent of p, which immediately yields a
contradiction since for any fixed asymptotically conical shrinker, |xl| <o(1)|x] as x — oo.
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that Moo, = M for t € [0, Tgen(M)). In particular, Tgen(M) = Tgen(Moo) and any
tangent flow to M, at time Tgen(Moo) has multiplicity one and no such tangent
flow is non-cylindrical but with a cylindrical end.

We claim that for i sufficiently large, M’ = M; and M’ = M; satisfy the assertion.
Note that Lemma 11.5 and upper-semicontinuity of density imply that

liminf Tyea (M7) 2 Tyen(Moo).
We claim that
Tgen(M;i) > Tgen(Moo)
for sufficiently large i. If not, we can pass to a subsequence so that
Tgen(M;) < Tgen(Moo). (11.2)

We claim that this leads to a contradiction using the strategy of proof from Proposi-
tion 10.6. Choose

Xi € (sing(M;) \ singge,, (M) N {t = Tgen (M)},

and let X; — X . By (11.2) and Proposition 11.3 any tangent flow to M, at X is
associated to a multiplicity one smooth shrinker with all ends (if any) asymptotically
conical (note that X, cannot have a multiplicity-one cylindrical or spherical tangent
flow by Lemma 11.5). In particular, Theorems 9.1 and 9.2 apply to the shrinkers as-
sociated to any tangent flow to M, at Xoo. We now use these results to obtain a
contradiction to (11.2). Briefly, the strategy will be as follows: rescaling X; around
X~ we obtain a flow that lies weakly to one-side of a self-shrinking tangent flow to
M. If the flow lies strictly to one side, it has no non-spherical/cylindrical singu-
larities so we obtain a contradiction. On the other hand, if it agrees with the tangent
flow for # < O then we use the observation that a conical or compact shrinking flow
is smooth up to and including ¢ = 0 except at the origin. (Note that this would fail if
the shrinker had a cylindrical end.) This will contradict (11.2).

We now give the full argument. After rescaling by |X; — Xoo| # 0, the flows M;
converge either to a flow on one side of the tangent flow to M, at X or a flow
which agrees with a tangent flow to M, for t < 0. In the first case, the limit has
only multiplicity one cylindrical and spherical singularities by Theorems 9.1 and 9.2.
This contradicts the choice of X; by Lemma 11.5. On the other hand, the second
case cannot occur. Indeed, if the second case occured, then (11.2) would imply that
some tangent flow to M, has a singularity at (x,¢) with |[(x,7)] =1 and t <0,
contradicting Proposition 11.3 and the assumption that no non-cylindrical tangent
flow to Mo at Tgen(M o) has cylindrical ends.

As such, since the flows M; are converging to a flow on one-side of the tangent
flow to M at X, we see that

Tgen(Mi) > Tgen(Moo) (11.3)

for i sufficiently large by (8) in Theorem 9.1 combined with Theorem 9.2.
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It remains to prove the strict genus reduction. As above, we first briefly sketch the
idea for the reader’s convenience. By the work of Brendle [20], every non-generic
singularity that occurs at time Teen(M) has to have positive genus. Lemma 11.6
will be used to show that this positive genus is captured in the tangent flow scale of
our non-generic singularities. Our understanding of the long-time behavior of flows
to one side of a non-generic shrinker (Theorems 9.1, 9.2) and Lemma 11.6 again
will then imply that, near the non-generic singularities of M, the one-sided flows
M; will experience strict genus reduction. The result will follow by a localization
of the well-known genus monotonicity property of mean curvature flow, given in
Appendix H.

We assume that

(0, Tgen(Moo)) € sing(Moo) \ singgen (Moo).

Fix the corresponding parameters r, p, T as in Lemma 11.6.
Define?”

di == d(supp M; (Tgen(Moo)), 0) > 0.

Note that lim;,od; = 0. Moreover, rescaling My, (resp. M;) around
(0, Toen(Moo)) by di to Mg, (resp. M;), we can pass to a subsequence so that
as I — 00, Mo,; converges to a tangent flow to M, at (0, Tgen(Moo)) and M;
converges to a parabolic dilation of the ancient one-sided flow described in Theo-
rems 9.1 and 9.2 associated to this tangent flow.

We begin by proving the following two claims that imply that perturbed flows M;
lose genus locally around points X.

Claim (A) There is T € (0, T] so that for any i sufficiently large and t € [T, 2T],
Mi(Tgen(Moo) —1) I.B3r (0)

is smooth,?" intersects dBa,(0) transversely, and M; (Teen(Moo) — t) [ B2,(0) has
positive genus.”

Claim (B) For i sufficiently large, there is € = £(i) > 0 so that for t € [0, g)
Mi(Tgen(Moo) —1) LBSr 0)

is a smooth genus zero surface.

20Note that this is spatial (Euclidean) distance.

21The restriction to a ball B of a time-¢ slice of a Brakke flow M, ie., M(t)|B, is said to be smooth
ift1@n sing M N B = (. Note that this is stronger than simply asserting M(t)| B = HZ| M for some
smooth surface M C B. For example, the flow associated to a shrinking sphere disappearing at time T
satisfies M(T) = 2 19, but M(T) is not smooth in the sense above.

22Recall: the genus of a surface (possibly with boundary) I" properly embedded in a ball B C R3 is the
genus of the surface obtained from I' after capping off each boundary component with a disk.
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Proof Claim (A) By Proposition 11.3, any tangent flow to M at (0, Teen(Moo)) has
multiplicity one and positive genus. Thus, by Lemma 11.6,> we can take T suffi-
ciently small so that M, (Too (M oo) — t)| Bar(0) is smooth and has positive genus
for t € [7/2,37]. Combined with Brakke’s theorem [108] and another application of
Lemma 11.6%* the remaining assertions follow. O

Proof of Claim (B) We have fixed a tangent flow to M, and associated one-sided flow
from Theorem 9.1. Let § > 0 denote the interval of regularity around ¢ = O for the
one-sided flow, as described in property (10) of Theorem 9.1. We thus define

iy = 0
(i) =—.
YT
This will ensure that when rescaling by d;, we are considering a short enough time
interval to apply (10) in Theorem 9.1.
We first show that for i sufficiently large, M; (Teen(Moo) — 1) [ B3, (0) is smooth
for all ¢ € [0, £(i)). Suppose, instead, that there were some y;, #; such that

yi € $Ing M (Tgen(Moo) — 1)) N B3, (0), 1; € [0, £(0)). (11.4)
Since
M; (B4 (0) x {t < Tgen(Moo)}) = Moo [(B4r(0) x {t < Tgen(Moo)})

as Brakke flows (for i — 00), it follows by Lemma 11.6% thaty; — 0 as i — oo.
On the other hand, by definition of £(i) and (10) in Theorem 9.1,

di = d((yi, Teen(Moo) — i), (0, Tgen(Moo)) > d;. (11.5)

In particular, rescaling M; by c?,- around (0, Tgen(Moo)), the flow converges to some
flow M. By (11.5), we have that (0, 0) € supp M. Thus, we have that for t < 0,
Moo agrees with a tangent flow to My at (0, Tgen(Moo)). This is a contradiction
since Proposition 11.3 implies that Moo L(R™! x (—00,0]) \ {(0,0)}) is smooth.
Thus, no points y; as in (11.4) will exist. This completes the proof of the regularity
assertion.

We finally prove that for #; € [0, £(i)), the surface M; (Tgen(Moo) — £;) [ B3,(0)
has genus zero for i large. We show below that for some R > 0 sufficiently large
(independent of i), for any i large and

X € supp M; (Tgen(Moo) — 1i) N (B3,(0) \ Brg, (0)), (11.6)

we have |x*| < %|x|. This follows from essentially the same scaling argument as
above. Indeed, consider a sequence of a points y; and times ¢#; violating this bound

L&) Specifically, the regularity of M.
2 gpecifically, (11.1) on supp M N Uj.
25 Specifically, the smoothness of M.
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while still satisfying (11.6) (we will choose R > 0 large below). Rescaling M;
around (0, Tyen(Moo)) by

di = d((yi, Tgen(Moo) — 1;), (0, Tgen(Moo)),

we claim that it now must hold that

limsupd—l < 0. 11.7)
11— 00 ]
Indeed, if this fails, we can argue precisely as in the previous paragraph to rescale by
d; to find a tangent flow to Mo at (0, Tyen(Moo)); the points (y;, ;) converge—after
rescaling—to a point on the tangent flow at = O (at a unit distance from 0). Clearly
the cone satisfies the asserted bound, so this is a contradiction.

Thus, (11.7) holds. In particular, the points (y;, —f;) remain a bounded distance
from (0, 0) when rescaling by d; (but lie outside of Br(0) x R). It is easy to see?0
that we can take R > 0 large so that the one-sided flow from Theorem 9.1 (scaled
to have unit distance from (0, 0)) satisfies |x1| < %|x| for (x,t) with [x| > R and
|t| < 8.

We now demonstrate that putting these facts together, we have proven the claim.
After rescaling by d; the flows M; converge to the one sided flow to the tangent flow
of M. By property (10) of Theorem 9.1 this one sided flow at time zero is smooth
and strictly star-shaped and therefore has genus zero. Thus by smooth convergence
and thus the transverse intersection at the boundary of the ball B, g4, (0), together with
the choice of £(i), M (Tgen(Moo) — 1) | B2ra; (0) has genus zero for i large. O

Now, take 7 smaller if necessary and then fix i large. We write M; = M’ and
assemble the following properties established above:

(1) For t € (Teen(Moo) — 27, Tgen(Moo) + 27) a smooth time for M’ we have that
M) =H? M (),
for M'(t) smooth with
genus(M'(t)) < genusy, (Mco);

this follows from the monotonicity of genus (cf. Proposition 11.3) and the fact
that M; — M as Brakke flows.

(2) Fort € [7,27], M'(Too(Moo) — 1) B3,(0) is smooth and has positive genus in
B>, (0); this was proven in Claim (A) above.

(3) There is 0 < & < T so that for t € [0, &), M/ (Tso(Moo) — t)| B3, (0) is smooth
and has zero genus; this was proven in Claim (B) above.

(4) We have that

M L((B3(0) \ Br/2(0) X (Tgen(Moo) — 27, Tgen(Moo) +27))

26By the argument in Lemma 7.16, the blow-down of the ancient one-sided flow agrees for r < 0 with the
shrinking Brakke flow associated to the fixed shrinker.
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is a smooth flow of (a disjoint union of) topological annuli, intersecting d B, (0)
transversely for r < r’ < 3r; this follows from Lemma 11.6 and the fact that
M; — M, as Brakke flows.

Choose
11 € (Tgen(Moo) — 27, Tgen(Moo) — 71,
1 € (Tgen(Moo) — &, Tgen(Moo)]
smooth times for M’. We claim that
g = genus(M'(12)) < genus(M'(71)). (11.8)

By property (1) in the above list (and monotonicity of genus, cf. Proposition 11.3),
once we have established (11.8), we will find

genusy, (M) < genus(M' (1)) < genusy, (Moo) — 1,

which will complete the proof.

It thus remains to establish (11.8). We will show this by combining the properties
above with a localization of White’s [103] topological monotonicity, which we have
included in Appendix H. Define

B := By, (0).

The key observation, which makes Appendix H applicable, is that, by property (4)
above, the level set flow for times in [f1, 7] of M'(f1) x {f1} (which must agree with
the restriction of M) is a simple flow (defined in Appendix H) in the tubular neigh-
borhood

U := B3(0) \ B,(0),

of 9B for t € [f1, 1;]. We can thus apply results of that appendix with [7{, 72] in place
of [0, T], and R3 \ B in place of Q. (Certainly, we can and will also apply White’s
global topological monotonicity results.) We invite the reader to recall the notation
Wlt, i1, W11, W[r,] from (H.1)-(H.2) in Appendix H, which we’re going to make
use of here.

To quantify the genus drop, we’ll use Lemmas 11.7 and 11.8 stated and proved be-
low. Loosely speaking, Lemma 11.7 constructs a good choice of linearly independent
set of loops in H{(W[f]) detecting the number g and compatible with the geome-
try (namely, the smoothness of the flow in the annular region as established in (4)
above). By the localized version of White’s topological monotonicity established in
Appendix H, we can homotop these loops back to time 7;. The properties established
in Lemma 11.7 are preserved under this process and then we can apply Lemma 11.8
to show that the genus at time 7; would have to be < g. This proves the desired genus
monotonicity.

Choose loops ylt_z, e yzt_z, in W[#;] as in Lemma 11.7. That is,

(V). [y ]t € i (WD)
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is linearly independent and each yl.tz satisfies either:

° yitz is contained in B¢ (since genus(M’(;) N B) = 0 implies that no yit2 can be
contained in B), or
e there is some component U4; [2] of W[t2]N 3 B that has non-zero signed intersection
. B . . . . . n . .
with y;*, and zero signed intersection with each previous y <.

By the injectivity of H1(W[#;]) — H(W([f1, 12]) [103, Theorem 6.2], the inclusion
(Pl gl € Hi(Wli, 2]

is linearly independent too. We now construct loops y;', ..., yztlg in W[z] so that:

e Each yl.[z is homotopic to yif' in W[f1, 12]; see [103, Theorem 5.4].

o If yit_z is entirely contained in B¢, then so is yit_' and the entire homotopy between
them; see Theorem H.3.

o If yl.t_1 is not entirely contained in B¢, there is some component I4; [7;] of W[;]1N B
that has non-zero signed intersection with yl.t_‘, and zero signed intersection with

each previous y}l, J < i; this follows from the simplicity of the flow in U x [f1, f2]
and the fact that signed intersection is preserved under homotopy.

We can now easily complete the proof. If (11.8) were false, then genus(M’' (1)) =
g by White’s global topological monotonicity [103]. Applying Lemma 11.8 to

L )/2'}5, now says that, because genus(M’'(f;) N B) > 0 by property (2) above,

at least one of the yl.“ must be contained in B, a contradiction. O

Lemma 11.7 Suppose that S C R is a closed and embedded genus-g surface which
is transverse to a sphere 3B C R3. Denote W :=R3\ S.

We can find loops y1, ..., v2g inside W so that {[y1], ..., [y2¢]} C H1(W) =~ 728
is linearly independent and so that, for everyi =1, ..., 2g, either:

e y; is contained in B or in B¢, or
e there is a component U; of OB \ S that has non-zero signed intersection with y;,
and zero signed intersection with each previous y;, j <1i.

Moreover, we can arrange that exactly 2 genus(S N B) of the y; are contained entirely
in B and that if, in H (W N B),

> milyl=181

{i:yiCB}

for some cycle B C W N 3B, then all of the coefficients n; vanish.
Proof We induct on the number of components b of SN dB.
First, consider » = 0. In this case, S decomposes into the disjoint union of two

closed surfaces, Sp := SN B, Sz =85\ B, which do not meet dB. We have
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genus(Sp) + genus(Sz.) = g, so by applying Alexander duality we find a linearly
independent set

{r1l, ..., [y2el} C Hi(W)

with 2 genus(Sp) of the y; contained in B, and the remaining 2 genus(Sz.) contained
in B¢. Moreover, W N 8B = 3B when b = 0. Therefore, if a linear combination of
¥i C B is homologous to a cycle in W N 9B then the combination must be =0 €
H{ (W) (since H1(dB) = 0). This completes the base case.

Now, we consider the inductive step. Consider the » components of S N dB. By
the Jordan curve theorem, each component of SN d B divides d B into two regions. As
such, we can find a component « of SN d B so that there is adisk D C 9B with 0D =
a and § N D° = (. Form the surface S’ by removing an annulus A = Ugjio(@) C S
and then by gluing two disks that are small deformations of D, into and out of B
respectively, to cap off the boundary of S \ A. We can arrange that this all occurs in
U, (D) C R? (with & > 0 small enough so that U, (D) is contractible).

The surface S’ now satisfies the inductive hypothesis, since §’ N dB has b — 1
components. Note that, by definition,

genus(S’ N B) = genus(S N B), (11.9)

although the genus of S might be different from S’ as we will see below.

There are two cases to consider: either o separates the component of S that con-
tains it, or it doesn’t separate it.

Separating case. Suppose that « separates the component of S that contains it. It
will be convenient to give a name to this component, so let us denote it S,. In this
case, Sy \ A is a disconnected surface with boundary. Hence,?’

genus(Sy) = genus(Sy \ A),

so genus(S’) = g. Applying the inductive step to S’ (which has b — 1 < b boundary
circles), we find a linearly independent set of loops y7, ..., y,, in R3 \ §’ satisfying
the conditions of the lemma with S” in place of S. The curves y/ that are not contained
in B or in B¢ have associated components U C 9B\ S’ with the required signed
intersection properties, per the inductive step.

Note that we can assume that the loops y{ AU y2’ o are disjoint from U, (D). As
such, they lie in W, so to prove the inductive step we can simply take

VIS Voeen, Vog = Vz/g-

For any y; that is not contained in B or in B¢, we set U; := U\ D or U :=U
depending on whether D C U, or not (respectively). We claim this configuration of

2TThis can be seen by the inclusion-exclusion principle for Euler characteristic: if we can decompose
a connected surface into two connected components M = M| U M, where M| and M, intersect in a
circle, then x (M) + x(S) = x (M) + x(M5). We have that x(S') =0, x (M) =2 — 2 genus(M), and
x(M;) =1 —2genus(M;) (because they both have a single boundary component). Hence, genus(M) =
genus(M1) + genus(M»).
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Y1, ..., Y2g satisfies the properties we want. Note that the two bullet points are just a
consequence of how our curves are disjoint from U, (D), and that 2 genus(S N B) of
the y; are contained in B in view of (11.9) and the inductive step. It remains to check
two required homological properties.

Suppose there are n; so that

Y milyl=I[Blin H(W N B),

{i:yiCB}

for some cycle 8 C 9B\ S. Note that the components 8” of 8 that intersect D must be
fully contained inside D. We write 8 = B’ + B”. Note further that we can assume that
B’ consists of finitely many disjoint embedded circles. Thus, we can find a 2-chain
o C B\ S such that

do=p— ) mv.
{i:yiCB}

Using the structure of B” we see that we can replace o by o’ + ¢” such that ¢’ is
contained in B\ (SU U,(D)) C B\ 8’ and ¢” is contained in B N U, (D). Since the
latter region is contractible (D was contractible), this implies that

Y nilyil=[81in Hi(B\S).
{izyiCB}

By the inductive step, all of the coefficients vanish.
We finally show {[y1], ..., [¥2¢]} C Hi(W) is linearly independent. Assume

nilyil+ - +nglyeg] = 0in Hi(W). (11.10)

By construction and the inductive step, for any y; not contained entirely in B or B¢,
there is a component 4/ C 9B \ S’ that has non-zero signed intersection with y; and
zero signed intersection with each previous y;, j < i. Proceeding from large indices
to small this implies that any y; not contained entirely in B or in B¢ has n; =0 in
(11.10). The Mayer—Vietoris sequence for (W N B, W N B€) yields the exact sequence

.- H(WN3B) — H(WNB)® H(WNB)— H (W)= ---.
Let Ip denote the indices i so that y; C B and similarly for /.. Consider
Y nilyil.— Y milwil | € Hi(W N B) @ Hi(W N BY).
ielp ielze

Seeing as we’re assuming this is sent to 0 € Hy (W), exactness yields a [] € H(W N
0 B) so that

[B1=)_ nilyilin H{(W N B), and

ielp

@ Springer



Mean curvature flow with generic initial data

[Bl=— ) nilyilin Hi(W N BY).

iEIB(;

We have already seen above, thon_lgh, that n; =0 for all i € Ip since B is a cycle in
9B\ S. Thus [8] =0in H; (W N B). Arguing as above we can replace 8 by 8’ (which
has no component in D), such that

[81=0in H{(B\ S
and

[B1=—)_ nilyilin Hy(R’\ (BUY")).

[GIBC
Using Mayer-Vietoris as above with S replaced by S’, we find that

Y nilyil=0in Hi R\ S).

iE[BC

The inductive step implies that the n; all vanish. This completes the proof in the
separating case.

Nonseparating case. We turn to case where o does not separate the component of
S that contains it. We continue to denote that component of S by S,. Observe that*8

genus(Sy \ A) + 1 = genus(Sy),

so genus(S’) = g — 1. We apply the inductive step to S” (which has b — 1 < b bound-
ary circles) to find a linearly independent set {[y|]. ..., [y2/g72]} C Hi(R3\ &) sat-
isfying the conditions of the lemma with S’ in place of S. For every y/ that is not
contained in B or in B¢, there exists a component U! C 9B\ S’ with the signed inter-
section properties postulated by the inductive step.

As in the previous case, we can assume that the cycles are disjoint from U, (D),
and thus lie in W. So, we may take

Py— C— /
V1=V oo V2g-2:=V2e-2s

and, as before, set f; :== U] \ D or U] depending on whether D C U or not (respec-
tively). We further define y»g 1 C B¢ to be «a shifted slightly into the non-compact
component of R*\ (S, U B). Finally, we define ¥2¢ to be a loop in the compact com-
ponent enclosed by S, with the property that y,, intersects the disk D transversely
and in precisely one point (it is easy to find such a curve thanks to the non-separating
hypothesis); we take U, := D°.

We claim that the loops yi, ..., vz, satisfy the assertions of the lemma. The two
bullet points are easily checked by the construction of y»¢ 1, ¥2, and the assumption

28For a connected compact surface M with 9 M consisting of two circles, and the surface M’ formed by
gluing these two boundary circles together, the inclusion-exclusion principle implies x (M) = x (M’).
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that the curves obtained via the inductive step avoid U (D). The other two claims in
the assertion follow by essentially the same argument as in the separating case.
This completes the proof. O

Lemma 11.8 Suppose that S C R is a closed and embedded genus-g surface which
is transverse to a sphere 3B C R3. Denote W :=R>\ §.

Assume that we are given {[y1], ..., [y2,]} C Hi(W) = 728 which is linearly in-
dependent and where each y; satisfies one of the following conditions:

e y; is contained in B or in B¢, or
e there is a component U; of 0B \ S that has non-zero signed intersection with y;
and zero signed intersection with each previous y;, j <1i.

Then, at least one of the y; is contained in B, provided genus(S N B) > 0.%°

Proof Note that, since genus(S N B) > 0, Lemma 11.7 implies (among other things)
that there is n C B \ S so that [n] # 0 in H;(W) and so that for any m € Z \ {0}, mn
is not homologous in B\ Stoacyclein B \ S.

Now, assume that none of the y; described above are contained in B. We claim
that

{1l ..., [yagl, (0]} C Hi(W) ~ 228

is a linearly independent set. This is impossible, so we will have proven the lemma.
To this end, assume that there are coefficients so that

2g
minl = nilyilin Hi(W).

i=1

Asin Lemma 11.7, by working downwards from i = 2g and considering the intersec-
tion of each y; with appropriate components of W N d B, using the If;’s, we can show
that n; = 0 unless y; is contained entirely in B€. As in the proof of Lemma 11.7,
applying Mayer—Vietoris to the pair (W N B, W N B€), we find that mn must be
homologous in B \ S to a cycle in 3B \ S. This contradicts the above choice of 7 un-
less m = 0, but in this case this contradicts the linear independence of the [y;]. This
completes the proof. O

Appendix A: Geometry of asymptotically conical shrinkers

Consider a shrinker " ¢ R"*! that is asymptotic to a smooth cone C. In [31,
Lemma 2.3], it was shown that the function w : C \ Bg(0) — R parametrizing the
end of X, i.e., such that

graphy, w = {x+wX)ve(x) :x€C\ Br(0)} C X,

29We do not need this here, but with minor modifications one can show that at least 2 genus(S N B) curves
y; are contained entirely in B.
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must satisfy w = o, Vigf)w = O(r_l_k), and V®Oy = O(r_l_k+") for any
n > 0. Here, r = [x| is the radial coordinate on the cone. The sharp asymptotics of w
(which we need in this paper) are, in fact:

Lemma A.1 The function w above satisfies Vék)w =0 "  asr — oo.

Proof We prove this for k = 1—higher derivatives follow by induction. The shrinker
equation (2.4) along ¥ implies (using our curvature conventions from Sect. 2.8) that

Hy (x + w(X)ve (X)) + 5 (X + wX)ve(x), vg) =0.
Moreover, by [31, (C.1)] we have
vy (X)
= (1+](1d - w® Acx) ™ Vw® ) 2 (=(1d - w® Ac(x) ™ Vw®) + ve(Xx).
By combining these equations we find
rVa,w(x) — wx) = W),
where
W(x) :=2(1 + [(ld — w) Ac (%) Vwx)|)? Hz (x + wX)ve (X))

We have used the fact that A¢(9,, -) =0, as well as that Id — w A¢ is an endomorphism
of TC and v¢ L TC. Observe that

vOwW =o0¢"17%). (A1)

Indeed, v®) Hs =0 (r_l_k ), while the other terms decay at a faster rate. For x =rp
for p € I', the link of C, choose a vector ¢ € T,I". Extend ¢ to be parallel along
y :r +— rp. Note that [r?, 9,] =0, so by (A.1) we find:

Vs, (Vrsw) = Vegw = Vg W =00 "").
Integrating this from infinity (cf. [31, Lemma 2.3]), we find V,yw = o). As

¥ = 0(1), we find that Vw = O (r—2) (decay of the radial component was shown in
[31, Lemma 2.3]). Il

Using this improved decay, one can set n := 0 in [31, Corollary 2.4], [31,
Lemma 2.5], [31, Lemma 2.7], [31, Lemma 2.8]. Thus, we have:

Lemma A.2 The second fundamental form of ¥ satisfies, for k > 0,
k 3
IV (Ag o F — Ac)l = 0375
as r — 00. Here, F : X X + w(X)v¢c (X) parametrizes the end of X over C.
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Corollary A.3 The second fundamental form of ¥ satisfies, for k > 0,
V@ A, )= 007

as r — oo. Here, X! is the projection of the ambient position vector X € ¥ to Ty X.

Appendix B: Non-standard Schauder estimates
We recall the following non-standard Schauder estimate due to Knerr:

Theorem B.1 ([84, Theorem 1]) Suppose that By C R" and we are given coefficients
ajj, bi, ¢ : By x [-2,0] — R and functions u, h : By x [-2,0] — R so that u is a
classical solution of
2
%u —aij#u —bi%u —cu=h.
Assume

sup [ llaij ¢, Dllo.as, + 155, D00, + e Do, | = A
te[—2,0]

and
aij(x, DEE; > LEI%, VE eR",
with A, A € (0, 00). Then, for T € [—1, 0],

2
j d
> ID{ulo.was2: B xi-1 71+ sup (I EuC. )llo.as,

=0 te[—1,T]
=C sup_ [luC.0loim, + ¢, Dloain, |- B
te[—4,T]
where C = C(n,a, A, A). Here, || - ||l0,a,«/2 denotes the standard parabolic spacetime

Holder norm and Diu denotes the matrix of j partial derivatives in spatial directions.

Note that this differs from the standard Schauder estimates because we’re only
assuming Holder continuity on a;;, b;, ¢, h in the space directions. As a result, we
only get a spatial Holder bound on %u The other Holder bound remain as in the
standard Schauder theory.

We also have the following variant:

Corollary B.2 Assume the setup of Theorem B.1. Then, for T € [—1, 0],

2
] 9

> o ID{ullowaszsixi-1.r1+  sup  lI5u, Dllo.:s,

s rel-1,T]

< Ol poxary+ swpICDloais |, (B2)
te[—4,T]
where C=Cn, o, X, A).
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Mean curvature flow with generic initial data

Proof For simplicity, let’s prove this for 7 = 0. Let us consider the seminorm

. 2
[, 12,01 = [Dxtlaa/:8, x(~r2.01

By interpolation and integrating along line segments, we can show that for each ¢ > 0
there exists C = C(n, «, €) such that

sup |lullo;B, < S[M]sz[_4’0] + C||'4||L1(32X[74,o])~
te[—4,0]

Thus, (B.1) implies

(15, x(—1,00 = €Ul x[—a,0) + C[||“||L1(Bzx[—4,0]) + [SufT] A, t)llo,a;Bz],
tel—4,
(B.3)
where C = C(n, o, €, A, A). By scaling down to parabolic balls B, x [—rz, 0] and
also recentering in space and time, we obtain

24« * < o2t *
r Ty, oy xtio—r2i S i, v

(yo)x[to—4r2,10]

where

)/3=C[||M||L1(Bz><[_4,o])+ sup ||h(‘,l‘)||0,a;Bz]
te[—4,T]

is just the second term of the right hand side of (B.3). We now apply the absorption

lemma due to L. Simon, [94, Lemma, p. 398] on the monotone subadditive function
_ 2 R * : :

S(Br(yo) X [tg — r*, to]) := [M]B,(yo)x[zg—rz,to]’ with scaling exponent 2 + «. (Note

that this monotone subadditive function extends trivially to convex sets.) By L. Si-

mon’s absorption lemma, we can choose ¢ small enough depending on n, «, such

that

[T, 1.0 = €[l 1 gayxi—aonp + 59 NAC,Dlloin, |
te[—4,0]

where C' = C'(n, a, A, A). This yields (B.2): the first summand of the left hand side
is obtained by interpolation, and the second by reusing the parabolic PDE. g

Appendix C: Brakke flow uniqueness of regular mean curvature flows

We include here the following uniqueness result for Brakke flows.

Proposition C.1 Suppose that M is an integral unit-regular Brakke flow in R"+1 x
[to, 1] and [tg, t2] 2 t — M (t) is a smooth mean curvature flow with

lim sup Oy ((x,1),r)=1
r=>0xeM()
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0. Chodosh et al.

forallt € (tg, t2] and

sup [Apm@(X)| < 00.
(x, )R x[1,1]

If M(t)) = H" | [M(t1) for some t] € (tg, t2] then M(t) =H" | M(t) forallt € [t1,12].

Proof The monotonicity formula and unit regularity property (cf. [108]) of M im-
plies that M is the multiplicity one Brakke flow associated to a smooth flow for some
interval ¢ € [t1, t; + n]. As in [8, Proposition 4.4] (following [53, 55]), this flow is a
smooth graph over M (t) and has bounded curvature; thus M(z) = H" | M (¢) by e.g.
[30] or [54].

We can thus conclude via a continuity argument. Let 7' € (¢, 2] denote the first
time the assertion fails. Suppose that T < ;. Unit regularity and the assumptions
about M (¢) imply that M(T) = H"|M(T). Thus, we can repeat the previous argu-
ment to conclude that M (¢) = H" | M (¢) for t € [T, T + '] for some 1’ > 0. This is
a contradiction, completing the proof. g

Appendix D: limanen’s localized avoidance principle

In this section we will give a proof of Ilmanen’s localized avoidance principle for
mean curvature flow. The proof is a parabolic version of the barrier principle and
moving around barriers in [77].

Let Q be an open subset of R"*! x R, and let I' € R™*! x R be relatively closed
in Q2. We call I" a barrier (resp. strict barrier) for mean curvature flow in 2 provided
that, for every smooth open set £ C Q2 \ I" and for every (x,¢) € 9E N[" N Q with
Vyet(x,1) # 0, we have

S, 1) <Hygq) - vX, 1) (D.1)

(resp. f(x,1) <Hygq) - v(X,1)), where Hy g ;) the mean curvature vector of 9 E(2),
V(X, t) is the inward normal of d E () at X, and fv is the normal speed of the evolution
t — 9 E(t) in a neighborhood of (x, 7).

Let W C R"*! x R be open and let # : W — R be smooth, positive, bounded and
such that u vanishes on d W (¢) for all t € t(W). For p, q € W(¢), define the distance

di(p, @) = inf | /

u(y(s), t)_1 ds :y is a curve joining p, q in W(t)}. D.2)
Y

We assume that, for each ¢ € t(W), the distance d; is complete. We use the standard
convention that inf#) = co. Note that d; is just the distance in the (complete) con-
formally Euclidean metric g; := u(-, t)_zan+1 . More generally, we can consider the
distance between two closed sets in W, defined in the usual way. For U C W, U open,
define

U'={x,1)eU:d;(x,0U(t)) >r}.
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Mean curvature flow with generic initial data

Define the degenerate second order elliptic operator

Ku(x, 1) = irslftrg Du(x, 1),

where S ranges over all n-dimensional subspaces of R"*+!.

LemmaD.1 Suppose that W \ U is a barrierin W and u : W — R is as above, with
ur — Ku <0 (resp. < 0).
Then W\ U" is a barrier (resp. a strict barrier) in W.

Proof Let E € W be a smooth open set with
EcCU" and (x,1) €dEN(W\U").
We have to show that (D.1) holds. Define
ES:={(x,t)e W:d,(x,E) <s}, F:=E".

Then F is compact, F C U, and 3 F meets 9U .

We fix y(t) to be a shortest g;-geodesic from JE(t) to aU (t) with endpoints
xe E(t) andy € 0F(¢t) N dU(¢). Thus the normal exponential map of d E(¢) with
respect to g; has no focal points along y (¢) \ {y}. Note that this also holds for the
normal exponential map of d E(tr) with respect to g, in a spacetime neighborhood
of ¥ \ {y}. Therefore in a spacetime neighborhood of y \ {y}, (z,s) — 9E*(7) is
smooth and smoothly varying. For 7 close to ¢, let x(t) be the normal evolution of x
along 7 + 9 E(7) such that x(¢) = x. For t close to r we define y (t) to be the normal
g(7)-geodesic starting at x(t), i.e. the normal evolution of x(t) along s — dE* (7).
Note that

1=g:(¢'(1),¥' () =ugpan1 (¥ (0), ¥ (1) = [V ()lgp, =u-

We denote x(z,s) = p(t,s) and frvygs(r) to be the normal velocity of the evolution
7+ dE*(1) in R"*!. Furthermore, note that the g, -length of y (t, ) satisfies

Le, (y(r, [0, s])) =s

and thus

d d d -1
0=f b lrmos) = [ =g [ ulaeg,
y(@.[0,5]) (@, [0,5])

= —u(x(t,5) " f(x(z,5), T) +ux(zr,0) " f(x(z,0), 7)

—/ u”u, dEan+]
y(,[0,5])

= —u(x(z,5) " f(x(1,5), 7) +ux(r,0) " f(x(z,0), 1) — / ulugdeg,.
0
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Differentiating the last equation in s yields
a%f =—ur— fDu-vygs(p. (D.3)
Similarly, looking at the evolution of s — 9 E°(¢) in R"*! we have
3 _ 2
a=Hyps (1) = —Nogpsoyut — |Ages ()|
= —trg D*u — Hyps(1yDu - vyy — |Alu (D.4)
<—Ku— HBES(t)DM “VIES(1)-
Combining (D.3), (D.4) we see that ¢ := f — H satisfies, along y (),
WV =—Cy. (D.5)

We first assume that y(¢) is not a focal point of the exponential map of d E(¢). This
implies that F is locally smooth around y and Vyrt(y, t) # 0. If ¥ (0) > O then (D.5)
implies that ¥ (r) > 0 which gives a contradiction to the assumption that W \ U is a
barrier. If ¥ (0) > 0 and u; — Ku < 0 then likewise 1 (r) > 0 which again yields a
contradiction, proving that P \ U, is a strict barrier.

If the normal exponential map of d E(¢) focuses at y(¢), then we may approximate
E by E’ C E such that E' N dU, = {x}, y is not a focal point and such that in the
above argument we can replace E by E’. g

Lemma D.2 If Q is an open subset of spacetime and M is a closed weak set flow in
Q, then M is a barrier in Q.

Proof Assume E C 2\ M is open and smooth, and at (xg, fp) € 0E N M N Q we
have

Vaet(xo, t0) #0, f(Xo,t0) > Hye ) (Xo, to), (D.6)

where Hyp (X, 1) =Hjeq) - voE() and vye() is the inward pointing unit normal of
0 E (t). We can furthermore assume that 9 E N M = {(Xq, t9)}. For small » > 0, (D.6)
implies that

f > Hagq) on B, (o) x [to — 2, f0], (D.7)

and that 0E(t) is C 2_close to an n-dimensional plane for all ¢ € [fy — r2, t]. We
can thus solve mean curvature flow S = (S(2)),¢(4,—r2 4, With the induced parabolic
boundary conditions on d E N B, (Xg) X [ty — r2, to]. Note that 7 — dE (1) N B (xp) is a
barrier for S from one side, in view of (D.7). Thus S has to run into M, contradicting
that M is a weak set flow. Thus, (D.6) fails, and the result follows. O

We can now state and prove Ilmanen’s localized avoidance principle. For R, « > 0,
and (xg, fo) € R*! x R, we set

Ua (X, 1) i= (R* — |x — x| — 2n + &) (t — 19))+ (D.8)
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Mean curvature flow with generic initial data

on R x R"*! Note that for & > 0:
srta (X, 1) < Kug(x,1), (D.9)
for all (x, t) with uy(x, 1) > 0.

Theorem D.3 (llmanen) Consider two closed weak set flows M, M’ in R* and

2
constants satisfying R >0,y >0,a <b<a+ %. Assume that

M(l) N Bm(Xo) and M/(l) N B\/m(XO)

are disjoint for t € [a, b). Then, using this choice of R and Xy along with ty = a and
a =0 in (D.8), we have that t — d;(M(t), M'(t)) is non-decreasing for t € [a, b)
and

Before proving Theorem D.3, let us indicate how we plan to apply it. If M(a),
M’ (a) are disjoint and one knows a priori that

M@ NM@N B /xry Zant—a) X0\ B /rr—, —5,0—a) (X0)) =0,

fort € [a, b], then Theorem D.3 and a straightforward continuity argument imply that

M([) N M/(l) N B\/m(xo) =0

for t € [a, b]. In other words, if the two weak set flows are disjoint near the boundary
of the comparison region, then they remain disjoint.

Proof of Theorem D.3 We first note that the assumptions imply that for sufficiently
small « > 0, the distance df* with respect to (uq (-, Z))_zan+l between M and M’
is attained away from the boundary of the set W := {u,(x, t) > 0} for all ¢ € [a, D).
Assume that d% (M, M) =r > 0. We can thus argue as in [73, cl! Interposition
Lemma] find a C!'! hypersurface I in ({uq (X, a) > 0}, g4) separating M and M/,
such that d¥(M,T") = d¥(M',T) = r/2, with both distances attained away from
the boundary of W. Consider I'' = I' N Br_,(Xp) for suitable small n > 0 such
that I has smooth boundary. Solve smooth mean curvature flow I'; starting at I/
with fixed Dirichlet boundary conditions for a <t < a + ¢ for small ¢ > 0. We can
assume that d* (M, I';) and d¥ (M, T')) are attained away from the boundary aI”
for all a <t <a + ¢. Choose U = W \ M. Note that for 0 < s < r/2 we have
oU*(a) NT’ =@. So by Lemma D.1 and Lemma D.2, together with (D.9) we have
that I'(r) c U*(¢) forall 0 <s < r/2 and a <t < a + ¢. This implies that the dis-
tance df' between M and I'; is non-decreasing on [a,a + ¢). We can argue simi-
larly to see that the distance di* between M’ and I'; is non-decreasing on [a, a + ¢).
Thus df (M, M) is non-decreasing for t € [a, a + ¢). But the monotonicity formula
implies that d, (M, M') > limsup,_, (,;)+ 4/ (M, M"). Thus a direct continuity
argument implies that d% (M, M) is non-decreasing for ¢ € [a, b). Letting o — 0
gives the result. O
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0. Chodosh et al.

We note that this implies a well-known Frankel property for self-shrinkers. For
completeness, we state our result in full generality, in the context of F-stationary
varifolds, i.e., varifolds in R"t! that are stationary for the conformally Euclidean
metric in Sect. 2.7 whose stationary points coincide with self-shrinkers.

Corollary D.4 (Frankel property for shrinkers) If V, V' are F-stationary varifolds,
then supp V Nsupp V' # @.

Proof If supp V N supp V' = @, then the associated self-similarly shrinking Brakke
flows M, M’ satisfy

supp M(t) NsuppM'(t) =@, t <O.

Applying Theorem D.3 with a = —1, b =0, R > +/2n, and recalling that the support
of the spacetime track of a Brakke flow is a weak set flow [74, 10.5] we arrive at a
contradiction; indeed, 0 € supp M (0) N supp M’ (0). O

Appendix E: The Ecker-Huisken maximum principle

For the reader’s convenience, we recall here a special case of the variant of the Ecker—
Huisken maximum principle (see [54]) proven in [8], which we’re going to make use
of:

Theorem E.1 ([8, Theorem A.1]) Suppose that {3;};c[a,p) is a smooth mean curvature
flow in RrH \ Bgr, with 0%; C 0 Bg. Assume that u is a C? function on ¥; so that

(1) it satisfies
(% —As,)u>a-Vsu+bu

with SUP;e[q,b) SUP;, la| + |b] < o0,
(2) u > 0 on the parabolic boundary ¥, U (Ute[q,p)0Z¢),
3) forallt €la,b), and

/ (1l + 13412 4 IV, ul? + 193, ul?) po.pyd H" < 00,
Z;

where

Ix[?

P.b) (X, 1) = (4 (b — 1) " 2e” 07

Then, for all t € [a, b), infx, u > 0.

Appendix F: Weak set flows of cones
For this appendix, the reader might find it useful to recall the notions set forth in

Sect. 2. We collect results of [89] on weak set flows and outermost flows and show
that they are also applicable (with minor modifications) to the flow of hypercones.

@ Springer



Mean curvature flow with generic initial data

Proposition F.1 ([89, Proposition A.3]) Suppose that F is any closed subset of R"*1,
and let M C R x R be its level set flow. Set:

M@) = {xeR": (x,1) e aIM}.
Then t — M (t) is a weak set flow.

In what follows, we consider F to be the closure of its interior in R”*! and satisfy
dF =0F°.

We call such a set F admissible.’® Let F' := F¢, denote the level set flows of F, F’
by M, M/, and set F(t) := M(t), F'(t) := M’(¢). In line with Proposition F.1, we
set:

M@ :={(x,1) cR"™ :xec oM},
M () :={(x,1)cR"* T :xeaM'}.

(Here 9 M, 9 M’ are the relative boundaries of M, M’ as subsets of R*t! x R).
We call

t— M(t), t— M (1)

the outer and inner flows of M := 3 F. By Proposition F.1, M (¢), M'(r) are contained
in the level set flow generated by M. Furthermore,

M) = 11% dF (1)

for all + > 0, and M(¢t) = dF (¢) for all but countably many ¢. See [89, Theorems
B.2, C.1]. Note that [89, Theorems B.2] directly carries over to M = 9 F where F is
admissible.

Let I' C S” denote a fixed smooth, embedded, closed hypersurface. Consider the
equidistant deformations (I's) _¢ <5< of I' C S” for some consistent choice of normal
orientation. We further consider the regular hypercone C = C(I") and the smooth
perturbations Cy = C(I's). Note that C; divides R"*H into two open sets Qgﬁ such
that Cy = 8(2§t aswellas C() N QT = fors > 0and C(I') N Q; =4 for s <O.
‘We now consider,

Ygr = a(Qj— \ Br(O)),

forO <r <1 and s > 0. We denote with f]“ a smoothing of X , that rounds off the
corners near d B, (0). Similarly we set:

%}, = 0((2 N By (0)\ B,(0))

30Note that this slightly extends the definition in [89], where 9 F (dU in their notation) would be a compact,
smooth hypersurface. This extension allows us to flow from non-compact and non-smooth initial surfaces.
This does not change anything in the analysis of [89].
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forO<r<1,s>0,and f:s,r to be a smoothing of Eé’r that rounds off its corners.

Note that by using the smoothings f];’, we can construct compact regions F; C QT
with smooth boundaries such that

(1) For each i, F; is contained in the interior of Fj.
(2) UF; =Qt.
(3) H"|oF; —> H"|C).

By perturbing F; slightly, we can also assume that
(4) the level set flow of d F; never fattens.

We then directly generalize [89, Theorems B.3, B.5]. The proof extends verbatim.

Theorem F.2 There is an integral unit-regular Brakke flow t € [0, 00) — u(t) such
that ;1(0) = H" | C(I") and such that the spacetime support of the flow is the space-
time set swept out by t € [0, 00) > M (t), where t — M (t) is the outer flow of C(I").
That is, for t > 0, the Gaussian density of the flow u(-) at (x,t) is > 0 if and only if
xe M(t).

Remark (i) Note that by uniqueness of the level set flow, the outer flow satisfies
M(t) = /tM(1). Together with unit regularity and White’s local regularity theory
this implies that there is a Ry = Ro(I") such that the Brakke flow constructed in The-
orem F.2 is a smooth expanding solution, agreeing with M (¢), outside of B ViRo 0)
for all ¢ > 0.

(i1) Theorem F.2, and all of the above, applies also to the inner flow.

Appendix G: Brakke flows with small singular set

In this section we show that if a Brakke flow has small singular set, then the regular set
is connected, provided it is connected in a neighborhood of the initial time. To prove
this, we show that for a closed set S € R"t* x R, a Brakke flow (with bounded area
ratios) on (R"** x R) \ § extends across S provided S has vanishing n-dimensional
parabolic Hausdorff measure.’!

Remark In [39, Claim 8.4] it was observed that the classification of low entropy
ancient flows implies connectivity of the regular part of a flow in R* with only
(multiplicity-one) spherical and cylindrical singularities, by an argument similar to
Kleiner-Lott’s proof [83, Theorem 7.1] that a singular Ricci flow of 3-manifolds has
only finitely many bad world lines. We show here that one can prove connectivity
under considerably weaker hypothesis. We note that our approach has no hope of es-
timating the number of bad world lines. It would be interesting to study the Hausdorff
dimension of bad world lines in a k-convex mean curvature flow in R+

31gee also [33, Appendix D] where it is shown that an integral 2-dimensional Brakke flow in R3 \ {0} with
bounded area ratios extends across the origin.
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We first recall a well known extension theorem for varifolds, originally considered
by de Giorgi—Stampacchia [51].

Lemma G.1 Let V be a rectifiable n-varifold in R with bounded area ratios, i.e.,
IVII(Br(x)) < Cr™*. If S C R*** is closed, H'~1(S) = 0, and the restricted varifold
V=V [(R"*\ S) has absolutely continuous first variation H' € L}, (R"**; py),
then V has absolutely continuous first variation equal to H', too.

Proof Without loss of generality, we assume that S is compact. For § > 0, we can
find balls {B,, (Xi)},N: | covering § with

Choose cut-off functions 0 < &; < 1 with &; = 1 outside of By, (x;),; =0on B, (x;),
and | D&;| < % Then, set &5 = vazléi and note that

N oo
D& <) —XBy, (xi)-
i=1""
For a vector field E € C! (R"*!), we have

fifadiVM Eduv-’-/ESE-H/dMV/:—/DTEa -Bdpyr.

Note that

N
2
< Z — VB, xi)IIEl L = C3.

i=1""

V DT Edpy
Sending 6 — 0, the dominated convergence theorem implies

/diVM Eduvz—/E~H’d,uV/.

Thus, 8V is absolutely continuous with respect to duy and, since wy (S) = 0, the
generalized mean curvature of V also equals H'. This completes the proof. d

We now extend this to Brakke flows (recall our conventions in Sect. 2.4).

Theorem G.2 Consider (u(t));e; be a 1-parameter family of Radon measures on
R and S ¢ R"* x R a closed set with H'(S) = 0. Assume that

(1) The measures u(t) have uniformly bounded area ratios, i.e., u(t) (B, (x)) < Cr".

(2) For almost every t € I, there exists an integral n-dimensional varifold V (t)
with (u(t) = py () so that V' (1) = V (t) L(R"5\ S(1)) has absolutely continu-
ous first variation in Llloc (R”+k; dwy(y)) and has mean curvature H orthogonal
to Tan(V'(t), -) almost everywhere.
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(3) For any compact set K C (R"H* x R) \ S, we have
/ 1+ HP)dup@)dt < co.
K
@) Ifln. 0] C T and f € CHR™™ x [11,1])\ S) has f >0, then

/f(-,tz)du(tz) —/f(ntl)dﬂ(tl)

15}
5/ /(—|H|2f—|—H~Vf+%f> du(r)dr.

Then (14(t))se; is a Brakke flow on R,

Proof 1t suffices to prove this for § compact. We begin by defining the relevant cutoff
function. Choose a family of parabolic balls

Pr(Xis 1) = By, (xi) X (t; — 2. ti + 1),

wherei =1,..., N,sothat S C Uf\lzlPri(xi,t,-) and

N
Zri” <.
i=1

For each parabolic ball, choose a cutoff function 0 < ¢; < 1 so that ¢; = 1 on
Py (x;,t) and ¢; =0 on P, (x;, t;). We can assume that |D¢;| < C/r; and |%§,~| <
C/r?. Set

{s =ming;
1

and define a mollified function s . as follows. Choose 0 < ¢;, ¢, < 1 standard
mollifiers on R, R"™* and set

Lo (x, 1) = / ek 2 (e (x — ) (62 — )25 (3, ) dyds.
Rn+k xR

We now estimate the derivatives of s ..

Claim
Vo
limsup|%§3,g(x, n<cC Z —ZXPZ, (Xi,17) (G.1)
e—0 _

Proof of (G.1) We have

i l)
8[ ;8,8()‘7

/ e (e (x = ¥l (€72t — )85 (y. 5) dyds
Rtk xR

@ Springer



Mean curvature flow with generic initial data

/R e & ok (7 = )R (T = DG 5) = 8oy 1)) dyds

<Cmax sup |2y, s)l
Lo(y.s)eP:(x,1)
N

<CY  swp [Eays)l,
i=1 (y,s)€Ps(x,1)

which implies the inequality follows after sending ¢ — 0. U
Claim
limsup | D&s.q (x,1)]> < C Z 2 X Py (5i.1) (G.2)
e—0

Proof of (G.2) As in the proof of (G.1), we find

2
|Dgs (x,0)]" < Cmax  sup DGy, ) <CZ sup D& (y, 5)I*.
boys)ePs(x1) —1 W.9)€EP:(x.1)

This implies the claim, as before. O

Now, for0 < f € CCQ(]R{"'H‘ X [t1, t2]) we consider g“az’sf in (4) above. We find
/Ca,s(-,tz)zf(-,tz)du(tz)—/Cs,s(-,tl)zf(-,tl)du(tl)
153 5
= [ [ (R ek vr i) du
[ [ (s rmeVees+ sty o

(
/ /( (1—y)H? faaf-i-é'MH Vf+;853tf>du(t)dt
/ /< _1|V§”|2+foz§ss>du(t)dt

(-

// (1= PIBPG, £+ E23H -V 462, F ) dutdr

+Cy~ ”f”Cl/ Z ZM(t)(Br,(Xl))X(t —r tl+r2)(t)dt

1zll

// —( = P)HPG, f + 25HV [ + 250 f) dp(nydr
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+Cy781  ler
5]

< / f (=0 =20 HPG f + 6258 f) dntrydr
n

+Cy 78l fller + Cy D fll oo

In the final inequality, we have used [74, Lemma 6.6].

Sending § — 0, we can use Lemma G.1 (and Lemma G.3 below) to conclude
that for almost every ¢, the varifold V (¢) has absolutely continuous first variation in
Ll (R"™* du(t)) and that

loc

I
/2f (1 + HP)dut)dt < oo
1 K

for any compact set K and [#1, t2] C I. Then, dominated convergence and the above
inequality guarantees

/f(wtz)d,u(tz)—/f(wtl)d,u(tl)

L) .
5/ /(—(1—y)|H|2f+H-Vf+%f)dM(f)dt,
1

which implies (4) after sending y — 0. This completes the proof, after observing that
0<fe CL! can be approximated by 0 < f € Cf. |

Lemma G.3 Suppose that S C R"T* x R is a closed set with H'p(S) = 0. Then for
almost every t,

H'2(S(1) =0,
where S(t) = SNt~ 1),

Proof As usual, we can assume that S is compact. Choose parabolic balls Py, (x;, ;)
covering S with r; <8 and ), r' < 8. Set Z(t) :={i:t € (t; — riz, ti + riz)} and note
that

styc | Br(xi).

ieZ(r)

Note that

1)

15}
3 =/t Do K ey AT =2 ] <28,
1 i i

N ieT()

This proves that
n—2 8
{t € [t1, 2] - H (S(t))>8}|<CE.
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Mean curvature flow with generic initial data

Because ng—z(s (t)) is non-decreasing as § \ 0, we thus see that
t € [n, 2] : H'2(S(0)) > €} =0.

Sending ¢ — 0 completes the proof. O

For a Brakke flow M, define reg M to be the set of points (x, ¢) so that there is
& > 0 with

M (Be(x) x (t — &%, 1]) = kH" [ M (1),

where k is a positive integer and M (¢) is a smooth mean curvature flow. Note that
points in reg M are defined similarly, but with k = 1; thus, reg M C feg M.

Corollary G.4 Consider M = (u(t));ey a unit-regular integral n-dimensional Brakke
flow in R*™* with w(t) = H* | M(t) for t € [0,8), where M(t) is a mean curvature
flow of connected, properly embedded submanifolds of R"* and § > 0. If

H'p (supp M \ feg M) =0,

then feg M = reg M and reg M is connected.

Proof We claim that 971(0) # @ for any a connected component, I, of feg M.
From this, we immediately have that the multiplicity on this component is k = 1,
so feg M = reg M. Moreover, since M(t) is connected for ¢ € [0, §), we also will
have reg M is connected.

Now, consider 9 as above. Set M := M U (supp M \ feg M). Theorem G.2 im-
plies that wu(¢) L‘)/ft(t) is a Brakke flow. However, if 91(0) = ¢J, then we can apply
Huisken’s monotonicity formula to conclude that 1 (¢) Li)??(t) =0 for all ¢. This is a
contradiction, completing the proof. g

Combining White’s parabolic stratification [104, Theorem 9] with the previous
corollary this implies:

Corollary G.5 Suppose that M is a unit-regular integral n-dimensional Brakke flow
in R"% with u(t) = H* M (1) for t € [0, 8), where M (t) is a mean curvature flow of
connected, properly embedded submanifolds of R"* and 8 > 0. Assume that M has
the following properties:

(1) If there is a static or quasi-static planar tangent flow at X, then X € reg M.
(2) There are no static or quasi-static tangent-flows supported on a union of half-
planes or polyhedral cones.

Then teg M = reg M is connected.
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Appendix H: Localized topological monotonicity

In this appendix we localize some of the results from [103]. We say a closed subset
M of a spacetime R"*! x R is a simple flow in an open set U C R"*! with smooth
boundary and over a time interval I C R, or a simple flow in U x [ for short, if there
is a compact n-manifold M, with or without boundary, and a continuous map

fiM x I — R

so that:

(1) M@)NU = f(M, 1), where M(t) = {x e R""!: (x,1) e M},

(2) f is smooth on M° x I, where M°:=M \ M,

3) f(,t),tel,is an embedding of M° into U,

@) t— f(M°,t),t €l,is a smooth mean curvature flow: (%f(-, N+ =H(, 1),
and

(5) flamxr is a smooth family of embeddings of dM into dU.

The following lemma is easily proven but we will use it repeatedly in the sequel.

LemmaH.1 If M c R*! x R is a simple flow in U x [0, T] then we have a diffeo-
morphism

(U x [0, TH\ M=~ (U \ M(0)) x[0,T]
that restricts to diffeomorphisms U \ M(t) = U \ M(0) along each fibre.
We recall some definitions from [103]. For M c R**T! x [0, T], ¢ € [0, T, we set:
Wit] == MSne (1)), (H.1)
WI[0, T]:= M Nt ([0, TY). (H.2)

The results of [103] apply precisely to these W[¢], W[O0, T']. Since we wish to localize
some of these results to open subsets € R"*! with smooth boundary, we introduce
the following localized objects.

Walt] := M NnQnt ({1}, (H.3)
Wal0, T]:=M NN Fl([O, T)). (H.4)
Note that, in this notation, W[t] = Wga+1[t] and W[0, T] = Wga+1[0, T1.

The following is a localization of [103, Theorem 5.2].

Theorem H.2 Let M be a level set flow and 2 C R**! be an open set with smooth
boundary, so that M is a simple flow in U x [0, T] for some tubular neighborhood
U of 9K2. Then:

(1) For every point X in WqlO0, T, there is a time-like path in Wq[0, T] joining X
to a point Y = (y, 0) at time 0.

(2) If X, Y are in different connected components of Wq[0], then they are in different
connected components of WqlO0, T].
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Proof To prove (1), note that for X € U x [0, T], it is not hard to construct such a
path (by the simplicity assumption). In general, by [103, Theorem 5.2(i)], we can find
a time-like path in M€ connecting X to time 0. If this path remains in © x [0, T],
the claim follows. On the other hand, if the path does not remain in 2 x [0, T'], then
it must enter U x [0, T'] at some point. In this case, we can stop and concatenate with
the path in U x [0, T'] that exists by the fact that the flow is smooth in that region.

For (2), consider X,Y € Wgq[0] that are in distinct connected components of
Wq[0], but in the same connected component of Wq[0, T']. First, consider the case
when at least one of the points, say X is in a connected component V of Wq[0] that
does not intersect the tubular neighborhood U. Because M is simple in U x [0, T'],
the component V of M N 10, T containing V does not intersect U x [0, T'];
thus, it is contained in €2 x [0, T']. As such, X, Y are in distinct components of
W[0] := M Nt ({0}) but in the same component of W[0, T'] := M Nt~ ([0, T]).
This contradicts [103, Theorem 5.2(ii)]. Thus, both X and Y must be connected in
Wql0] to U. As such we can assume below, without loss of generality, that X, Y € U.

Let us set up some notation. For each connected component V of Wq[0], we write
Vy :=V NU (note that Vyy may be disconnected). Write dVy = 9_Vy U o, Vy U
dmVu, where 0_Vy = 0V NIQ) \ M(0), oL Vy = (VNaU N Q) \ M(0) and
apmV =0V N M(0) are distinct and 9_Vy (resp. 9+ Vy) is relatively open in 92
(resp. aU). Let V(X) # V (Y) denote the components of Wq[0] containing X, Y.

Because X and Y are assumed to be in the same connected component of
WqlO, T], they are in the same connected component of W[0] by [103, Theo-
rem 5.2(ii)]. Choose a path y C W[0] between X and Y so that y is transverse to
oU U 9. For x € {X, Y}, we can assume that y does not intersect d+V (x)y (we
might have to exchange the points * € {X, Y} for some other pointin V (x)y). Indeed,
we can simply consider the last time that y intersects d4+ V (X)y and the earliest time
that y intersects 04V (Y)y and truncate y near these times (to still have endpoints
in U).

Choose a curve n C Wq[0, T] from Y to X so that n N (U x [0, T]) C U x {0}
and consists of two arcs exiting U through 0.V (Y)y U a4V (X)y (with a single
transverse intersection with each). Concatenating y with 1, we can find a loop o7 in
WI[O0, T]. By [103, Theorem 5.4], there is a homotopy of loops in W[0,T] between
o1 and a loop ap in W[0]. Perturb o slightly so it is transverse to dU. By con-
struction and the simplicity of M in U x [0, T'], the loop o¢ has the property that
for x € {X, Y}, the mod 2 intersection number of o9 with 94V (x)y is 1. This is a
contradiction. O

The following is a localized version of [103, Theorem 5.4].
Theorem H.3 Let M be a level set flow and 2 C R**! be an open set with smooth

boundary, so that M is a simple flow in U x [0, T] for some tubular neighborhood U
of 02 in Q. Then, any loop in W0, T is homotopic to one in Wq[0]. In particular

Hi(Wel0]) — Hi(Wgl0, T1)
is surjective.
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Proof Fix a cover IT : WQ[O, T]— WgqlO0, T] associated to ¢ : Wo[0] > WO, T].
Set W := M N (U x [0, T]). Note that W c Wqal0, T] deformation retracts onto
Wy l0] C W, by the assumption that M is simple in U x [0, T]. Set Wq [0, T] :=
(WqlO0, TI1N W0, T U W, where Wi[0, T]1= W, Nt~ 1([0, T]) (see Sect. 2.3 for
the definition of Wy). Because W deformation retracts onto Wy 0], we can find a lift

io: Wa.0l0, T]1— Wql0, T1.

In the remainder of the proof we inductively define lifts of ¢ : Wq [0, T] —
Weal0, T,

ik : Waxl0, T1— WqlO, T1,

so that i | wg, ,_[0,7] = lk—1. Having done so, we can fit these lifts together to produce
a lift 7: Wq[0,T] — WQ[O, T]; thus, the covering IT was trivial, completing the
proof.

Let M’ be a classical flow corresponding to F : M’ x [a, b] — R"*! in R"*+! x
[0, T] disjoint from M (0) so that 9 M’ C Wi_1. Set M, := M’ N (L x [0, T]).
(Note that M’ might not intersect 92 x [0, T'] transversely and there is no guarantee
that points in M, can be connected to a part of the heat boundary of M’.)

Claim There is a unique lift ¢ : Mg, — WalO, T so that ¢ (X) = x—1(X) for all
points X € M' N Wgq x—1[0, T].

Proof Fix X = F(p,t) € M. Choose an open set O € 2 x [0, T'] so that (Q\ U) x
[0, T]C O, X € O, and 30 is a small C* perturbation of 92 x [0, T'] intersecting
M transversely. Define

to=inf{r € [a,t]: F(p x (t,1)) C O}.

It is clear that F(p, to) € Wq k—1[0, T], so we can consider y the unique lift of the
curve y : [to, t] 2 T — F(p, ) with y(ty) = ix—1 (F(p, tn)). We then define ¢ (X) =
y ().

It is clear that ¢ is continuous and does not depend on the choice of O. It remains
to check that ¢ (X) = i —1(X) for X € M’ N Wq r—1[0, T]. Choose O as above and
let V denote the connected component of M’ N Wgq x—1[0, T]N O containing X. The
argument in [103, Lemma 5.3] can be easily adapted to show that V contains a point
Y € aIM' U0 C Wq 1[0, T]. Since ¢ (Y) = ij— (Y), the maps agree on all of V.
This completes the proof of the claim. 4

Claim If M|, M are two classical flows with heat boundaries in Wy_| and X €
MiNMrN (2 x [0, 1]) then ¢1(X) = ¢pr(X).

Proof Given X, we can choose O as above but with O transverse to M and M.
Now, as in [103, p. 328], the maximum principle guarantees that there is a connected
subset K of M| N M5 containing X and some point in 3M | U 3 Mj. Either K N
0O = (@, in which case there is Y € (M UIM) N K N O or K NAO # P, in
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which case there is ¥ € K N 90O. Either way, Y € Wq x—1[0, T]. By the previous
claim, ¢1(Y) = 31 (Y) = ¢ (Y). Because ¢1|g, ¢2|x agree at Y, they must also
agree at X. g

This completes the proof. O

The following is a localized version of [103, Theorem 6].

TheoremH.4 Consider Q@ C R"*! an open set with smooth compact boundary and U
a fixed tubular neighborhood of 9<2. Choose Ty so that the mean curvature flow of €2,
t > 0S2(t) remains smooth and inside some open set UeU for t € [0, Tyl. Then,
for any 0 < T < Ty, let M be a weak set flow in R"*! that is simple in U x [0, T1.
Then,

Hy—1(WqlT]) - Hy—1(We[0,T])
is injective.

Proof For 0 < T < Ty fixed, suppose that [C] € H,_|(Wq[T]) is a polyhedral (n —
1)-chain so that there is P a polyhedral n-chain in Wq[0, T] with 9 P = C. We can
assume that the support I of P is disjoint from U U {r = 0}. Consider the projection
w(x,t) = (x,T). Set 74P = P’ and note that 9 P’ = C. We aim to show that P’ is
homologous (relative to its boundary) to a chain disjoint from M(T').

Let M’ be the level set flow generated by I". By the avoidance principle for weak
set flows (cf. [103, Theorem 4.1]), M’(¢) remains a positive distance from M (¢) as
well as a positive distance from 92 (¢). In particular, we can enlarge 2 slightly to &’
to ensure that M’ avoids some tubular neighborhood U’ of 32’ (so in particular, it is
a simple flow in U’ x [0, T]).

Fatten M’(T) slightly to get a closed set K in R**! x {T} that is disjoint from
U U M(T) and has smooth boundary. If y is a loop in (2 x {T'}) \ K, then by
Theorem H.3 applied to M’, y is homologous in (' x [0, T]) \ M’ to a loop at
t = 0. In particular, this means that the oriented intersection number of y with P
(and thus P’) is zero.

Now, assign each component of

(@ x{TH\ (KU P

a multiplicity so that the multiplicity changes by n when crossing a face of P’ with
multiplicity n; we can do this consistently, since the intersection of any loop avoiding
K with P’ is zero (this is only well defined up to a global additive constant, but
this will not matter). This yields a (n + 1) chain Q in Q" x {T'} whose boundary is
a chain in K along with the part of P’ that is disjoint from K. Now P’ — 9Q has
(P’ — 9Q) = C and is supported in K. As such, P' — 3 Q is disjoint from M(z).
The result follows. U
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