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ABSTRACT

In multi-agent dynamic games, the Nash equilibrium state trajec-
tory of each agent is determined by its cost function and the infor-
mation pattern of the game. However, the cost and trajectory of each
agent may be unavailable to the other agents. Prior work on using
partial observations to infer the costs in dynamic games assumes
an open-loop information pattern. In this work, we demonstrate
that the feedback Nash equilibrium concept is more expressive and
encodes more complex behavior. It is desirable to develop specific
tools for inferring players’ objectives in feedback games. Therefore,
we consider the dynamic game cost inference problem under the
feedback information pattern, using only partial state observations
and incomplete trajectory data. To this end, we first propose an
inverse feedback game loss function, whose minimizer yields a
feedback Nash equilibrium state trajectory closest to the observa-
tion data. We characterize the landscape and differentiability of the
loss function. Given the difficulty of obtaining the exact gradient,
our main contribution is an efficient gradient approximator, which
enables a novel inverse feedback game solver that minimizes the
loss using first-order optimization. In thorough empirical evalua-
tions, we demonstrate that our algorithm converges reliably and
has better robustness and generalization performance than the
open-loop baseline method when the observation data reflects a
group of players acting in a feedback Nash game.
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1 INTRODUCTION

The safety and efficiency of urban traffic relies heavily on the ability
of each participant to predict the effects of their actions on others’
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decisions [23, 33]. For example, drivers on a highway may wish
to halt an overtaking maneuver if they believe the other drivers
are aggressive, and some drivers may decelerate their cars to avoid
collision if they believe that another driver wishes to merge.

A powerful paradigm for modeling the interdependence of deci-
sions in multi-agent settings is provided general-sum dynamic games
[2, 13]. A Nash equilibrium solution of a game-theoretic model can
be used to simultaneously predict the actions of all agents in the
scene. This equilibrium solution is particularly expressive when
the game possesses a feedback information structure. In this case,
each equilibrium strategy explicitly accounts for the dynamically
evolving information available to each player over time.

Despite the theoretical attractiveness of this modeling paradigm,
in reality, autonomous agents often have only limited information
available about the world around them. For example, in urban traffic
an autonomous agent typically has incomplete knowledge of the
objectives of other players. To address this challenge, recent works
on inverse dynamic game theory [21, 28, 31] recover these objectives
from past trajectory data. Moreover, in realistic applications, only
noisy sensor measurements of agents’ states are available. This
partial observability further complicates the inverse game problem,
and existing work [28] treats this case in the open-loop information
structure.

In this work, we present a gradient-based solver for inverse
dynamic games, under the state feedback information structure.
Our solver can recover objectives from partial state observations
of incomplete trajectories. Both of these effects are common in
robotics due to noisy perception and occlusions. We show that
our algorithm converges reliably in practice, and demonstrate the
superior robustness and generalization performance as compared
with a baseline method which learns cost functions under the open-
loop assumption [28], when the observation data is from a group
of players pursuing a feedback Nash equilibrium strategy.

Our contributions are threefold. Firstly, we characterize the solu-
tion set of the inverse feedback dynamic game problem. In particu-
lar, we show that the set of the global minima could be nonconvex
and disconnected, and discuss regularization schemes to mitigate
this problem. Secondly, we show the differentiability of the loss
function in linear quadratic games and propose a computationally
efficient procedure to approximate the gradient for nonlinear games.
Finally, we propose an efficient first-order coordinate-descent solver
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for the inverse feedback game problem, using noisy partial obser-
vations of an incomplete expert state trajectory. Experimental re-
sults show that our method reliably converges for inverse feedback
games with nonlinear dynamics and is able to learn nonconvex
costs. Moreover, the converged cost function can accurately predict
the feedback Nash equilibrium state trajectories even for unseen
initial states.

2 RELATED WORK
2.1 Non-cooperative Dynamic Games

Non-cooperative dynamic game theory [2, 13] provides a formal
framework for analyzing strategic interaction in a multi-agent set-
ting [2, 6, 17]. In non-cooperative games, each player minimizes
its own individual cost function; since players’ costs may not be
mutually aligned, the resulting equilibrium behavior is generally
competitive. Among different equilibrium concepts, the Nash equi-
librium has been extensively studied because of its representative
power of capturing many non-cooperative behaviors arising in
real-world multi-agent systems [9, 32].

Recent advances in the literature aim to develop efficient solu-
tions to Nash equilibrium problems in dynamic games. Though
the solutions for the open-loop and feedback Nash equilibrium in
linear quadratic (LQ) games are well understood [2], for nonlinear
games there is no closed-form solution in general. The work [30]
characterizes the local Nash solution concept for open-loop Nash
equilibrium. In the feedback setting, numerous approaches have
been proposed under various special cases [14, 35]. A value iter-
ation based approach for computing feedback Nash equilibria of
nonlinear games without constraints is introduced in [10]. Recently,
a set of KKT conditions for feedback Nash equilibria in constrained
nonlinear games is derived in [16]. Computing a feedback Nash
equilibrium is challenging due to the nested KKT conditions in
different time steps.

Our work draws upon the ILQGames [8] framework, which at
each iteration solves a linear-quadratic game that approximates the
original game. The construction of the approximate game parallels
the iterative linearization and quadraticization methods of iterative
LOR [18], and the dynamic programming equations that charac-
terize equilibrium strategies in linear quadratic dynamic games
[2]. This approach differs from the ALGames [5] method, which
computes an open-loop Nash equilibrium strategy.

2.2 Inverse Non-cooperative Dynamic Games

In contrast to the forward game problem of computing a strategy
in dynamic games, an inverse game problem amounts to finding
objectives for all agents such that the corresponding strategic (e.g.,
Nash equilibrium) interactions reproduce expert demonstrations.
The inverse game problem is important because it paves the way
for an agent to understand the preferences which explain other
agents’ behavior, which may facilitate more efficient multi-agent
interaction and coordination.

The problem of inverse infinite-horizon LQ games is considered
in [12], where the set of cost functions whose feedback Nash equi-
librium strategies coincide with an expert strategy is derived. In
[31, 36], the two-player inverse LQ game is solved by transforming
the problem to an inverse optimal control under the assumption
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that the control input data of one player is known. Two methods
based on the KKT conditions of an open-loop Nash equilibrium
are proposed for open-loop general-sum differential games in [24].
Several necessary conditions for open-loop Nash equilibria are pro-
posed in [22] and used for developing an inverse game solution for
some classes of open-loop games.

Recently, an efficient bilevel optimization framework [28] based
on the open-loop Nash equilibrium KKT conditions was proposed
for solving inverse games with an open-loop Nash assumption.
Another line of work on inferring costs in open-loop games [1, 7, 11]
proposes to minimize the residual violation of the KKT conditions.
This KKT residual framework assumes the knowledge of complete
trajectory data and is a convex problem. Given the difficulty of
evaluating KKT conditions for feedback Nash equilibria in nonlinear
games [16], the extension of the KKT residual method to feedback
nonlinear games may be subject to numerical difficulty.

A bilevel optimization approach for inverse feedback game prob-
lem is proposed in [25], with the assumption that both the expert
state and control trajectories are observed without noise. In addi-
tion, an inverse game solver is proposed in [20] where they infer the
players’ cost functions with the assumption that the expert strategy
follows a new concept called Maximum Entropy Nash Equilibrium.
To the best of the authors’ knowledge, there is no work on inferring
cost functions of nonlinear dynamic games under feedback Nash
equilibrium condition, from noisy partial state observation and
incomplete trajectory data.

3 PRELIMINARIES

Consider an N-player, T-stage, deterministic, discrete-time dynamic
game, with a state x; € R™ and control input ul’; € R™i for each
player i € [N] := {1,---,N}, t € [T]. Let the dimension of the
joint state and control input be n := Zﬁl ni and m = Zﬁl mj,
respectively. We denote by x; : [x;, . ..,xi\]] € R" and u; :
[utl, s ugv] € R™ the joint state and joint control at time ¢ € [T],
respectively. The joint dynamics for the system is given by the
differentiable dynamics map f;(-,-) : R® X R™ — R™:

Vt=1,---,T.

(1)

We denote by f := { ff}thl the set of dynamics across all the time

xp+1 = fir (xe,up),

instances within horizon T. We define x := {x; }thl andu := {ut}th1
to be a state trajectory and control trajectory, respectively, if x;41 =
f(xt,ur), for each t € [T]. The objective of each agent i is to
minimize its overall cost, given by the sum of its running costs
gi :R" X R™ — R over the time horizon:

T
Jicw) = ) ghler, u) @)

t=1
Define g; = {g}, g%, ,gN }, t € [T]. We denote by g := {gt}th1
the set of cost functions for all the agents within horizon T.

To minimize (2), each player uses their observations of the envi-
ronment to design a sequence of control inputs to deploy during
the discrete time interval [T]. The information available to each
player at each time characterizes the information pattern of the
dynamic game, and plays a major role in shaping the optimal re-
sponses of each player [2]. Below, we explore two such information
patterns—feedback and open-loop.



Session 3D: Learning in Games

3.1 Nash Solutions in Feedback Strategies

Under the state feedback information pattern, each player observes
the state x; at each time ¢, and uses this information to design a
feedback strategy y; : R" — R™i, given by: u; := y;(x;), for each
i € [N]andt € [T]. Let yr(x¢) = [y} (xe)s 2 (xe), ..o yN (x2)] €
R™,

Following the notation of [2], we denote by l"ti the set of all state
feedback strategies of player i, for each i € [N]. Under this feedback
information pattern, the Nash equilibrium of the dynamic game is
as defined below.

DEerFINITION 1 (FEEDBACK NasH EQuriLiBrium (FBNE) [2,
CH. 6]). The set of control strategies {y!*, - ,yiv*}thl is called a
feedback Nash equilibrium if no player is incentivized to unilaterally
alter its strategy. Formally:

WE s [d* ey G,y 1) 3
< Wti*(xt, [rd* (o) yi Cxe), ..,yf]*(xz)]),\fyf e T}, vt e [T].
where Wti*(-, ) :RPxR™ — R, t € [T] is the optimal state-action
function defined as follows,
WF (xr,ur) = gy (xr.ur)
W/ (xp,ug) = gh(xp,ug) + Vtifl (x¢41), YVt € [T - 1],
VI Gee) o= W e [t Geedsowd) Ge) D) Ve € [T,

We define x and u to be a FBNE state trajectory and a FBNE
control trajectory, respectively, if u; = yi* (xt),foreachi € [N] and
t € [T]. We denote by &(f, g) the set of all FBNE state trajectories
in the game defined by the dynamics f and cost functions g.

4)

REMARK 1 (STRONG TIME CONSISTENCY). The FBNE conditions of
(3) implicitly enforce strong time-consistency [2, Def. 5.14] of the equi-
librium strategies. That is, FBNE does not admit arbitrary feedback
strategies, but imposes the additional condition that those strategies
must also be in equilibrium for any subgame starting at a later stage
from an arbitrary state.

3.2 Nash Solutions in Open-loop Strategies

In contrast, under the open-loop information pattern, each player
only observes the initial state x1. In this case, the strategy for each
player i € [N] is a map from x1 to {uj,uj,---,u%}, which we

denote by ¢(+) : R* — R™i x ... x R™ Let & be the set of all
————

T
open-loop strategies of the player i, i € [N]. The corresponding
open-loop Nash equilibrium is defined as follows.

DEerFINITION 2 (OPEN-Loop NasH EQuiLiBrium (OLNE) [2,
Cu. 6]). The tuple of control strategies {¢7, -~ ,$y;} is called an
open-loop Nash equilibrium if no player is incentivized to unilaterally
alter its sequence of control inputs. Formally:

(g1 e 7 G 6N ()] )
<1 G e N )). Vg € @ v e B

REMARK 2. The OLNE definition does not imply the strong time-
consistence as in the feedback counterpart [2].
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Fig. 1: Examples of cost functions that yield trajectories that are
different under the OLNE and FBNE assumptions.

3.3 Feedback vs. Open-loop Nash Equilibria

In this subsection, we demonstrate the difference between open-
loop and feedback Nash equilibria and show the necessity of de-
veloping specific solutions for cost inference problems with the
feedback information pattern, instead of applying existing work
with the open-loop assumption [29]. To this end, we introduce be-
low several linear-quadratic (LQ) games where the open-loop Nash
equilibrium (OLNE) and feedback Nash equilibrium (FBNE) state
trajectories differ substantially. LQ games are a class of dynamic
games with dynamics and player objectives of the form in (6) and
(7), respectively,

Xpe1 = Apxr + Z B;u;, vVt € [T], )
i€[N]
G ) = L Qi+ Yl Rul) i€ [TLvi€ N, ()
Jje[N]
where matrices {As, B;}, positive semidefinite matrix Q; and posi-
tive definite matrix R;] are defined with appropriate dimensions,
for eachi,j € [N] and t € [T].

Case Study: We consider a two-player LQ game with a state
vector x; = [Palc,t’PL,t’P;Zc,t’sz,t]’ where p;’t and piy’t are the x-
and y-coordinates of agent i € {1, 2}, respectively. Let u} € R? be
the control input for the i-th agent, i € {1, 2}. In this setting, we
consider a class of games in which the first agent wants to drive
the second agent to the origin, while the second agent wants to
catch the first agent. The agents’ joint dynamics and costs at time
t € [T] are specified as follows:

0
I

0
I

I
0

1

Xt + u; + u?;

X = IZ
1= |

1 2 102102 112 4 11112
9 (X, ur) = |Ipx el + 1pyellz + lugllz

2 2 1 2 2 1 2 22
gy (xt,ur) = ”px,t _px,tHz + ”Py,t _Py,t”z + [lug Il

®)
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where I is the 2 X 2 identity matrix. We visualize the unique FBNE
and OLNE state trajectories of this example in the first row in Fig. 1.
If we modify the cost function of the first player such that it wants
to lead the x- and y-position of the second player to be aligned with
each other, i.e.,

A1 2 2 2 192
9r (ersur) = |Ipy s = Pyelly + Nl 12, ©)

then, the unique FBNE and OLNE state trajectories are still different,
as shown in the second row of Fig. 1. Moreover, observations of
players may be noisy in practice. To illustrate this, we consider a
task where the two agents want to catch each other, but the first
player’s observation of the second player’s position is inaccurate.
We modify the first player’s cost in (8) as follows:

A1 1 2 2 1 2 2 12
9t (xe,up) = |lpyy — 205115 + ||Py,t - 2Py,t||2 +llugllz. (10)

The third row of Fig. 1 reveals that the FBNE state trajectory is
robust to inaccurate observations, but the unique OLNE state tra-
jectory is not.

Thus, it is readily apparent that the OLNE and FBNE state strate-
gies can be substantially different even for fixed cost functions. This
difference in expressive power may be understood as a consequence
of the strong time consistency property, which is enforced in the
feedback information structure but not in the open-loop setting,
per Remarks 1 and 2. A similar problem arises in the cost inference
problem, where the existing OLNE cost inference algorithms may
fail to infer the correct cost function in feedback games.

4 PROBLEM STATEMENT

Let x be an expert FBNE state trajectory under the nonlinear dy-

N LetT C[T]be
the set of observed time indices of the trajectf)ry x. We denote by
y7 := {ys}sc7 the observation data of x, where y; € R’ is a partial
observation of the state, composed of certain coordinates of x; cor-
rupted by noise. The task is to infer the cost function of each player
such that those inferred costs jointly yield a FBNE state trajectory
that is as close as possible to the observed trajectory. We param-

namics f but unknown cost functions {g;

eterize the cost of the player i by a vector 6! € R%, and let 6 =
[91, 0%, ..., HN] € R9. Denote by gi e(xt,ut) = Z;l;l Qéb;j(xt, ur)
player i’s parameterized cost at time ¢ € [T], for some basis func-
. i di T,N
tions {{b;’j}jzl}tzl’izl'
problem is of the form:

Define gy := {gi a}tT;IXizl' Formally, this

min -p(yrl®)
0,x1,% (11)
s.t. % € &(f, gg, x1),

where p(-|-) is the likelihood function corresponding to a known
sensor model and &(f, gy, x1) represents the set of state trajectories
from the initial condition x; € R" following a FBNE strategy, under
the cost set gg. Due to the noisy partial observation, xj is not
assumed to be known and instead needs to be inferred as well in
(11). Note that the above formulation can also be extended to the
cases where multiple partially observed incomplete trajectories
from different initial conditions are available.

Running example: We consider a highway platooning scenario
where player 1 wants to guide player 2 to a particular lane of the

road. The joint state vector is x; = [p)lc t,pb o ,3}, U},pff t,pi P ?, A

oy
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FBNE state trajectory Incomplete trajectory, o = 0.04

— player 1, ground truth
— player 2, ground truth
player 1, noisy data
layer 2, noisy data
target iane

player 1, F8
player 2, F8
target iane 4

05 10 15 0.0
P, P,

Fig. 2: Visualization of the running example.

-05 0.0

The time horizon T = 40. The dynamics model for the player i is:

; ) ) )
Py t+1 p;c,t Uz COS(ﬁ;)

1 1 I o3 1
Pyt | - [Pue| o ap|vesin(pr) (12)
5 l o

t+1 lt i

Uzl‘+1 Ot a

where AT is a time discretization constant and u; = [cof, ai] e R?
is the control input for player i € [N]. Let py be the target lane
that player 1 wants to guide player 2 to. We parameterize the cost
function of the player i by 8¢ € R?,

1 1 1 2 1142 2 12
gtyg(xt,ut) = 91 “px,tHz + 92 ”px,t —P;”z + |lu; ”2 (13)

2 VAT 1 2 20,2 2 212
gt’g(xt)ut) = 91 ”px,t _Px,t”z + 92||Ut - 1”2 + ””t ||2;Vt € [T].

The ground truth solution is 8* = [0, 8, 4, 4]. We assume that there is
a period of occlusion happening from the time index t = 11tot = 19,
and the observed time index setis 7 = {1,2,...,10,20,21,...,40}.
Also, it may be difficult for a human driver to measure other ve-
hicles’ velocity accurately, and therefore we assume that partial
observation data y4- excludes the velocity of both cars in the data
set, and is further subject to Gaussian noise of standard deviation o.
The initial condition x is not known and needs to be inferred. We
visualize the ground truth solution in the first subplot of Fig. 2 and
the noisy incomplete trajectory data in the second subplot of Fig. 2.

The many challenges of the above problem include: (a) partial
observation; (b) noisy and incomplete expert trajectory data; and (c)
the difficulty of evaluating and differentiating the objective in (11),
due to the challenge of computing a FBNE strategy in nonlinear
games [16]. In the following sections, we will characterize the
complexity of this inverse feedback game problem and propose an
efficient solution.

5 RESULTS: FROM CHARACTERIZATION TO
COMPUTATION

In this section, we first characterize the complexity of the inverse
feedback game problem (11). In particular, we will show the non-
convexity of the loss function and the existence of multiple isolated
global minima. Based on this observation, we discuss regulariza-
tion schemes that can mitigate this issue. Our main contribution is
to characterize the differentiability of the inverse feedback game
loss function in (11). Finally, we present a gradient approximation
scheme that can be used in a first-order optimization formulation.
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Fig. 3: Visualization of the loss function L(6,x;) of the LQ game
specified in (16) and (17), and its L, regularization, with an initial
condition x; = 1. We adopt Gaussian likelihood function. The yellow
hyperplane is drawn according to 2Q'+Q? = 3. With L, regularization,
the number of global minima is reduced.

5.1 Characterization of the Inverse Feedback
Dynamic Game Problem

The inverse feedback dynamic game problem (11) is a constrained
optimization problem, which is hard to solve due to the nonconvex-
ity of the set &(f, gg, x1). With a slight abuse of notation, we denote
by x(f, gg,x1) € &(f, gg, x1) a FBNE state trajectory. To simplify
the problem, we transform (11) to an unconstrained problem by
substituting a forward game solution X(f, gy, x1) into the likelihood
function p(y %), as follows:

L(8,x1) = —p(y7Ik(f. go. x1)). (14)

The minimizer of (14) is a local optimum to the original problem
(11) and becomes global when &(f, gg, x1) contains only a single
element.

Before we dive into the nonlinear setting, let us first consider a
simplified LQ case to highlight the main challenges associated with
the optimization of this loss. In the LQ case, the evaluation of the
loss (14) is straightforward if there exists a closed-form expression
for p(y1%), e.g., under a Gaussian observation model. Even in that
setting, however, it is important to realize that the problem remains
nonconvex, as shown in Fig. 3. The following proposition makes
this challenge explicit, and the proof can be found in the Appendix.

PROPOSITION 1. There exists an inverse LQ game problem (11):
(a) whose global minima are isolated, and (b) for which there exist
multiple cost functions that exactly match expert data from any initial
condition, when there is no observation noise.

REMARK 3. Proposition 1 does not imply that any inverse LQ game
problem will suffer from the multiple global minima issue. Instead,
Proposition 1 suggests that simply normalizing the cost vector does
not rule out the possibility of having multiple global solutions. That is,
there exist two cost parameter vectors which are linearly independent,
but generate the same FBNE state trajectories for any given initial
state. This non-injective mapping from the cost parameter space to
the FBNE state trajectory space is a fundamental problem in inverse
feedback games, and is not particular to the formulation (11). In
practice, this multiple global minima issue could be mitigated by
adding Ly regularization, as visualized in Fig. 3.
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Though being nonconvex, the loss function L(6, x1) is differen-
tiable with respect to both 6 and x; under the condition of Theorem
3.2 in [16], which follows from the implicit function theorem [15].
Inspired by the success of gradient-based methods in non-convex
optimization with differentiable objective functions [3, 26, 34], one
natural idea is to apply gradient descent to minimize L(6,x;). In
what follows, we discuss efficient ways to evaluate and differentiate
L(6,x1) in nonlinear games.

5.2 Efficient Computation for a FBNE State
Trajectory in Nonlinear Games

It is easy to evaluate L(6, x;) for LQ games, but when dynamics are
nonlinear or objectives are non-quadratic, the problem becomes
more challenging [16]. In forward games, this challenge can be
addressed by using the ILQGames algorithm [8], which finds ap-
proximate local FBNE solutions in smooth non-LQ dynamic games.
Given the effectiveness of this approximation scheme in those do-
mains, we also adopt it as a submodule for evaluating the loss
L(6,x1). Akin to the ILQR method [18, 19], in each step of the
ILQGames algorithm, the system dynamics x;+1 = f(x, u;) and
the costs {gi (x, u)}tT;IZizl are linearized and quadraticized, respec-
tively, around a state trajectory x and a control trajectory u. A
FBNE strategy for each player of the derived LQ game is then used
to update the state and control trajectories. This iteration continues
until a convergence criterion is satisfied.

To be more specific, we approximate L(6,x;) by a new loss
function L(6, x1) defined as,

L(8.x1) = L(0,x1) = —p(y7ix(Fo. g0 x1)) (15)

where x(fg, g9, x1) represents a FBNE state trajectory from initial
condition x1, for the LQ game defined by the linearized dynamics fp,

quadraticized cost set gg = {g! . 0} at the converged solution

t=1,i=1
returned by ILQGames solver. Note that the linearized dynamics fp
depend upon 6 via the state trajectory about which f is linearized,;
this trajectory is simulated under the feedback policy returned by
ILQGames, where the policy depends upon costs gg.

5.3 Differentiating the Loss in the Inverse
Feedback Game Problem

The challenge of computing a feedback Nash equilibrium strategy
not only makes the evaluation of the loss function ﬁ(@, x1) hard, but
also renders differentiation difficult. In this work, we approximate
the gradient of L(6, x1) using a similar idea as the ILQGames algo-
rithm in the previous section. In other words, we propose to use
the LQ approximation of the nonlinear game specified by fg and
go to derive an approximation to the gradient of L(8, x1). Note that
gte(x u) = Z] 1 H;sze(x u), where bl g(x u) :RPxR™ - R
is the j-th quadraticized cost basis functlon By the chain rule, we
have

 ox(fg, 8o, x1)
90

3L(9 x1)
i
39}.

= _pr (Y‘T| )

>

x(fa,gg,xn

ax(fg, £0» x1)

0 = (7, x(Fo. g0 x) 2

~ 3~
+ Vg, x(fg. 89, x1) _g? )
J a@}.
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The complexity of differentiating L(6, x1) comes from the fact that
the linearized dynamics and the quadraticized costs are functions
of 6 implicitly, which makes the total derivative hard to compute.
We propose to approximate the above gradient by treating the

linearized fy and each quadraticized cost basis function b; 0

constants with respect to 8, denoted by f and I;; It and only com-

as

pute the partial derivative with respect to 6, rather than the total
derivative:

- p d; irti \I,N
oL(0,x1) _ Ve (yrlx) .ax(f, {255, 0561 1321 =1 X1)
a0° PTG g0 26! '

This is based on the observation that at the convergence of the
forward ILQGames solver, the linearized dynamics are a good ap-
proximation of the full nonlinear dynamics f, so long as the cost
parameter being perturbed remains sufficiently small. We adopt a
similar approximation for the gradient Vxli(ﬁ, x1) by fixing the lin-
earized dynamics and quadraticized costs and obtaining the partial
derivative with respect to x;.

In summary, we approximate Vﬁ(@, x1) by Vﬂ(@, x1). In practice,
VL(0,x1) can be efficiently computed by automatic differentiation
[27, Ch. 8]. As exemplified in Fig. 4, the proposed gradient approxi-
mation is virtually always a descent direction and therefore aligns
well with the true gradient of L6, x1).

5.4 An Inverse Feedback Game Solver

In this subsection, we present a solver for the inverse feedback
game problem (11). In what follows, we first discuss how the three
challenges mentioned in Section 4 are handled in our solver. We
then introduce the proposed solver in Algorithm 1.

The first two challenges on noisy partial observation and in-
complete trajectory data are handled by maintaining an estimate
of the full initial condition and a noise-free state-input trajectory.
As shown in Section 6, this procedure of joint reconstruction and
filtering enables our solver to reliably recover player costs even in
scenarios of substantial partial observability. The third difficulty of
evaluating and differentiating the objective function in the inverse
feedback game problem is mitigated by the efficient approximation
outlined in Section 5.3. To jointly infer the initial condition, the
cost and the state-input trajectory, we first adopt the coordinate
gradient descent method, where gradient descent steps are first
taken over the initial condition %1, and then taken over the cost
parameter. We update the estimate of the noise-free full state-input
trajectory by computing a FBNE state trajectory from the inferred
initial condition and the cost.

We summarize our proposed solver in Algorithm 1. At the k-th it-
eration, we first compute an approximate FBNE state trajectory % (k)
and the associated LQ approximation via the ILQGames algorithm
of [8]. Using this LQ approximation, we estimate Vxli(ﬁ, xfk)) us-
ing the procedure outlined in Section 5.3. We then update the initial
condition xl(k) by a step of gradient descent, where the stepsize
is chosen by a suitable linesearch technique [27, Ch. 3] such that
the loss L(6, x1) is sufficiently decreased. Given the updated initial
(k+1)

condition x; 7, we find a new approximate FBNE state trajectory
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Algorithm 1: Inverse Iterative LQ (i*LQ) Games

Data: Horizon T > 0, initial solution 8(®© € R9, observed time
index set 7 C [T], observation data ys, max iteration
number K , tolerance €.

Result: Inferred cost parameter 6 and %,

1 fork=0,1,...,K do

~ ~i = ~ k
2 &), {}’é},T;ﬁ:pfg(kwgg(k)) « ILQGames(f, g9<k>=x1( )

3 VxlI:(G(k),xl(k)) « evaluated using fg(k) and g x) via
Gradient Approximation in Section 5.3

4 xl(kﬂ) — xl(k) - r]Vxlﬁ(G(k),x(k>) with line search over

s | @R foo s Bow) — TLQGames(£, gou . x; )

6 ng,(e(k),xl(kﬂ)) « evaluated using fg(k) and g9<k> via
Gradient Approximation in Section 5.3

7 otk+1)  g(k) _ n’Vgﬁ(O(k),xl(k+l)) with line search over n’

8 Return (Q(k“),xl(kﬂ)) if [[0%) — 9=V, < € or Return
(G(k,),xl(k/)), where k’ « arg ming E(G(k),xl(k)), if
iteration number k reaches K.

9 end

via the ILQGames algorithm again, which is then used to estimate
VgI:(Q(k), x1(k+1)) via the procedure in Section 5.3. With this gradi-
ent, we update k) by one step of gradient descent with linesearch.
We repeat this procedure until, at convergence, we find a locally
optimal solution (é, X1).

6 EXPERIMENTS

In this section, we adopt the open-loop solution method of [28] as
the baseline method and compare it to Algorithm 1. The experiment
codes can be found in https://github.com/jamesjinggili/inverse-
iLQGames.git. In particular, we evaluate Algorithm 1 in several
Monte Carlo studies which aim to justify the following claims.

e The proposed gradient approximation often aligns with a
descent direction in the loss function.

e Algorithm 1 is more robust than the open-loop baseline
method [28] with respect to noise in, and incomplete obser-
vations of, the expert demonstration trajectory.

o The cost functions inferred by Algorithm 1 can be general-
ized to predict trajectories from unseen initial conditions.

e Algorithm 1 can infer nonconvex costs in nonlinear games.

6.1 Gradient Approximation Quality

We continue the 2-vehicle platooning example defined in (12) and
(13). We measure the performance of Algorithm 1 in two settings, in-
complete expert trajectory data with noisy partial state observation,
and complete expert trajectory data with noisy full observation.
In the first case, each player’s partial observation only contains
its x-position, y-position and heading angle. The time index set
of the incomplete trajectory is 7 = [T] \ {11,12,...,19}. In the
second case, the expert data includes the noisy observation of all
the states of both players at all ¢ € [T]. The ground truth expert
state trajectory follows a FBNE strategy from the initial condi-
tion x; = [0,0.5,%,1,1,0, Z,1] and the target lane is p; = 0.0.
At each variance level o € {0.004,0.008,...,0.04}, we generate
10 noisy observations of the ground truth expert trajectory, with


https://github.com/jamesjingqili/inverse-iLQGames.git
https://github.com/jamesjingqili/inverse-iLQGames.git
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isotropic zero-mean Gaussian noise. For each noisy expert data set
yg, we minimize the negative log-likelihood objective in (11), i.e.,
7 lys — h(xp)|12, where h(-) : R” — R’ maps a state x; to its
partial observation.

As shown in Fig. 4, the loss decreases monotonically on the
average. This indicates that the gradient approximation proposed
in Section 5.3 provides a reliable descent direction. The inverse
feedback game problem becomes challenging when there is only
partial state observation and incomplete trajectory data, and the
quality of inferred costs may degrade when the observation noise
is high.

6.2 Robustness, Generalization and the Ability
to Infer Nonconvex Costs

We continue the previous 2-vehicle example and compare Algo-
rithm 1 and the baseline in a Monte Carlo study, where we infer the
costs under 10 different levels of Gaussian noise with increasing
variance. In particular, we evaluate three metrics in Fig. 5: (a) the
distance between the noisy expert data and the FBNE state trajec-
tory which results from players’ inferred costs; (b) the distance
between the computed FBNE state trajectory (under the players’
inferred costs) and the ground truth expert data. An example of
such a comparison is shown in Fig. 6. Finally, we evaluate (c) the
distance between the inferred FBNE state trajectories and the FBNE
state trajectory under the ground truth costs for some randomly
sampled initial conditions, which is also visualized in Fig. 7. Collec-
tively, the results demonstrate that Algorithm 1 has better robustness
and generalization performance than the open-loop baseline when
the expert data follows the FBNE assumption.

To show that Algorithm 1 can infer nonconvex cost functions, we
extend the previous 2-vehicle platooning example and assume that
the 2-vehicle team encounters a third vehicle and the follower wants
to stay close to the leader without colliding with the third vehicle.
We model this scenario as a 3-vehicle game with a 12 dimensional
state space and a horizon T = 30. The dynamics for each vehicle is
the same as (12) and the costs are as follows,

91,9t ur) =0111py 13 + 0311p% ¢ — P 113 + llog — 2113
+11B} = 15 + e} 1

67 9eesue) =03 11p% 1113+ 1187 = 15 + 6312, = plell3 + llf — 213
= S 1og(lp, — P+ 1192 = 7 13) + 11

g3 gt ue) =03 193, = 513+ 1

where the ground truth 6* € Rois [0,4,0,4,2]. The ground truth
expert state trajectory follows a FBNE strategy from the initial
condition x; = [0,1,%,2,0.3,0,%,2,0.5,0.5, 7, 2], where the last
four elements encode the state of the third vehicle. The target lane
in the expert data is py = 0.2.

Similar to the 2-vehicle experiment, we consider two settings,
incomplete trajectory data with partial state observation and com-
plete trajectory data with full state observation. The partial state
observation includes all the states of each vehicle except for the
velocity of all the vehicles, and the time indices set of the incom-
plete trajectory is 7 = [T] \ {11,12,...,19}. The nonconvex cost
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Partial obs. and incomplete traj.

|

Full obs. and complete traj.

Log of the distance to the ground truth

Log of the distance to the ground truth

5 10 15 20 25 30 B 10 15
Iteration Iteration

Fig. 4: Convergence of Algorithm 1 with the Gradient Approximation
proposed in Section 5.3. The loss decreases monotonically on the
average. The bold lines and shaded areas represent the mean values
and their standard error, i.e., the variance divided by the square root
of the sample size, respectively.

20 2 30

5o Partial obs. and incomplete traj. 50 Full obs. and complete traj.

distance in log scale
distance in log scale

0.02
noise variance

0.02
noise variance

Fig. 5: 2-vehicle platooning scenario. The bold lines and shaded areas
represent the mean values and their standard error, i.e., the variance
divided by the square root of the sample size, respectively. As the
noise variance growing, the converged loss value increases, as shown
in the red curves. However, Algorithm 1 is still able to learn a more
accurate cost and has less generalization error than the baseline, as
shown in the blue and yellow curves, respectively.

Complete trajectory, o = 0.02 Complete trajectory, o = 0.04

H % H —— player 1, ground truth

— — player 2, baseline
target lane

0.0 0.3 0.6 0.9
r,

Incomplete trajectory, o = 0.04

i

0.9

Fig. 6: Full and partial, noisy observation of the expert trajecto-
ries. Dashed lines represent predicted trajectories which result from
inferred costs, and solid lines are ground truth. The trajectories
predicted by Algorithm 1 are closer to the ground truth than the
baseline.

of player 2 causes numerical problems in the baseline KKT OLNE
solver [28]. Thus, we add an L, regularization 10_4||9||§ to the loss
L(6,x1) and summarize the Monte Carlo study in Fig. 8, where we
see Algorithm 1 is also able to learn better cost functions reflecting
the true intentions of each vehicle in feedback games, even with
only partial state observations and incomplete trajectory data.
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4

p: =0.33,0=0.04

B 4 ¢ /|——player 1, ground truth
| |
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Fig. 7: Generalization performance comparison. p} is the target lane
position that player 1 wants to guide player 2 toward. All the costs
are inferred from partial observations and incomplete trajectory
data, with different noise variance specified in each of the subplot.
The trajectories predicted by Algorithm 1 are closer to the ground
truth than the baseline.

Partial obs. and incomplete traj. Full obs. and complete traj.

" ‘lgorithim 1, to expert trajectory fror

distance in log scale
distance in log scale

- ::%

-6
0005 0010 0015 0020 0025 0030 0035
noise variance

Fig. 8: 3-vehicle platooning scenario. The bold lines and shaded areas
represent the mean values and their standard error, i.e., the variance
divided by the square root of the sample size, respectively. As the
noise variance growing, the converged loss value increases on the
average, as shown in the red curves. However, Algorithm 1is still able
to learn a more accurate cost and has less generalization error than
the baseline, as shown in the blue and yellow curves, respectively.

6
0005 0010 0015 0020 0025 0030 0035
noise variance

7 CONCLUSION

In this work, we propose an efficient cost inference algorithm for
inverse feedback nonlinear games, with only partial state observa-
tion and incomplete trajectory data. Empirical results show that
the proposed solver converges reliably for inverse games with non-
convex costs and has superior generalization performance than a
state-of-the-art open-loop baseline method when the expert demon-
stration reflects a group of agents acting in a dynamic feedback
game. There are many future directions. We can investigate under
what conditions the cost can be inferred exactly in feedback games.
The active and online inference are also promising directions. In
addition, we are eager to extend this work to settings of closed-loop
interaction. In such an extension, rather than merely inferring the
objectives of observed players, this information would be used to
guide the decision-making of an autonomous agent in that scene.

APPENDIX

PrOOF OF PROPOSITION 1. Proposition 1 claims that there exists
an inverse LQ game, which has isolated global minima and the
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induced FBNE state trajectories of those solutions match the expert
demonstration. Here, we show such a counterexample, which sup-
ports the claim. Consider a 2-player horizon-3 LQ game with the
linear dynamics

xre1 =X +ul +ul, te{1,2,3}, (16)
and the cost
1
1 1 2 12
9 (xeur) = S(Q7llxelly + llugllz). ¢ € {1.2),
1
2 2 2 292
9r (ke ur) = S (Q%llxelly + 2llur[l3). ¢ € {12}, (17)
1 1
1 1 2 2 2 2
g3(x3,u3) = EQ llx3115, g5(x3,u3) = EQ [l3115-
We assume that the ground truth solutions are Q! = 1, Q% = 1.
We will show there is also one extra solution Q! = % and 0% = 2,

which yields the same FBNE state trajectory as the ground truth for
any initial condition. We follow the same definition of the variable
{Zf}?’zzl,izl asin [2]. By definition, we have Zti > Q! > 0,whenQ' €
Ry and Q% € R,. Following the notations in FBNE condition in

2,2

Corollary 6.1 of [2], we consider the feedback matrices {Pti Yozl

Pl] 1+7} z! Hzl ]
t| = t+1 t+ t+1 Vt € {1 2} (18)
2 2 5 s 25,
[Pt Zinm 2t Z00Zin
G
where the matrix G; is invertible because det(Gf) =2+ thﬂ +

ZZt1 +1 > 0. The above analysis suggests that the FBNE state tra-

jectory for all Q! > 0 and Q? > 0 are uniquely determined. We
consider the time instant ¢t = 2, and observe

[P%]_ 1+0 o | Ql]_ 1 20!
P2 - Q2 2+Q2 Q2 _2+2Q1+Q2 QZ

We then have the closed-loop dynamics x3 = (1 — P% - P%)xz =

]. (19)

mxz, which yields that for two pairs of positive variables

(01, 0%) and (01, 0%), a necessary condition for them to have the
same FBNE trajectory is that 20! + Q? = 20! + 0?. We have
1 _ o1, Q%0 2 _ 2, _O%+2(0%)?
% = Q' * pagnoyr £ = 9 Gagtg
the time instant ¢t = 1, we have x, = (1 - Pll - Plz)xl =

Similarly, for

2
2427+ 7% *1.
A necessary condition for (Q', 0?) to have the same FBNE state

trajectory as (Q', Q%) is that the following 2 equations are satisfied,
20" + Q% = 20" +(*
1 +(2 12 2 +2 2\2
ot e QO o QP20
(2+2Q"+Q%)? (2+2Q'+0%)?

. AL 4 (201)2 ) A2 4 92(H2)2
(0t L)y e, QHAQ)
(2+2Q" + Q%) (2+2Q" + Q?)?
We substitute Q! = 1, 0% = 1 and 0% = 3—20! into the second row
of (20), which is reduced to a 2-degree polynomial of Q2. By the
fundamental theorem of algebra [4], there exist at most 2 solutions
for 0. The two pairs of (01, 0%) satisfying (20) are (1, 1) and (%, 2).
The two global minima are isolated. Since the dimension of the
state x; is 1, for all initial states x; € R, the FBNE state trajectories

under the costs specified by the two pairs cost parameters (1, 1)
and (%, 2) coincide with each other. ]

(20)
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