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Model-Free Learning of Corridor Clearance:
A Near-Term Deployment Perspective

Dajiang Suo™, Member, IEEE, Vindula Jayawardana™, and Cathy Wu

Abstract— An emerging public health application of connected
and automated vehicle (CAV) technologies is to reduce response
times of emergency medical service (EMS) by indirectly coordi-
nating traffic. Therefore, in this work we study the CAV-assisted
corridor clearance for EMS vehicles from a short term deploy-
ment perspective. Existing research on this topic often overlooks
the impact of EMS vehicle disruptions on regular traffic, assumes
100% CAV penetration, relies on real-time traffic signal timing
data and queue lengths at intersections, and makes various
assumptions about traffic settings when deriving optimal model-
based CAV control strategies. However, these assumptions pose
significant challenges for near-term deployment and limit the
real-world applicability of such methods. To overcome these
challenges and enhance real-world applicability in near-term,
we propose a model-free approach employing deep reinforcement
learning (DRL) for designing CAV control strategies, showing
its reduced overhead in designing and greater scalability and
performance compared to model-based methods. Our qualitative
analysis highlights the complexities of designing scalable EMS
corridor clearance controllers for diverse traffic settings in
which DRL controller provides ease of design compared to the
model-based methods. In numerical evaluations, the model-free
DRL controller outperforms the model-based counterpart by
improving traffic flow and even improving EMS travel times
in scenarios when a single CAV is present. Across 19 considered
settings, the learned DRL controller excels by 25% in reducing
the travel time in six instances, achieving an average improvement
of 9%. These findings underscore the potential and promise
of model-free DRL strategies in advancing EMS response and
traffic flow coordination, with a focus on practical near-term
deployment.

Index Terms— Connected and automated vehicles, emer-
gency vehicle corridor clearance, mixed autonomy, intelligent
transportation systems, shock wave theory, deep reinforcement
learning.
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I. INTRODUCTION

HE efficient and timely response of emergency medical

service (EMS) vehicles is crucial for saving lives in sit-
uations such as road incidents and natural disasters. However,
the quick arrival of EMS vehicles can often be hindered by
various factors, leading to potentially high fatality rates [1].
Gonzales et al. [2] show that the average emergency medi-
cal services response time for rural motor vehicle accidents
involving survivors was 8.54 minutes, whereas the average
response time was 10.67 minutes for incidents resulting in
fatalities. This suggests a correlation between extended EMS
prehospital time and elevated mortality rates.

In an attempt to minimize response time, emergency respon-
ders may resort to driving at high speeds through city streets
or areas with heavy traffic. Unfortunately, this approach can
disrupt the flow of traffic and increase the risk to both nearby
vehicles and vulnerable road users. Despite the development of
technologies that offer emergency warning systems and traffic
signal preemption capabilities, accidents involving emergency
vehicles still contribute significantly to road incidents, result-
ing in severe injuries and fatalities. The financial toll of these
incidents is substantial, with estimates suggesting an annual
cost of $35 billion in the United States alone [3], [4] and
approximately $250 billion globally. Therefore, it is imperative
for emergency responders to strike a balance between reaching
incident sites promptly and minimizing the adverse impact of
their response on regular traffic flow.

Recent studies show that connected and automated vehicle
(CAV) technologies have great potential for improving the
safety and efficiency of emergency responses [5]. Specifically,
automated vehicles installed with wireless communication
modules, such as Vehicle-to-Vehicle (V2V) communications,
can be programmed to exchange information with EMS
vehicles in non-line-of-sight scenarios and assist the coopera-
tive maneuvers between EMS vehicle and non-EMS vehicles
under emergency modes [6]. Fig. 1 shows such an example
illustration of reducing EMS vehicle travel time by corridor
clearance with the assistance of a single CAV near a signalized
intersection.

Despite the promising nature of CAV-enabled approaches,
previous research heavily relies on strong assumptions.
These assumptions can be broadly categorized into two
major categories, namely 1). modeling related assumptions,
and 2) control synthesis-based assumptions. Modeling-related
assumptions primarily involve assuming a high CAV penetra-
tion rate and constant availability of smart road infrastructure.
Control synthesis-based assumptions are primarily related to
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Fig. 1. An illustrative scenario of EMS corridor clearance with the support
of a single CAV. The CAV is shown in orange, and all other vehicles are
human-driven vehicles. In assisting the EMS vehicle, the CAV blocks its
following traffic, thereby creating an opportunity for the EMS vehicle to
switch from a congested lane (right) to the lane that carries less traffic (left).
By taking such lane-changing maneuvers, the EMS vehicle can get a head start
in crossing the intersection without stopping or with fewer speed reductions,
thereby reducing its travel time.

assuming a model of vehicle dynamics that is too complicated
to define, such as human-driven vehicles. Moreover, due to the
same model-based assumptions, most studies only consider the
travel time of the EMS vehicle and do not consider the induced
behavioral change to surrounding traffic. For instance, pri-
oritizing emergency medical service vehicles at intersections
frequently interrupts the traffic flow both into and out of the
intersection, subsequently leading to a decrease in throughput.
We realize these assumptions as too restrictive, specifically
given the opportunity the CAV-assistance EMS path clearance
problem promotes and by looking at the challenges to deploy
them in the real world in the short term.

Higher levels of CAV penetration are not achievable in the
near future and thus are only a long-term possibility. In order
to yield benefits in the short term, methodologies that explicitly
take mixed traffic into consideration need to be defined.
It should be noted that with a low penetration rate, the EMS
path clearance problem becomes even harder as the means of
system control is less compared to scenarios with higher levels
of CAV penetration. Similarly, the assumptions on smart road
infrastructure result in likewise limitations. These assumptions
concern that the CAV platoon near an EMS vehicle always
has access to comprehensive information about local traffic,
including traffic flow, lane density, and speed, individual CAV
statuses (e.g., speed and position), and signal phasing and
timing (SPaT) information of traffic signals. The infrastructure
needed for such developments is far from complete and thus
limits the deployments of the previous work.

The control synthesis-related assumptions, to a certain
extent, overlap with the modeling-related assumptions. For
example, popular assumptions such as access to SPaT mes-
sages from traffic signals in designing CAV control algorithms
inherently require modeling assumptions on the availability
of edge devices on the traffic signals. However, the most
important control synthesis-based assumptions are based on
the fact that many studies rely on a model of vehicle dynamics
for control synthesis. These methods are commonly known as
model-based methods, as shown in Fig. 2a. However, it is
well known that vehicle dynamics, especially human-driven
vehicles, are too complicated to be specified in closed form,
specifically when inter-vehicle dynamics are also considered.
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Thus, previous studies rely on simplified models, which may
result in overestimation or underestimation of expected bene-
fits. Furthermore, the limitations of having access to a vehicle
dynamics model in the presence of signalized intersections
have resulted in previous works only analyzing the benefits by
considering a single intersection. Extending such analysis to
multiple intersections is a tedious task that requires redefining
the model and control-synthesis methods that can accommo-
date multiple intersections, a task that is highly unscalable.
In this work, we aim to relax these assumptions on both
fronts. First, we relax the high penetration of CAVs to a single
CAV, modeling the near-term expectations. This naturally
leads to modeling mixed traffic context (where both human
drivers and CAV co-exist) where the system-level control is
much harder due to fewer means of control enforcers (only
a single CAV can enforce a control to yield system-level
benefits). Second, we do not assume access to comprehensive
information about local traffic, aiming for another requirement
for short-term development. Instead, we only assume the
information exchange between the EMS vehicle and a single
CAV when they are in close vicinity. Third, most importantly,
to relax the model-based assumptions, we utilize model-free
deep reinforcement learning (DRL) for CAV control synthesis,
as shown in Fig. 2b. We demonstrate, unlike previous model-
based approaches, the scalability of our deep reinforcement
learning-based method by extending our CAV controller from
a single intersection to two intersections just with minor
modifications. For the comparison, we also extend a previous
model-based method to two intersections and show that our
DRL controller outperforms the model-based method on mul-
tiple fronts despite requiring substantially fewer modifications.
We note that our main objective of this paper is not to
devise a comprehensive CAV control synthesis strategy that
generalizes to multiple CAV penetration levels nor to multiple
signalized intersections. Our main focus relies on two aspects,
1) capture the requirements of the EMS path clearance prob-
lem when it comes to short-term deployment. We highlight that
the stochasticity and uncertainty induced by such short-term
deployment requirements make the problem more complex
and different from its counterpart in long-term deployment.
2) To capture those complexities, we require more scalable
and generalizable control synthesis methods and thus raise the
opportunity to leverage model-free reinforcement learning as
a means of control synthesis. In a broader sense, we hope our
work will shed light on challenges involved in synthesizing
control methods aiming for short-term deployment and raise
deep reinforcement learning as a potential framework for
handling such complexities.
In light of this, our main contributions of this work involve,
o We relax the modeling-related assumptions by only con-
sidering a single CAV in the vicinity of the EMS vehicle
(the lowest penetration) and further by only considering
information exchange between the CAV and EMS vehicle
(as opposed to with traffic signals and nearby vehicles in
the previous work)
« To tackle control synthesis-based challenges, we formu-
late the EMS corridor clearance problem at signalized
intersections as a Partially Observable Markov Decision
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TABLE I
NOTATION USED IN THE REMAINDER OF THE PAPER

Symbol | Meaning
CAV connected and automated vehicle
BV EMS vehicle
Ty, the optimal splitting point for the CAV platoon originally
proposed in the Vanilla Jordan controller [7]. It represents the
distance from the intersection to the optimal location where
the platoon in the EMS vehicle’s adjacent lane should split
Tq the distance from the intersection to the actual location of the
CAV when the traffic signal (S-N) turns from red to green
To for the model-based controller designed for two-intersection

corridor clearance, it represents the adjusted lane-changing
point by the EMS vehicle, as opposed to the optimal splitting
point proposed in vanilla Jordan controller [7]

Ty for the model-based controller designed for two-intersection
corridor clearance, it represents the distance between the
second intersection and the position of the CAV’s leading
vehicle

l; distance from the intersection to the actual location of the 7th
human-driven vehicle when the traffic signal (S-N) turns from
red to green

d distance from the intersection to the actual location of the EMS
vehicle when the traffic signal (S-N) turns from red to green
z for the model-based controller designed for two-intersection

corridor clearance, it represents the distance between the stop
line of the first and the second intersection

w speed of queue discharging (i.e., the shockwave speed)

v desired speed of the EMS vehicle (a variable subject to change
and is bounded by Vinaz)

V4 speed of vehicle %

a; acceleration of vehicle 7

Vev speed of the EMS vehicle
speed of the CAV

Peav position of the CAV

Pev position of the EMS vehicle

Vcav

lev lane of the EMS vehicle
leav lane of the CAV
h; relative distance between CAV and vehicle ¢
U desired speed of other vehicles (a constant)
to time when the queue starts to discharge, i.e. signal turns green
to time when the EMS vehicle starts to move
ts time when the EMS vehicle switch to the left lane
ta time when the CAV is first able to move, following the queue
discharge
te time when the EMS vehicle has just crossed the intersection

and entered the next road segment
time when the CAV vehicle has just crossed the intersection
and entered the next road segment

cav
tend

Process (POMDP), and synthesis control for CAVs when
the penetration is the lowest, using model-free DRL (as
opposed to defining a model of vehicle dynamics in
previous work).

« We benchmark the learned policies of the DRL controller
against a derived model-based controller designed using
shockwave theory in simulations. Our results indicate
that the DRL controller outperforms the model-based
controller on multiple fronts while providing greater
flexibility for extending to multiple intersections.

II. BACKGROUND AND RELATED WORK

A majority of previous work on reducing EMS response
time focuses on the assignment of EMS vehicles and their
routing [8], [9]. Additionally, there exists work that takes
a microscopic view that focuses on the priority of EMS in
a given road segment [6], [10], [11]. Since the response
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time of an EMS vehicle is defined as the time between an
emergency call is received and the EMS vehicle arrives at
the emergency site [12], any events that occur along the EMS
vehicle trajectory can result in delays in the response time. For
example, congestion in a road segment or near an intersection
can increase the travel time of the EMS vehicle. Due to the
importance of fine-grained interaction effects between vehi-
cles, we consider a purely microscopic view of the problem in
this article, forgoing the macroscopic view leveraged in prior
works. This paper thus explores the scenario in which an EMS
vehicle approaches two consecutive signalized intersections
that are congested. We are primarily interested in devising
strategies for CAVs to best assist the EMS vehicle in crossing
the two consecutive intersections with minimum disturbances
to its desired speed.

In terms of applying CAV technologies for EMS corridor
clearance near intersections, there exists a wealth of literature
on infrastructure-based approaches for clearing corridors for
EMS vehicles, such as traffic signal preemption by utilizing
vehicle-to-infrastructure (e.g., traffic signal) communication.
Wang et al. propose a traffic signal preemption strategy based
on V2I technologies to discharge the flow before an EMS
vehicle enters the queue [13]. Huang et al. suggest that the
head green time, which accounts for the early arrivals of EMS
vehicles, and the extended green time, which accounts for the
late arrivals of the EMS vehicles, be added to the green light
phase to avoid intersection delays [14].

In addition to using smart infrastructure (e.g., traffic signals)
to clear queues for the EMS vehicle near intersections, there
exist alternative methods that utilize the cooperation between
CAVs and the EMS vehicle. Jordan et al. [7] propose creating
a split in the vehicle queue in one lane at a critical location
such that the EMS vehicle that is on the other lane can change
lanes at that critical location and travel at its desired speed.
While Jordan et al’s approach is technically feasible, it is
based on the strong assumption that all vehicles in the adjacent
lane of the EMS vehicles are installed with V2V modules
and controlled by automated controllers (i.e., 100% penetration
rate of CAVs) such that they will behave exactly the way as
instructed to split at an “optimal” location. This assumption
might become invalid as long as there exist non-CAVs whose
behaviors diverge from what is specified.

In this paper, we overcome the aforementioned limitation
by extending the model proposed by Jordan et al. [7] and
relaxing the assumption on CAV penetration rate. For ease
of exposition, we assume that there is only one CAV in
the adjacent lane to the EMS vehicle. We take inspiration
from [15], in which a single CAV in a system of dozens
of vehicles is demonstrated to eliminate stop-and-go traffic
congestion and avoid intersection queueing. A key insight
we leverage is that although a majority of vehicles are not
directly controlled, they can be indirectly and effectively
influenced via control of the CAV, for instance, by limiting
the speed of following vehicles. We additionally leverage the
Flow framework introduced in [15] to conduct our DRL-based
experiments.

With recent promising developments in deep reinforcement
learning, much focus has been given to learning controllers
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Fig. 2. Model-based control vs. Model-free learning for EMS corridor clearance.

(model-free) instead of defining them explicitly (model-based).
The possibility of learning a control model without a defined
system dynamics model is an appealing advantage of the
application of deep reinforcement learning. By leveraging the
potential of DRL, Su et al. [16] present EMVLight, a decen-
tralized reinforcement learning framework for simultaneous
dynamic routing and traffic signal control to reduce EMS
vehicle travel time. Yan et al. [17] propose a Deep Q learning-
based path planning for EMS vehicles under different traffic
control schemes. This paper proposes a DRL-based controller
for the CAV to assist EMS vehicles in passing through inter-
sections with minimum disturbances. As such, our proposed
model is different from and complementary to the existing
works.

III. PRELIMINARIES
A. Reinforcement Learning

In designing the DRL controller, we formulate the EMS
corridor clearance problem as a finite horizon discounted
Markov Decision Process (MDP) defined by the six-tuple
M = (S, A, p,r, po, y) consisting of the state space S, the
action space A, a stochastic transition function p : S x A —
A(S), a reward function r : S x A x S — R, initial state
distribution pg : S — A(S) and a discount factor y € [0, 1].
Here, A(S) is the probability simplex over S. The objective
then becomes searching for a policy mp : S — A(A) that will
maximize the expected cumulative discounted reward over the
MDP as in Equation 1. Here my is parameterized by 6 and
often modeled as a neural network.

T—1
t
MaX By~ p.ay~mo Clse).sr1~pClsr.ar) D v (s an s
t=0

(1)

In this work, we use policy gradient methods to optimize
for a locally optimal policy. The vanilla policy gradient
algorithm [18] optimizes the above objective by sampling tra-
jectories (sg, ag, - -+ , ST—1, ar—1, sT) and following the update

rule,
T—1 T—1
0 —0+B> Vologmo(s) D v" ~'r (s, ar,su1) ()
t=0 t'=t

where B is the learning rate. We use the Proximal Policy
Optimization (PPO) algorithm [19].

IV. MODELING FOR EMS CORRIDOR CLEARANCE
PROBLEM

In this section, we introduce the EMS corridor clearance
problem in congested intersections from a microscopic per-
spective and discuss the modeling requirements concerning
short-term deployment.

As an illustrative example, consider the two scenarios
presented in Fig. 3. If we assume a 100% CAV penetration rate
as in [7], then the CAV platoon on the left lane (represented
as red entities in Fig. 3a) can split at a given point x; such
that the EMS vehicle (represented as green entities in Fig. 3a)
on the right lane can switch to the left and travel at its desired
speed until it reaches the intersection. The idea behind the
platoon splitting is to “sacrifice” the speeds and travel times
of some vehicles in the left lane to assist the maneuvers of the
EMS vehicle, which needs to pass the intersection quickly.

Since it is impossible to achieve a 100% market penetration
rate during the early stages of CAV deployment, all CAVs will
not behave exactly the same way as expected. We relax this
assumption made in previous work and explore a similar but
more realistic scenario where only one CAV can communicate
with the EMS vehicle through wireless channels, as shown in
Fig. 3b.

We note that the choice of a single CAV is intentionally
made to model a controlability wise hard environment from
a system control point of view. A single CAV is the least
amount of system control we can introduce (100% penetration
is the highest). However, as we note in the later sections, the
introduction of a single CAV instead of multiple CAVs poses
different challenges from the control synthesis point of view,
which falls beyond the scope of this work, and warrants future
work.

Moreover, consider the following modeling choices, which
are done to emulate short-term deployment conditions and
requirements in the real world.

o All traffic signals are operated based on fixed time control

rules.

o Neither the traffic signals nor CAVs support vehicle-

to-infrastructure communication. This implies that the
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Fig. 3.

traffic signals do not support traffic signal preemption
by emergency vehicles for queue discharge near intersec-
tions [20]. Also, the CAVs do not receive SPaT messages
from the traffic signals.

o The CAV receives information regarding the positions
and status of the leading and the following vehicle via
onboard sensors, as well as the position and speed of the
EMS vehicle, through data exchange in real time.

Assuming that the time when the traffic signal turns green
is tp and when the EMS vehicle enters the new road segment
after it has just crossed the intersection is tén 4> a8 shown in
Fig. 3b. We are interested in finding the EMS vehicle’s travel
time given in Eq. 3.

Ty = ténd — 1o (3)

Additionally, we are also interested in the travel times of
the CAV as seen in Eq. 4. Here, we use the travel time of
the CAV as a proxy for the travel time of traffic following the
CAV, as it is a strict upper bound.

“4)

Teqv = lg,f; —1Ip

Our goal is to synthesize CAV control strategies that can
achieve a balance between reducing the disruption to normal
traffic by EMS vehicle maneuvers while also enabling efficient
maneuvers for the EMS vehicle. In light of this, the throughput
at the intersection is also an important metric to consider.
We denote the throughput as seen in Eq. 5, where N denotes
the number of vehicles that are able to cross the intersection
after the EMS vehicle disruption within the same green phase,
and h; denotes the headway of the ith vehicle.

N
2 hi

Our overall goal, therefore, is to minimize the travel
time of both EMS vehicles and CAV (Equation 3 and

®)

Ginter =

exchanging messages with the EMS vehicle.

CAV-enabled corridor clearance for emergency vehicles on a congested intersection.

Equation 4) while maximizing the throughput at the intersec-
tion (Equation 5) under short term deployment requirements
and conditions.

A. Optimal Control Problem

Below, we introduce the formal high-level optimal control
problem for EMS corridor clearance problem.

Given vehicle dynamics models f.qy, fev, and fruman for
CAV, emergency vehicle, and human vehicle, respectively,
we formulate the optimal control problem for EMS corri-
dor clearance problem as follows. As mentioned earlier, our
objectives here are threefold. First, we aim to reduce the CAV
travel time T,,. Second, we also aim to reduce the rest of the
traffic travel time as well. This includes reducing CAV travel
time T,qy and of the rest of the human vehicles 7}/, for
all human-driven vehicles i. Finally, we aim to increase the
intersection throughput as defined in Equation 5.

n
minJ = Tgv + Tcav + Z T],iuman — Yinter (6)

i=1

such that for every vehicle i,

[ feav(hi(0), hi (1), vi (1))
if vehicle i is the CAV
Feu(hi(®), hi (1), vi (1))
if vehicle i is the EMS vehicle
Fnuman (hi (8), hi (), v; (1))

otherwise

a;(t) =

(7

TCHU
/ v;(t)dt = x,, if vehicle i is the CAV,
0

Tew
/ v;(t)dt =d, if vehicle i is the EMS vehicle,
0
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Tl'iuman
/ w(ndt =1,
0

if vehicle i is human driven. (8)

hmin < hi(®) < hypax Yt €0, T] (9a)
Umin < Vi(t) < Upax V2 €[0,T] (9b)
Amin < a;j(t) < amax V1 € [0, T] (9¢)

Here T = T,, if the ith vehicle is the EMS vehicle, T =
T.qy if the vehicle is the CAV, and T = T}fum an 1T its the ith
human-driven vehicle. The maximum and minimum headway
is denoted by h,,i, and hy4y. The maximum and minimum
velocity is denoted by vy, and vyay. Finally, api, and apax

denote the minimum and maximum acceleration limits.

V. LEARNING FOR EMS CORRIDOR CLEARANCE
PROBLEM

Once we model the EMS corridor clearance problem
with short-term deployment requirements, the next step is to
devise control methods for CAVs in assisting such corridor
clearances. This means solving the optimal control problem
presented in Section IV-A. However, it is worth noting that
existing research in this field often assumes full control
over the system with 100% penetration of CAVs, access to
SPaT messages, and a vehicle dynamics model for planning
purposes. These assumptions severely limit the scalability of
the proposed methods when dealing with a larger number of
control scenarios that would need to be tackled when these
controllers are deployed.

The reliance on assumptions concerning penetration levels
and SPaT messages undermines the robustness of the proposed
methods in real-world short-term scenarios. Due to such
task underspecifications [21], one can anticipate substantial
performance drops in previously proposed methods when
they are implemented. Furthermore, the assumption of vehicle
dynamics models necessitates the re-formulation of model-
based approaches for each unique scenario, leading to a highly
unscalable algorithm design process.

In addressing these limitations, we resort to model-free deep
reinforcement learning. Model-free DRL does not assume a
model of vehicle dynamics and can accommodate imperfec-
tions in the environments, and can come up with control
strategies that perform well in expectation. Similar strategies
have been leveraged for vehicular control with goals such as
eco-driving [22] and traffic smoothing [23]. In the following
section, we first describe in detail why model-based methods
may be sub-optimal for control synthesis in EMS path clear-
ance problems and describe our model-free DRL approach in
detail as an alternative.

A. Limitations of Model-Based Control for EMS Corridor
Clearance Problem

Designing model-based control strategies for addressing
the EMS corridor clearance problem with short-term deploy-
ment requirements is a complex task due to several factors.
The intricate nature of vehicle dynamics and inter-vehicle
dynamics adds complexity, as these interactions are challeng-
ing to model accurately. Uncertainties in queue dissipation
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rates further complicate the design process, as predicting
queue dissipation relies on various factors and introduces
additional uncertainties. Additionally, the lack of support from
Vehicle-to-Infrastructure (V2I) communication systems adds
to the difficulties, requiring control strategies to rely solely
on vehicle-based information. These challenges highlight the
intricacies involved in developing effective model-based con-
trol strategies for the EMS corridor clearance problem.

1) Vehicle dynamics: Modeling the dynamics of vehicles
is a challenging task, as they exhibit complex behaviors
that are difficult to represent with closed mathematical
formulas [24]. Compounding this complexity is the
fact that vehicles frequently interact with one another,
necessitating the inclusion of inter-vehicle dynamics
in the models. In practice, due to the complexities
involved, previous research often resorts to employing
simplified dynamics models to facilitate planning and
sacrificing potential benefits [7]. However, it is important
to acknowledge that even if a more comprehensive
dynamics model is utilized, it introduces additional
complexities to the optimization problem, making it
more challenging to solve even with industry-standard
solvers [25].

2) Queue dissipation rates: Accurate estimation of queue
lengths at intersections is crucial for formulating the
control problem in model-based methods. However, this
task is far from straightforward. One common approach
is to utilize fundamental diagrams to estimate queue
lengths [26], but this assumes the availability of such
diagrams for the specific roadways involved. More-
over, in certain cases, the optimization problem may
require queue information not only for the immediate
intersection but also for subsequent intersections. This
adds another layer of complexity to queue estimation,
as it necessitates access to queue lengths at multiple
intersections simultaneously. As a result, tackling this
challenge poses significant difficulties for model-based
control strategies.

3) Traffic signal timing: An essential aspect of model-
based corridor clearance is the availability of real-time
SPaT messages from traffic lights [27]. However, obtain-
ing this information can be challenging since it involves
installing roadside units on traffic signals. In cases
where direct access to SPaT data is not feasible, model-
based methods must account for the stochastic nature of
traffic signals. Consequently, they need to devise control
strategies that perform optimally on average. These
formulations tend to be complex and demand substantial
real-time computing power for effective solutions.

4) The communication between vehicles and infras-
tructure: Accurate data, including Signal Phase and
Timing (SPaT) messages from traffic signals and queue
lengths at intersections, is essential for effective model-
based methods in problem formulation. To achieve this,
wireless communication is required to transmit such
information from the infrastructure to vehicles. However,
meeting this requirement poses challenges, primarily
due to the higher costs and upfront investment involved
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in establishing roadside infrastructure for Vehicle-to-
Infrastructure (V2I) communication compared to the
more feasible Vehicle-to-Vehicle (V2V) communica-
tion [28].

B. Deep Reinforcement Learning for EMS Corridor
Clearance

Due to the limitations outlined earlier in model-based
control design, applying model-based control synthesis in
complex real-world traffic scenarios poses significant chal-
lenges. However, deep reinforcement learning presents a
promising alternative, capable of effectively handling these
complexities during training and generating high-performing
and realistic controllers.

Unlike model-based control, deep reinforcement learning
does not rely on a closed-form model of vehicle dynamics.
Instead, it leverages arbitrarily complex traffic simulators,
making it more adaptable to real-world conditions. Addi-
tionally, it has the ability to learn control strategies that
perform optimally on average, even in the absence of traf-
fic signal timing data and queue lengths at intersections.
Another key advantage of deep reinforcement learning lies
in its proficiency in handling imperfect information, sur-
passing model-based methods in this aspect. Consequently,
it reduces the dependency on physical communication chan-
nels to transfer information, allowing for a more streamlined
and minimalistic communication setup. Therefore, we next
present our deep reinforcement learning-based EMS corridor
clearance controller.

1) Partially Observable Markov Decision Process: The
EMS corridor clearance problem can be formulated as a
discrete-time partially observable Markov Decision Process
(POMDP) by extending the MDP formulation introduced in
section III-A with two more components, observation space 2
and conditional observation probabilities O : S x 2 — A(RQ).
We characterize the POMDP for the EMS corridor clearance
problem as follows:

« Observations: An observation consists of the relative
distance and the speed of the immediate leading and
following vehicles of the CAV, the speed, the lane, and
the position of the emergency vehicle and the speed
and the position of the CAV. In other words, a state
s € § is defined as (Viead, hieads Vfollower» 1 follower »
Vevs Levs Pevs Ucavs Peav) Where lead and follower are
the immediate leading and following vehicles of the CAV.
Pecav — Pev < 0 means that the EMS vehicle is in a down-
stream location with respect to the CAV, and vice versa.
Since there are physical limitations for the maximum
possible range of wireless communication between EMS
vehicle and the CAV, we set pcqgy — Pev € (—1, 1) Where
r is the maximum range of wireless communication
between vehicles. We do not assume nor require any
form of communication between CAV and the upcoming
traffic signals and therefore do not include any state fea-
tures related to the upcoming traffic signals. Our devised
control policies are consequently not dependent on the
Vehicle to Infrastructure communications. However, one
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can possibly develop better-informed control policies for
the CAV given access to Signal Phase and Timing (SPaT)
messages as we further discuss in the future work of this
study.

o Actions: The action is the acceleration command « €
(0tmin» ¥max) for the longitudinal control of the CAV.

o Transition Function: We do not explicitly define the
stochastic transition function. Instead, we use microscopic
simulations to sample s;4+1 ~ p(s;, a;) where the simula-
tor applies the accelerations to vehicles and updates the
traffic signals.

« Reward: The goal of the CAV is twofold. First, it aims
to clear the path for the EMS vehicle facilitating the
EMS vehicle to travel at its desired speed by performing
an emergency lane changing. Second, it aims to reduce
the influence of its actions on normal traffic. The first
objective requires the CAV to block the traffic behind it
to assist the EMS vehicle’s lane-changing maneuver. The
second objective requires that the regular traffic (e.g., the
speeds and travel time of the CAV and other vehicles
except for the EMS vehicle) should also be considered
in the reward function. Therefore, we design a composite
reward function as given in Eq. 10, where v, v», v3 and
vs are a hyper-parameters that balances the trade-off
between the EMS vehicle and the impact on regular

traffic.
VI % Vey + V2 * VUcqu, if peay — Pev <0
A ley # leay
r(s,a) i= V3 * Vey + V4 * Veq, if peay — pev > 0
Ucav, lev = leav
Vv no EMS vehicle

(10)

In Eq. 10, the first case corresponds to when the CAV is
ahead of the EMS vehicle but in a different lane. In such
case, we encourage high EMS vehicle speed more than high
CAV speed by setting v; > vy. In the second case, the EMS
vehicle is ahead of the CAV. Therefore, we encourage both
EMS vehicle speed and the CAV speed by setting v3 = vy.
Finally, the third case corresponds to either when CAV is ahead
of the EMS vehicle, but they share the same lane, or only the
CAV is present, and no EMS vehicle is present in the system.
In either case, we set v.q, directly as the reward.

The reason we added v3 * vo, When pegy — pey > 0 AND
ley = loqy 1s actually for safety purposes. What we found from
the experiments is that this “regularization term”, v3 * vy, can
reduce rear-end collision potentials between the CAV to the
EMS. If we only use the term containing the CAV’s speed
V4%Vcqy in the reward function, the CAV will have the tendency
to start to accelerate too early (and aggressively) right after
the moment when the EMS has just finished lane changing,
leading to more collision risks.

VI. EXPERIMENTS

In our evaluation of the proposed Deep Reinforcement
Learning controller, we adopt a two-fold approach to assess
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its effectiveness. Firstly, we conduct a qualitative assess-
ment of the complexity involved in designing model-based
methods when traffic settings change. We demonstrate the
additional effort required to design a model-based controller
when transitioning from one intersection to two intersections.
Simultaneously, we highlight the ease with which model-free
DRL can handle such changes. Second, we perform quanti-
tative assessments of the proposed method by comparing the
performance of the DRL controller with that of model-based
methods. Below, we present these two evaluation directions as
specific research questions that we address in this study.

A. Research Questions

We evaluate the DRL controller to answer four main
research questions:

o Q1: Qualitatively, how difficult is it to design model-
based methods and DRL methods for changing traffic
settings?

o Q2: How much better is the performance of the DRL con-
troller compared to the model-based method, measured
based on the EMS vehicle and CAV travel times and the
throughput at the congested intersection after the EMS
disruption event?

e Q3: How suboptimal are the DRL and model-based
controllers?

o Q4: What are the benefits and drawbacks of model-based
and DRL controllers with respect to computation time?

In answering Q1, we first extend [7] to scenarios other than
100% CAV penetration as our baseline. Then we further extend
it to accommodate a single intersection and two intersections
dynamics. Simultaneously, we show how we solve single and
two intersection settings with DRL controller. Throughout
this analysis, we aim to qualitatively illustrate the challenges
associated with model-based control design in contrast to the
advantages offered by DRL-based control design.

In answering Q2, we show in Section VIII-B that our DRL
controller outperforms the model-based controller by reducing
the travel time of the CAV while keeping the travel time of
the EMS vehicle as same as the model-based controller, which
aligns well with our goals. Furthermore, we show that the
DRL controller achieves better throughput compared to model-
based controller indicating its ability to trade-off between EMS
vehicle travel time and impact on regular traffic.

Our analysis of Q3 indicates that the DRL controller is
closer and sometimes better than the theoretically optimal con-
troller developed by using graphical analysis and shockwave
theory. We provide further explanation of this phenomenon in
Section VIII-C.

Finally, in answering Q4, we provide a comparative anal-
ysis of the two controllers concerning their computational
requirements. While it is true that model-based methods may
exhibit computational efficiency due to the absence of training
phases, we must take into account the time required for prob-
lem formulation. In certain cases, despite their computational
advantages, model-based methods might not necessarily be the
optimal choice when considering the overall time needed for
problem setup and execution.
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VII. EXPERIMENTAL SETUP
A. Network and Simulation Settings

We use SUMO microscopic traffic simulator [29] for our
experimental simulations. We model a 1 x 1 and 1 x 2 grids
consisting of one and two 4-way intersections with through
traffic only. In each intersection, each incoming and outgoing
approach has two lanes 175m long. The speed limit for non-
EMS vehicles is 15m/s while 35m/s for the EMS vehicle.
All non-CAV vehicles are controlled by Intelligent Driver
Model (IDM) [30]. All vehicles are subjected to a maximum
permitted acceleration of 3m/s?> and a maximum permitted
deceleration of 3m/s?. Each intersection is controlled by a
fixed time signal plan in which each 31s-long green phase is
followed by a 6s-long yellow phase before turning red. We use
a uniform vehicle inflow rate of 1000 vehicles/hour to simulate
vehicle arrivals.

B. Training Hyperparameters

We model our experimental simulations in the Flow frame-
work [15]. A neural network of three hidden layers of
32 neurons each is used as our controller 7ty and trained with
the Proximal Policy Optimization (PPO) algorithm [19]. All
training parameters are initialized to the defaults specified by
the Flow framework. The controller is trained using 0.2M
episodes with ten parallel workers. We use a simulation
step duration of 0.5 seconds and a horizon of 600 steps.
A discounting factor of 0.999 and a learning rate of 0.001 were
used in the experiments.

VIII. SIMULATION RESULTS AND DISCUSSION

In this section, we provide detailed analysis to answer the
four research questions presented in Section VI.

A. Ease of Problem Formulation

In this subsection, we undertake a qualitative assessment
to address Q1, comparing the challenges involved in design-
ing model-based controllers versus DRL controllers for the
corridor clearance problem. Due to space constraints, we pro-
vide a walkthrough of the model-based method’s controller
design for both single and two intersections in the Appendix
detailing the necessary modifications needed to extend the
single intersection model-based controller to a two-intersection
model-based controller. Thus, in this section, we present the
changes required in DRL controller design when extending
from single intersection to two intersections.

As highlighted in the appendix, the process of design-
ing model-based controllers for adapting to changing traffic
settings proves to be time-consuming and unscalable, neces-
sitating complete reformulations from scratch. Conversely,
the DRL controller design offers a contrasting advantage by
providing a straightforward approach to accommodate such
changes. Notably, we demonstrate that the only modification
needed in the DRL controller design lies in adjusting the
reward coefficients. For reference, we present the reward
coefficients utilized in the two scenarios in Table II and III.
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Fig. 4. Percentage throughput difference under the DRL controller and the
model-based controller with varying x, and d values for the single-intersection

scenario. Positive values indicate throughput under DRL controller is higher
than that of model-based controller.
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Fig. 5. Percentage throughput difference under the DRL controller and the
model-based controller with varying x, and d values for the two-intersection
scenario. Positive values indicate throughput under DRL controller is higher
than that of model-based controller.

TABLE I

REWARD HYPER-PARAMETER CONFIGURATION FOR
SINGLE INTERSECTION SCENARIO

Parameter | Value Parameter | Value
Iz 0.1 12 0.9
V3 0 |2 1

By requiring changes solely in the reward coefficients, the
fundamental structure of the Markov Decision Process remains
unaffected. This results in significant savings in controller
design time and enhances practical scalability, making the
DRL approach a more attractive and efficient option for
handling varying traffic scenarios.

One of the limitations of DRL controller design lies in
the process of finding the optimal coefficients. Although we
employ grid search to explore various configurations and iden-
tify the best ones, this step can be computationally expensive.
It is worth noting that discovering optimal hyperparameters
in reinforcement learning remains an active research area and
extends beyond the scope of this study.

Nevertheless, we anticipate that the adoption of advanced
hyperparameter optimization techniques, such as Population-
based Training [31], can offer potential solutions to this
challenge. These techniques have shown promise in efficiently
navigating the hyperparameter space and could alleviate the
issue of finding the right coefficients more effectively.
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TABLE III

REWARD HYPER-PARAMETER CONFIGURATION FOR TWO
INTERSECTIONS SCENARIO

Parameter | Value Parameter | Value
21 1 2 0.6
v3 1 vy 1

B. Performance Comparison

In answering Q2, we measure the throughput difference
between the DRL and the model-based controllers. Further-
more, we measure the travel times of the CAV and the EMS
vehicles collected from simulation experiments. Combining
the two metrics allows us to quantify the trade-off between
EMS vehicle travel time and its impact on traffic flow.

On the one hand, results from the single-intersection (Fig. 4
and two-intersection simulations (Fig 5) indicate that the DRL
controller can maintain superior throughput in the majority of
the cases.

On the other hand, we observe the DRL controller can
significantly reduce the travel time of the CAV in most cases
while keeping the EMS vehicle travel time as same as the
model-based controller. This observation is highlighted by
the percentage difference in CAV travel times under both
controllers, as shown in Figure 6.

When considering potential near-term implementation, these
findings collectively suggest that even a solitary DRL can
improve overall traffic efficiency (i.e., ensuring high through-
put) without compromising on the travel time of EMS vehicles.

In all figures, the two axes x, and d represent different
traffic settings, in which x, denotes the actual position of the
CAV and d denotes the position of the EMS vehicle in the
queue before the queues start to discharge. For given values
of x, and d, a cell with a positive percentage means that the
CAV governed by the DRL controller achieves less travel time
or higher throughput than the model-based controller for that
particular setting.

In highlighting the proficiency of the DRL in balancing the
travel time of the EMS vehicle and its effect on general traffic,
we showcase three distinct behaviors exhibited by the DRL
controller, setting it apart from the model-based controller.
These three types of behaviors correspond to the three colored
regions in Figure 6a: green, purple, and yellow. To illustrate
further on these behaviors, we select a representative instance
of each of the behaviors and plot the respective time-space dia-
grams as in Figure 7 (yellow), Figure 8 (green), and Figure 9
(purple). In Figure 7, we illustrate the vehicle behaviors in
the yellow region of Figure 6a. We recognize this scenario
corresponds to the class of scenarios when the CAV stops
at the second intersection and the EMS vehicle stops at the
first intersection (negative x, values and positive d values).
Under this setting, the DRL controller-based CAV achieves a
significant reduction in travel time with the same EMS vehicle
travel time as in the model-based controller while producing
a 25% improvement in throughput. Under the model-based
controller, CAV stops on the incoming approach of the second
intersection, creating an opportunity for the EMS vehicle
to lane change and attain a higher speed. However, while
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Fig. 6. Percentage travel time difference of the CAV (left) and the EMS vehicle (right) under the DRL controller and the model-based controller with varying
xq and d values. Positive values indicate CAV or EMS vehicle travel time under DRL controller is smaller than that of model-based controller.
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Fig. 7.

Time space diagrams illustrating a representative instance of the behaviors of the yellow region in Figure 6. Only the vehicles on the left lanes are

considered with the exception of the EMS vehicle where pink dash-line indicates its movement on the right lane. Under the model-based controller, CAV stops
on the incoming approach of the second intersection (Figure 7a) causing all of the following vehicles of the CAV to stop or decelerate producing a lower
throughput. Under the DRL controller (Figure 7b), CAV demonstrates an intelligent behavior by creating the lane change opportunity for the EMS vehicle
after crossing the intersection facilitating significantly less perturbation to the traffic flow, and high throughput.

minimizing the EMS travel time, this behavior by the CAV
causes all of the following vehicles of the CAV to stop or
decelerate, producing a lower throughput. In contrast, under
the DRL controller (Figure 7b), CAV demonstrates a more
intelligent behavior in balancing the needs between reducing
EMS travel time and minimizing the impact on traffic flow.
Specifically, the CAV creates a lane-changing opportunity for
the EMS vehicle after crossing the intersection rather than
before the intersection, as the model-based controller does.
This behavior of the CAV significantly reduces the disruption
to the traffic flow and generates a higher throughput during
the green phase of the traffic signals.

Figure 8 corresponds to a representative scenario of the
green region of Figure 6a. We recognize they depict scenarios
where both vehicles stop at the first intersection due to red
light (positive x, values and positive d values). The selected
instance corresponds to x, = 1m and d = 16m. Under this
setting, the learned DRL controller reduces the travel time of
the CAV by 6.4%. By observing both CAV and EMS vehicle
behaviors in Figure 8, we see that the CAV demonstrates a
more conservative movement under the model-based controller
in waiting for the EMS vehicle to lane change in front of it.
In particular, it waits until a larger gap is created between itself

and the EMS vehicle before accelerating. In contrast, DRL
controller-based CAV acts more proactively and accelerates
as a sufficient gap between the CAV and the EMS vehicle is
created. This proactive behavior enables the CAV to obtain
reduced travel time compared to the model-based controller,
which explains the results shown in Figure 8. Moreover,
the proactive behavior of the DRL controller-based CAV
creates a more safe opportunity for the vehicles following
the CAV to escape the red light in the second intersection.
In contrast, under the model-based controller, some of the
following vehicles cruise through the intersection during the
yellow light, making them vulnerable to a potential stop (and
hence reducing throughput).

Finally, in Figure 9 we show the behavior in the purple
region of Figure 6a. We recognize this instance as the only
failure case of the DRL controller when compared with the
model-based controller. It depicts a scenario in which the
model-based controller is acting according to the special
condition specified by Equation 9. This causes the CAV under
model-based controller to not to assist the EMS vehicle and
therefore drive as usual. In contrast, the CAV under the DRL
controller waits in the hope of assisting the EMS vehicle.
While such behavior makes the travel time of the EMS vehicle
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Fig. 8.

Time space diagrams illustrating a representative instance of the behaviors of the green region in Figure 6. Only the vehicles on the left lanes are

considered with the exception of the EMS vehicle where the pink dash line indicates its movement on the right lane. Under the model-based controller, CAV
demonstrates a conservative behavior (Figure 8a) while under DRL controller, CAV demonstrates a proactive behavior (Figure 8b). The proactive behavior of
DRL controller makes a safe opportunity for the following vehicles unlike in the model-based controller where some of the following vehicles cruise through

the intersection during the yellow light, making them vulnerable to a stop.

marginally better, the disruption it causes on the CAV and
the rest of the following traffic is significant as can be seen
from the -27% throughput difference. However, this particular
instance belongs to the class of instances where the CAV stops
at the second intersection, and the EMS vehicle stops at the
first intersection (negative x, values and positive d values).
As we explained earlier with Figure 7, all other instances in
this class show a significantly better performance. Therefore,
we believe this specific behavior in this instance may occur
due to a lack of exploration in training which causes the DRL
agent to underperform.

The reasons for the different performance between the
model-based and the DRL controllers lie in two aspects. First,
the model-based controller is based on a static assumption
of w, the shockwave speed of the queue discharging rate.
In other words, whether the model-based controller can issue
“correct” commands for the longitudinal control of the CAV
depends on how close the estimated value derived from
historical traffic data is close to the actual value of w. This
task is challenging and error-prone if real-time traffic settings
diverge from historical data. In our experiments for the model-
based controller, we use w = 10, which achieves the best
performance in the EMS travel times after fine-tuning with
multiple rounds of simulations.

Second, we have consistently observed in our simulation
that the CAV controlled by the DRL controller appears
to be more agile and intelligent. It is agile in the sense
that it causes the CAV to start to move earlier than the
model-based controller after the EMS vehicle has switched
to the left lane, which can help the traffic flow to recover
sooner after being disrupted by the EMS vehicle maneuvers
(Figure 8). It is intelligent in the sense that it selects a
less disruptive splitting point for lane changing by factor-
ing in the rest of the traffic (Figure 7). Such behaviors
are consistent with our objectives of designing a DRL
controller for minimizing the impact on traffic flow while

maintaining the travel speed of the EMS vehicle at the desired
level.

C. Optimality Gap of the DRL and Model-Based Controllers

In this section, we conduct experiments to answer Q3.
We define a theoretically optimal controller based on our ear-
lier discussion. We refer to this controller as the ‘oracle’, in the
sense that each vehicle may accelerate or decelerate to the
desired speed instantaneously. The main difference between
the oracle and the model-based controller is that the oracle
produces travel times analytically based on equations provided
in Appendix while the model-based controller produces travel
times by simulating vehicles in a simulation environment with
human-like driving models. We analyze the travel times of the
CAV and the EMS vehicle under the DRL controller and the
model-based controller against the oracle and summarize the
results in Figure 10 and Figure 11.

As can be seen in Figure 10, the DRL controller produces
CAV travel times that are closer to or better than the oracle.
The DRL controller performing better in certain cases indi-
cates the benefit of using a learning-based control method
instead of a model-based control method. Both our oracle
and model-based controllers are model-based controllers as
they assume a model of the vehicle dynamics. Our DRL
controller finds better control strategies that can outperform the
baselines in real-world like driving environments by leveraging
model-free learning that makes no assumptions of the vehicle
dynamics or inter-vehicle dynamics. For cases where the
oracle outperforms the DRL controller, one can argue that
the inter-vehicle dynamics ignored by the oracle provide it
with significant flexibility in reducing travel time. However,
it is not practically possible to achieve such travel times
in real-world like driving environments due to randomness
introduced by the human-like driving dynamics. This effect
can be seen comparing the Figure 10 left and Figure 10 right.
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lane. While CAV under the model-based controller does not wait for the EMS vehicle, DRL controller makes the CAV waits causing increase in travel time
of the CAV.
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Fig. 11. Percentage travel time difference of the EMS vehicle under the model-based controller (left) and the DRL controller (right) compared against the
oracle. Results are reported with varying x, and d values. Positive values indicate EMS vehicle travel time under the DRL or model-based controller is smaller
than that of oracle while negative values indicate EMS vehicle travel time under the DRL or model-based controller is greater than that of oracle (higher the
better).

As can be seen, the model-based controller almost always D. Computation Time

outperformed by the DRL controller, indicating that the model- Regarding the computation time, the model-based controller
based assumptions we make in the model-based controller has a low computation time as it is an analytical solution.
do not always hold in real-world like simulations. The same DRL, on the other hand, has a high training time (~8 hours
phenomenon explains the travel times of the EMS vehicle as  on an Nvidia Volta V100 GPU machine with 5 CPU cores,
illustrated in Figure 11. each having 9GB RAM). However, during inference time
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DRL controller is as fast as the model-based controller as
there is no additional training involved. So, once the DRL
controller training is completed, the model-based controller
has no computational advantage over the DRL controller.

We would also like to highlight that even though the DRL
controller takes more time to train, it has better flexibility in
adapting to different scenarios just by simple manipulations
of the reward function. The model-based controller, on the
other hand, has very limited flexibility in terms of adapting to
different scenarios from which it was designed to work and
will require careful re-modeling which could be quite time-
consuming and will require explicit expert involvement.

Regarding the factors that affect the training time of DRL
agents, we see simulation time as one of the major factors.
Our simulation will have to simulate closer to 40 vehicles
including EMS vehicles and CAV at any simulation step
which could be time-consuming. Second, the hyperparameters
used in PPO algorithm can also influence the time to train.
For example, hyperparameters like learning rate and entropy
coefficient can affect the training time. We manually found the
best configuration of hyperparameters that produced the best
results with faster training.

IX. CONCLUSION AND FUTURE WORK

In this work, we consider the corridor clearance problem
for emergency vehicles. In particular, we study off-nominal
mixed autonomy scenarios in which an EMS vehicle is faced
with traffic congestion at signalized intersections. An auto-
mated controller designed using deep reinforcement learning
(DRL) is proposed to balance the travel time and speed of
EMS while minimizing the influence on normal traffic. Our
experimental results indicate that learned DRL controller can
reduce the travel time of the EMS vehicle as much as previous
shockwave-theoretic controllers while even reducing the averse
impacts on surrounding traffic.

Our future work will consider more complex scenarios with
grid networks to further evaluate the scalability of the DRL
approach. Additionally, rather than treating the control strategy
for the traffic signal as fixed, we will consider dynamic traffic
signal systems controlled by DRL for the grid networks. The
traffic signal controller may coordinate with the DRL module
designed for vehicles to further assist the EMS vehicles.
The simulation results presented in this paper can be used
as a benchmark for evaluating collaborative designs among
heterogeneous autonomous agents (e.g., traffic signals and
CAVs).

APPENDIX

This section discusses the necessary modifications needed to
extend the single-intersection model-based controller to a two-
intersection model-based controller. Unlike the DRL approach
(presented in Section V-B), which mainly involves shaping the
reward coefficient in the proposed Markov Decision Process,
the model-based approach proves to be time-consuming and
unscalable. For the latter, any changes in the inter-vehicle
dynamics, queue dissipation rate, or traffic signal timing
necessitate model reformulations when the EMS vehicle needs
to travel through more than one intersection.
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A. Shock-Wave Theoretic Approach for Model-Based Control

We present a simplified realization of the optimal control
formulation in Section IV-A. The realization is based on
shock-wave theory and was originally discussed in [7]. Due to
its inherent limitations discussed in Section V-A, the shock-
wave theory-based approach can only target a special case
of the optimal control problem. Our goal is to use it to
highlight the increased complexity in model reformulations
for the model-based method as we increase the number of
intersections the EMS vehicle needs to move through.

A key variable used for designing the model-based con-
troller is the optimal splitting point xz, as shown in Fig. 3
and 12. It is optimal in the sense that the splitting point
minimizes the EMS vehicle’s travel time to the intersection.
Additionally, the EMS vehicle, after switching to the left
lane, can travel at its desired emergency speed without being
disrupted by the leading vehicle (orange color in Fig. 3a) until
reaching the intersection, as shown in the time-space diagram
in Fig. 3a.

At time #g, the traffic signal (north-south direction) turns
green, and therefore, the queues start to discharge, and the
CAV and EMS vehicle are located at position x, and d,
respectively. It is worth mentioning that 7y has no influence
on the starting position of the EMS vehicle d, which is
already fixed at the end of the previous traffic signal cycle.
The derivation of the optimal splitting point x; is based on
the stationary assumption that a constant shockwave speed w,
which is the speed of queue discharging, can be derived using
historical data from road detectors [13], [26]. The calculation
uses w to compute the waiting time #; of the vehicle in
front of a candidate splitting point (represented by the orange
bar) and the waiting time #, of the EMS vehicle, derived in
Eq. 11a and 11b.

Since the time until the EMS vehicle arrives at the splitting
point #; can be calculated by using Eq. 3c, we can derive the
travel time of the EMS vehicle until it gets to the intersection
tey as seen in Eq. 3d. The EMS vehicle will move at the
same speed as other vehicles in the queue (i.e., U) and then
travel at its desired speed V. Also, it should be noted that
the speed of traffic moves faster than the queue dissipation
rate. Therefore, we can assume that w < U < V. On the
other hand, the travel time for the vehicle preceding the
optimal point to reach the intersection is given in Eq. 3e.
The optimal splitting point x; can then be derived from the
simultaneous solution of Eq. 11d and 11le, which is given in
Eq. 11f.

fn =k (11a)
w
d
n=2 (11b)
w
d —
o=+t (11c)
Xz
tevzls‘l‘v (11d)
Ipre =11 +xL/U (I11e)
—1 —1
U
w=d—2 * (1)

w-l 4201 —y-!
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(a) The CAV is located at the position x, upstream of the
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Fig. 12.

1) The Model-Based Controller for Single-Intersection Sce-
narios: Consider that only one CAV is present in the adjacent
lane of the EMS. We then need to determine the optimal
strategy for the longitudinal control of the CAV based on
whether or not the actual location of the CAV (e.g., x,) is less
than the (theoretical) optimal splitting point (x7), as shown
in Fig. 3. It should be noted that the model-based controller
derived here must be sub-optimal as the EMS vehicle does
not have the flexibility of choosing xy as the optimal splitting
point due to low CAV penetration.

Therefore, for the case where x, < x; (i.e., when the
CAV starts from a location closer to the intersection than the
optimal splitting point), the best strategy for the CAV is to
keep stationary until the EMS vehicle has switched to the left
lane (i.e., CAV applying the brake such that v.,, = 0).

The travel time of the CAV in this scenario is given in
eq. 13. The first term represents the time it takes for the queue
on the right lane to discharge while the second terms denotes
the time for the EMS to move to the position x, where the
CAV locates. After the EMS finishes lane-changing, it can
speed up and travel at its desired speed V until it crosses the
intersection, as represented by the third term.

d d-—x, x4
T.,, = —
cav w w U

12)

For the case where x, > x; (i.e., when the CAV is at a
location further away from the intersection than the optimal
splitting point), Eq. 13 shows the travel time. The first term
represents the time it takes for the queue to discharge, while
the second term denotes the time for the vehicle preceding the
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(b) The CAV is located at the position z, downstream of the
optimal splitting point x ..

CAV-assisted corridor-clearance scenarios where the EMS needs to travel through two intersections to get to its destination.

CAV to cross the intersection.
ro_ %X
cav w U
As mentioned earlier, the derivation given above only opti-
mizes the travel time of the EMS without considering the CAV.
Empirically, the CAV can still move at a speed v,y such that
the vehicles behind the CAV can move through the second
intersection faster without being blocked by the traffic signal.
In our simulation experiments, we change the value of vy
with fine-tuning but make sure that the CAV will not reach
the optimal splitting point x; earlier than the EMS vehicle,

as seen in Eq. 14.

13)

Xa — XL

>ty — 1, (14)

Ucav
where t, denotes the time when the CAV is first able to move,
based on the queue discharge.

To derive t,, we can apply the shockwave speed to the time-
space diagram in Fig. 3. Specifically, #, is equal to the distance
between the intersection and the CAV x, divided by the queue
discharging speed w, as seen in Eq. 15.

Xa

= —
w

2) Model Reformulations for Two-Intersection Scenarios:
On the surface of it, the derivation of the model-based con-
troller for two-intersection looks similar to single-intersection
scenarios. However, the status of the queue near the second
intersection can influence the movement of the EMS after it
switches to the left lane and also the strategy for the model-
based controller, as shown in Fig. 12.

First, the movement of the EMS vehicle and the preceding
vehicles that start upstream of the first intersection can be

5)
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hindered by the queue downstream. This occurs when the
length of the queue downstream of the first intersection is
above a certain threshold, or the individual discharge rate of
the queue downstream of the first intersection is smaller than
the queue upstream such that the queue can not be discharged
in time before the EMS reaches the tail of the queue.

Second, for the case in which the CAV is downstream
of the optimal splitting point discussed earlier, as shown in
Fig. 12b, there is an exception when the CAV may choose
to go across the second intersection without waiting for the
EMS vehicle. Specifically, if the queue downstream of the first
intersection can be dissipated in time, the CAV should start
to move when the traffic signal for the second intersection
turns green, as doing this will not hinder the movement of the
EMS vehicle. The prerequisite condition is given in Eq. 16.
However, without real-time data on the rate at which the
queue is clearing and the timing of the traffic signals, the
model-based controller faces challenges in determining when
the conditions in Eq. 16 are met. This necessary information
remains inaccessible unless there’s a vehicle-to-infrastructure
communication system in place.

I—Xq Z—Xg d
w U

(16)
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