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Boundary signature of singularity in the presence of a shock wave
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Abstract

Matter falling into a Schwarzschild-AdS black hole from the left causes increased fo-
cussing of ingoing geodesics from the right, and, as a consequence, they reach the sin-
gularity sooner. In a standard Penrose diagram, the singularity “bends down”. We show
how to detect this feature of the singularity holographically, using a boundary two-point
function. We model the matter with a shock wave, and show that this bending down
of the singularity can be read off from a novel analytic continuation of the boundary
two-point function. Along the way, we obtain a generalization of the recently proposed
thermal product formula for two-point correlators.
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1 Introduction

AdS/CFT duality [1–3] gives us a concrete framework and powerful tools to study quantum
gravity. There has been much progress since it was originally proposed more than 25 years
ago. In particular, significant progress has been made in understanding black holes, thanks
to the ideas from quantum information, quantum chaos, etc. There is a close connection
between the near-horizon region and quantum chaos. The behavior of infalling objects near
the horizon, like the exponential growth of momentum, back-reaction on the geometry due to
one or two colliding objects, etc, can all be understood through concepts like operator growth,
out-of-time-ordered correlators, and a quantum circuit model of the dual quantum mechanical
theory [4–8].

However, despite extensive research and rapid progress, one aspect of the black hole re-
mains mysterious, and that is the central singularity. The singularity is the place where space-
time ends and classical general relativity breaks down. How do we understand this from the
dual quantum mechanical theory? What is the quantum information meaning of the singular-
ity? In fact, it is not even clear what is the right concrete question to ask about the singularity.
It is likely that a better understanding of the black hole singularity will also lead to a better
understanding of the big bang singularity.

Several attempts to use holography in order to understand the black hole singularity have
been made [9–14]. In [9] the authors found subtle signatures of the curvature singularity in
certain analytically continued boundary two-point functions for Schwarzchild-AdS black holes.
The authors of [10]made it more transparent and pointed out that the signature is encoded in
frequency space two-point functions where the frequency is taken to be imaginary and large.
In [12] the authors read out the proper time from the bifurcation surface to the singularity
using thermal one-point functions. All of the above computations were done in the context of
the unperturbed Schwarzchild-AdS background and relied on the analytic properties of that
spacetime.1 More general spacetimes containing black holes are not analytic.

In this paper, we will study perhaps the simplest example of a nonanalytic black hole, i.e.,
Schwarzschild-AdS with a shock wave at the horizon. This spacetime is dual to a thermofield
double state with a perturbation at time tw in the limit that tw → −∞. Matter falling into
the black hole from the left boundary causes increased focusing of ingoing geodesics from the
right, and, therefore, they reach the singularity sooner. In a standard Penrose diagram, the
singularity “bends down”. The amount of focusing will depend on the time when the ingoing
geodesics leave the right boundary. Our goal is to look for boundary signals of such “bending
down” behavior of the singularity.

To be more concrete, suppose we send in a signal from the right boundary at time tR, and
let tL(tR) be the latest left boundary time at which someone who jumps in can receive the
signal.2 Consider the quantity tR + tL(tR). Without any perturbation, the boost symmetry

1See also [15–20] for recent works related to these approaches.
2Throughout this paper we assume the bulk time t increases toward the future in the right exterior, and increases
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ensures that this is a constant, independent of tR. It vanishes for a BTZ black hole, which
reflects the fact that the Penrose diagram is a square. On the other hand, tR + tL(tR) < 0 for
higher dimensional Schwarzchild-AdS black holes, which reflects the fact that, in the standard
way of drawing Penrose diagrams, the singularity is no longer represented by a horizontal line,
instead it bends down (Figure 1). With a shock wave coming in from the left boundary, we
will see that tL(tR) is decreased (in a tR dependent way), which reflects the fact that positive
energy matter causes the singularity to bend down further.

Our approach will combine elements of both [9] and [10]. Ref. [9] studied boundary two-
point functions and analytically continued in the time variable. Ref. [10] studied frequency
space two-point functions and analytically continued to imaginary frequency. Since the shock
wave breaks the usual boost symmetry, the correlation function we study will depend on two
variables. By working with one time and one frequency, the correlation function has the follow-
ing key feature: as we take the frequency large and imaginary, while keeping a real boundary
time, the dominating contribution comes from real spacetime geodesics and directly encodes
the quantity tL(tR) defined above.

It has recently been shown [21] that the thermal two-sided two-point correlator can be
expressed as a product over quasinormal mode frequencies. In the course of our analysis, we
obtain an extension of this result. In the presence of a shock wave at the horizon, the two-sided
two-point correlator can be expressed as a product over quasinormal modes and Matsubara
frequencies.

The rest of the paper is organized as follows. In Section 2 we give some necessary back-
ground and briefly review the results in [9,10]. We also compute tL(tR) for the Schwarzschild-
AdS black hole with a shock wave, and analyze the “bending down” behavior using the classical
geometry. As the calculation of the two-point correlator is somewhat technical, in Section 3
we give an outline of it including the main results, before giving the detailed calculations in
Section 4. In Section 5 we point out unanswered questions and future directions. The appen-
dices contain some additional details. The generalization of the thermal product formula is
presented in Appendix B.

2 Background and motivation

2.1 Review: Signature of singularity in analytically continued two-point func-
tions

In this subsection, we briefly review the results in [9] and [10]. In [9], the authors considered
an eternal Schwarzchild-AdS black hole in dimension D > 3. Such black holes have a spacelike
curvature singularity in their interior. Furthermore, boundary anchored spacelike geodesics
can get arbitrarily close to the singularity. Such geodesics become almost null as their turning
point approaches the singularity and were called bouncing geodesics (see Figure 1).

In holography, boundary correlators can be computed by taking an appropriate rescaled
limit of bulk correlators as they approach the boundary. Consider a left-right correlator of
a massive bulk scalar field φ at two points in the asymptotic region at boundary times tL
and tR: G(tL , tR) ≡ 〈φ(tL)φ(tR)〉. In a Hartle-Hawking state, the boost symmetry implies
that the correlator only depends on the combination of the two times t = tR + tL . Under
certain circumstances [22], when the field has large mass, a saddle point approximation relates
such correlator to the length of geodesics connecting the two points: G(tL , tR) ∼ e−mL . The
authors of [9] tried to exploit such a relation to look for a boundary signature of the singularity.
However they found that such bouncing geodesics actually do not dominate the correlator.

toward the past in the left exterior. However, the boundary times tR/L always increase toward the future.
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tR

Figure 1: Boundary anchored spacelike geodesics can “bounce” close to the singular-
ity and approach the null geodesics shown.

What dominates the correlator is the sum of contributions from two complex geodesics. To
proceed, the authors considered the correlator as an analytic function of boundary time t and
continued to a different sheet, where they found a “lightcone singularity” in the correlator
which is a subtle signature of the singularity in the interior.

In [10], the authors further studied this question. Instead of doing an analytic continuation
in t, the authors studied the frequency space correlator

G(ω)≡
∫ +∞

−∞
d teiωt
­

O
�

−i
β

2

�

O(t)
·

. (1)

They found that at large imaginary frequency ω = −iE, the behavior of the correlator is cap-

tured by the bouncing geodesic. It has exponential decay G(ω)∼ e−Eβ̃/2 where β̃2 = −(tL+ tR),
and tR/L is the boundary time at which the bouncing geodesic intersects the boundary (see Fig-
ure 1). As discussed in the introduction, this specific combination tR+ tL is a measure of how
much the singularity bends down.3

Note that in both papers [9] and [10], the authors assumed that the boundary state is the
thermofield double. This is a very special state, which has a boost symmetry and, as a result,
the correlator is a function of only one time t, or one frequency ω. In this paper, we will
consider a more general situation. In particular, we will study the thermofield double state
with an early time perturbation, which is dual to a Schwarzschild-AdS black hole with a shock
wave present.

2.2 Bending down of singularity in the presence of a shock wave

It is well known that a thermofield double state in the field theory is dual to a Schwarzschild-
AdS black hole [23]. Its metric is given by

ds2 = − f (r)d t2 +
dr2

f (r)
+ r2dΩ2

D−2 , (2)

where4

f (r) = r2 −
µ

rD−3
+ 1 . (3)

3Note that we are using a slightly different convention than [10]. We assume t is the boost-invariant combina-
tion tR + t L while they assumed t = −(tR + t L).

4We set the AdS length to be L = 1.
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tL(tR)

Figure 2: An early perturbation causes the singularity to bend down further, decreas-
ing tL(tR).

The horizon is at r = r0 where f (r0) = 0, and the inverse temperature is β = 4π/ f ′(r0). It is
convenient to define Kruskal coordinates. Define the tortoise coordinate

r∗ = −
∫ ∞

r

dr
f (r)

, (4)

and introduce null coordinates u= t− r∗, v = t+ r∗. Then the Kruskal coordinates are defined
as U = −e−2πu/β , V = e2πv/β .5

The quantity introduced above, β̃ , can be computed from the metric via
∫ ∞

0

dr
f (r)

=
1
4
(β̃ ± iβ) , (5)

where the imaginary part arises by going around the pole at r0 and the sign is determined
by the contour chosen. The expression on the left is just the Schwarzschild time difference
between the singularity and boundary along a radial null geodesic.

The bulk geometry dual to the thermofield double state with an early time perturbation
was studied in [4]. Suppose a perturbation with energy E comes in from the left boundary
at time tw. We consider the case where E is very small, and −tw is very large. The resulting
geometry has a shock wave lying near the horizon. As shown in [4], this solution consists
of two copies of Schwarzschild-AdS glued together along the shock wave with a shift in the

Kruskal V coordinate by α∼ E
M e−

2π
β tw (see Figure 2).

Physically, as a result of gravitational focusing, the time an infalling observer can experi-
ence after crossing the horizon will decrease. Intuitively, one can say the singularity bends
down in the Penrose diagram.

To be quantitative, we can consider a beam of radial light rays with certain energy coming
in from the right boundary at time tR. Suppose, without the shock wave, there is affine distance
λ0 between the light rays crossing the horizon and hitting the singularity. Clearly λ0 does not
depend on tR. One can ask: With the shock wave present, what is the new affine distance
experienced by the light rays? The expansion is given by

θ =
1
A

dA
dλ
=
(D− 2)

r
dr
dλ

. (6)

Since r is a function of UV , and V shifts across the shock, we can write6

r = h[U(V +αΘ(U))] , (7)

5In the left exterior we let t → t − i β2 .
6In these U , V coordinates, the metric is continuous across the shock wave. If one defines Ṽ = V +αΘ(U), the

metric picks up a δ(U)dU2 term and is not continuous.
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for some function h. Assuming the shock lies on the horizon, U = 0, we have
dr
dλ = h′(0)[V +αΘ(U)] dU

dλ , which implies

θ = (D− 2)
h′(0)
h(0)

[V +αΘ(U)]
dU
dλ

. (8)

This shows that θ jumps across the shock wave by an amount

δθ = (D− 2)α
h′(0)
h(0)

dU
dλ

. (9)

From (8) we see that the expansion of the light rays right after passing the shock wave, θ̃ , is
related to θ just before by

θ̃ = θ
�

1+αV−1
�

. (10)

Note that both θ and θ̃ are negative since r is decreasing.
The Raychaudhuri equation now implies that the affine distance to the singularity is

λ̃0 =
D− 2

θ̃
=

D− 2
θ

1
1+αV−1

=
λ0

1+αe−
2π
β tR

< λ0 . (11)

We see that this affine distance does depend on tR. It approaches λ0 when tR is large, since
the shift in V becomes negligible compared to V when V is large. Physically, the energy of the
shock seen by the light ray goes to zero. But the affine distance becomes shorter and shorter
as we take tR earlier, as the shock wave very close to the horizon will have a significant effect
on the infalling light ray. This fact is one manifestation of the statement that the singularity
bends down.

Another way to compute the jump in θ across the shock wave (9) is to include the stress
tensor of the shock

TUU = −
1

8πGN
(D− 2)αδ(U)

h′(0)
h(0)

, (12)

in the Raychaudhuri equation.
In this paper, we will study another quantity which can characterize this effect. We again

consider sending in a signal from the right boundary at time tR, and ask: What is the latest
time someone can jump in from the left boundary and still receive the signal? As in Section
1, we call this time tL(tR). Without the perturbation, this time is given by tL(tR) = −tR− β̃/2
where β̃ is defined in (5). To see this, note that since r∗ = 0 on the boundary, an ingoing
radial light ray from the right has v = tR. Since v = t + r∗ is constant, and t increases by β̃/4
at the singularity, we must have r∗ = −β̃/4 at the singularity. An ingoing light ray from the
left that meets it at the singularity has constant u = v − 2r∗ = tR + β̃/2. This is the time on
the left boundary, but since we are requiring that that time increase to the future, we have
tL = −u= −tR − β̃/2.

With the shock wave present, the only difference is that v increases across the shock due
to the jump in the Kruskal coordinate V . As a result, the left time becomes

tL(tR) = −tR −
β̃

2
−
β

2π
log
�

1+αe−
2π
β tR
�

. (13)

We again see that when tR is large positive, the effect of the shock wave is negligible. As we
decrease tR, the last term in (13) becomes more and more important. Eventually, tL(tR) ap-

proaches a constant − β̃2 −
β

2π logα. This is another manifestation of the fact that the singularity
bends down compared with the case without shock wave, and the amount of bending down
depends on tR.

Our goal in this paper is to extract tL(tR) (13) from a particular form of the left-right
correlator.
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3 Outline of calculation and main results

Since the calculation in Section 4 is rather long, in this section we give an outline, describing
the main steps and results.

We will do concrete calculations for a Schwarzschild-AdS black hole with a shock wave
on the horizon in dimension D = 5, though we expect our result to hold for more general
dimensions D > 3. We consider a scalar field with mass m in this background. Since the shock
wave breaks the boost symmetry, a left-right correlator will depend on two times, one from
each boundary. The dual field theory description starts with

G(tL , tR) = 〈TFD|ψL(tw)OL(tL)OR(tR)ψL(tw) |TFD〉 , (14)

whereψL(tw) is an operator with conformal dimension∆ψ≫∆O which creates a shock wave
at left time tw with energy E. We consider the left-right correlator of the operator O dual to
φ which has conformal dimension

∆O =
D− 1

2
+ ν , ν=

√

√ (D− 1)2

4
+m2 . (15)

We then take the limit tw → −∞, E → 0 keeping α ∼ E
M e−

2π
β tw fixed. Next, we Fourier

transform to get G(ωL ,ωR).7

To calculate G(ωL ,ωR), we first solve the equations of motion for the modes on the shock
wave background. We start with a Hartle-Hawking state on right, and propagate it across the
shock wave. A complete set of modes is given in (34). Using this mode expansion, we obtain
the general form of G(ωL ,ωR) (38). We do a detailed analysis of the analytic properties of
G(ωL ,ωR) to justify our later analytic continuation to imaginary frequency.

Next we evaluate various quantities appearing in the two-point function (38). These quan-
tities are obtained through solutions of the wave equation, which can be solved in a WKB
approximation in the large mass limit. The solutions have the form of integrals of various
bulk quantities (62). When we take the frequencies imaginary, the integrals in (62) can be re-
lated to properties of spacelike geodesics connecting left and right boundaries. The bouncing
geodesic as discussed in [9] (see review in Section 2) corresponds to large imaginary frequen-
cies. We have been suppressing the angular mode labels in G, but it will suffice to consider the
spherically symmetric mode since this is related to radial geodesics like the bouncing geodesic
we wish to recover.

As our goal is to quantify how much the singularity bends down as a function of tR, we do
a Fourier transform in ωR back to tR, while keeping ωL negative imaginary and large.8

G(ωL , tR)≡
∫ +∞

−∞

dωR

2π
e−iωR tR G(ωL ,ωR) . (16)

This is a novel form of the correlator which we will see expands upon [9] and [10]. One nice
feature of this mixed frequency-time correlator is that, when doing the Fourier transform in
ωR using the method of steepest descent, we actually pick up the saddle corresponding to the
bouncing geodesic in real spacetime. This might seem surprising at first, since the position
space correlator is not dominated by this bouncing geodesic. The reason for this difference

7Our convention for the momentum space correlator is that

G(ωL ,ωR) =

∫ +∞

−∞
d t L d tReiωL tL+iωR tR G(t L , tR) .

8How large is large enough will depend on tR. See Section 4.4 for details.
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is simply the hybrid form of the correlator, with large imaginary ωL . The resulting two-point
function has the following behavior (108):

G(ωL = −i ẼL , tR)∼ e ẼL tL(tR) = e
−ẼL

�

tR+
β̃
2+

β
2π log
�

1+αe
− 2π
β

tR
��

. (17)

So the coefficient of the exponential behavior of the hybrid correlator at large imaginary ωL
is precisely tL(tR) (13).

4 Calculations

In this section, we present the calculations that lead to our main result (17). In Section 4.1,
we first derive a general expression for the two-point function via a mode expansion and study
some of its properties. Since the general expression is not known exactly,9 we derive a large
mass approximation in Section 4.2. In Section 4.3, we discuss the analytic continuation of the
large mass expression to complex frequencies, which reveals a concrete relation between the
two-point function and geodesics in the shock wave spacetime.10 Finally in Section 4.4, we
Fourier transform the large mass expression in one of the frequencies to time and obtain the
result (17).

4.1 Two-point function of a massive scalar field in a shock wave spacetime:
General expression

We will calculate the two-point function by a mode expansion of φ. We first focus on
the field equation in the absence of the shock wave. Consider a solution of the form
φ = e−iωt YI (e)r−

D−2
2 ψω,l(r), where e denotes the angular coordinates and YI are the spherical

harmonics on SD−2, with I denoting the full set of indices including the angular momentum
l, so that ∇2

SD−2 YI = −l(l + D − 3)YI . The equation of motion for φ in terms of the tortoise
coordinate r∗ (4) takes the form of the following Schrodinger equation

(−∂ 2
r∗
+ Ul(r∗)−ω2)ψω,l = 0 , (18)

where

Ul(r∗) = f (r)

�

(2l + D− 3)2 − 1
4r2

+ ν2 −
1
4
+
(D− 2)2µ

4rD−1

�

. (19)

The potential Ul behaves near the boundary r∗→ 0 as

Ul ≈
ν2 − 1

4

r2
∗

, (20)

and near the horizon r∗→−∞ as

Ul∝ e
4πr∗
β . (21)

We can then normalize ψωl at the horizon by requiring

ψω,l ≈ eiωr∗−iδω,l + e−iωr∗+iδω,l , (22)

9See however [24] for a recent derivation of the exact retarded propagator in Schwarzschild-AdS without per-
turbations.

10The analytic continuation explained in Section 4.3.1 contains some technical details which are important for
the relation to geodesics described in Section 4.3.2, but readers not interested in the details may skip directly to
Section 4.3.2.
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where δω,l is real for ω> 0. The form of ψωl at the boundary is

ψω,l ≈ C(ω, l)(−r∗)
ν+1/2 , (23)

where C(ω, l) is fixed by the normalization. We also define modes that are supported on the
left and right regions

φ
R,L
ω,l (t, r, e) = e−iωt YI (e)r

− D−2
2 ψω,l(r) . (24)

In the absence of the shock wave, the Hartle-Hawking state is defined by taking modes of the
following form to be the positive frequency modes [25]:11

H(1)
ω,l =

√

√ 1
1− e−βω

φR
ω,l +

√

√ e−βω

1− e−βω
φL
ω,l ,

H(2)
ω,l =

√

√ 1
eβω − 1

φR∗
ω,l +

√

√ eβω

eβω − 1
φL∗
ω,l .

(25)

With the shock wave, we define our state by requiring that the modes H(1,2)
ω,l restricted to the

right exterior to continue to be our positive frequency modes, but their continuation into the
left is determined by the field equation in the presence of the shock wave.

When the effect of the shock wave is included, the metric becomes [26]12

ds2 =
f (r(U , Ṽ ))
κ2UṼ

dUdṼ −α
f (r(U , Ṽ ))
κ2UṼ

δ(U)dU2 + r(U , Ṽ )2dΩ2 . (26)

The field equation for the scalar field can be written as

(∇2
0 −m2)φ = −

16π2αUṼ
β2 f

δ(U)∂ 2
Ṽ
φ , (27)

where ∇2
0 is the Laplacian operator of the metric without the shock wave and the term on the

right includes all the effects of the shock wave. Near the horizon, this becomes

∂U∂Ṽφ = −αδ(U)∂
2
Ṽ
φ . (28)

Solving this, we get
φ(U = 0+, Ṽ ) = φ(U = 0−, Ṽ −α) . (29)

Note that the two sides of equation (29) are to be compared at the same value of Ṽ , so in
terms of the continuous V coordinate, both sides are evaluated at V = Ṽ − α, i.e. φ is
continuous across the shock. This must be the case since the near-horizon metric is simply
ds2 ≈ −4dUdV + r2

0 dΩ2
D−2 in continuous U , V coordinates.

Our positive frequency modes H̃(1,2)
ωR,l restricted to the right are exactly the same as H(1,2)

ωR,l

and are proportional to φR
ω,l and φR∗

ω,l . Near the right future horizon before the shock wave,
we have

H(1)
ω,l ≈

√

√ 1
1− e−βω

YI (e)r
− D−2

2
0

�

Ṽ−i β2πωeiδω + (−U)i
β
2πωe−iδω
�

,

H(2)
ω,l ≈

√

√ 1
eβω − 1

YI (e)r
− D−2

2
0

�

Ṽ i β2πωe−iδω + (−U)−i β2πωeiδω
�

.

(30)

11Note that the choice of relative coefficients between φR and φ L amounts to take t → t − i β2 on the left. In
what sense they are positive frequency modes will be explained shortly.

12Here we are using the discontinuous coordinate Ṽ = V +αΘ(U) in which the metric has a delta function.
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These are positive frequency modes in the sense that as complex functions of U and V ,
they are analytic in the lower half plane, i.e., we put the branch cut on the upper half plane,
or −1= e−iπ. As a consequence, when we go to the left past horizon where Ṽ < 0 and U > 0,
(30) becomes

H(1)
ω,l ≈

√

√ e−βω

1− e−βω
YI (e)r

− D−2
2

0

�

(−Ṽ )−i β2πωeiδω + U i β2πωe−iδω
�

,

H(2)
ω,l ≈

√

√ eβω

eβω − 1
YI (e)r

− D−2
2

0

�

(−Ṽ )i
β

2πωe−iδω + U−i β2πωeiδω
�

.

(31)

Note that (31) is also consistent with the definition (25) when restricting to the left exterior.
The U-dependent terms oscillate as U → 0 and vanish when smeared in frequency. We

will focus on the V -dependent terms. We then use the matching condition to take (−Ṽ )±i β2πω

to the left across the shock wave. From (29), on the left immediately across the shock wave,

(−Ṽ )−i β2πω becomes

(−Ṽ +α)−i β2πωR =

∫

dωL

2π
TωL ,ωR

(−Ṽ )−i β2πωL , (32)

where

TωL ,ωR
=
β

2π
αi β2π (ωL−ωR)

Γ
�

i β2πωR

� Γ

�

−i
β

2π
(ωL −ωR)
�

Γ

�

i
β

2π
ωL

�

. (33)

The form of TωL ,ωR
is obtained by noting that (32) is a Fourier transform when written in terms

of Eddington-Finkelstein coordinates. However, making eq. (32) precise requires a contour
prescription that we explain in detail in Appendix A.1. The positive frequency modes for our
state are therefore

H̃(1)
ωR,l =

√

√ 1
1− e−βωR

φR
ωR,l +

√

√ e−βωR

1− e−βωR

∫

dωL

2π
ei(δωR−δωL )TωL ,ωR

φL
ωL ,l ,

H̃(2)
ωR,l =

√

√ 1
eβωR − 1

φR∗
ωR,p +

√

√ eβωR

eβωR − 1

∫

dωL

2π
e−i(δωR−δωL )T ∗ωL ,ωR

φL∗
ωL ,l .

(34)

The state we are interested in is the vacuum state with respect to these modes.
We can expand the field φ in terms of these modes as

φ =
∑

l

∫ ∞

0

dω
2π

�

H̃(1)
ω,l b

(1)
ω,l + H̃(2)

ω,l b
(2)
ω,l

�

+ c.c. , (35)

where b(1)
ω,l and b(2)

ω,l are the annihilation operators of the corresponding modes, normalized as

�

b(i)
ω,l , b( j)†

ω′,l ′

�

=
2π
2ω
δ(ω−ω′)δl,l ′δi, j . (36)

We then obtain the bulk two-point function as

G(ωL ,ωR, l; rL , rR) =
1

4π
β2

(2π)2
α−i β2π (ωL−ωR)Γ

�

β

2π
iωR

�

Γ

�

−i
β

2π
ωL

�

Γ

�

i
β

2π
(ωL −ωR)
�

× ei(−δωR ,l+δωL ,l )ψωL ,l(rL)ψωR,l(rR)(rL rR)
− D−2

2 .
(37)
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The boundary two-point function can then be obtained from the extrapolation dictionary.

G(ωL ,ωR, l) = lim
rL ,rR→∞

(2νr∆R )(2νr∆L )G(ωL ,ωR, l; rL , rR)

=
ν2β2

(2π)2π
α−i β2π (ωL−ωR)Γ

�

β

2π
iωR

�

Γ

�

−i
β

2π
ωL

�

Γ

�

i
β

2π
(ωL −ωR)
�

× e−iδωR ,l C(ωR, l)eiδωL ,l C(ωL , l) .

(38)

Notice that the form of (38) only depends on the Kruskal coordinate shift at the horizon. The
details of the metric are encoded in the functions e±iδω,l C(ω, l).

4.1.1 Analytic properties of the momentum two-point function

We briefly summarize the analytic properties of G(ωL ,ωR) in the complex ωL and ωR plane.
This will be crucial in determining the analytic continuation of the large frequency expressions
derived in Section 4.2. It is easy to see that the gamma functions give rise to lines of equally
spaced first order poles in both planes. In the ωR plane, there is one line along the positive
imaginary axis from the origin, and another extending from ωL in the negative imaginary
direction

ωR =

¨

i 2πn
β , n= 0,1, . . . ,

ωL − i 2πm
β , m= 0,1, . . .

(39)

The case in the ωL plane is similar, with one line along the negative imaginary axis from the
origin, and another extending from ωR in the positive imaginary direction

ωL =

¨

−i 2πn
β , n= 0, 1, . . . ,

ωR + i 2πm
β , m= 0,1, . . .

(40)

Deducing the analyticity properties of e−iδωRl C(ωR, l) and eiδωL l C(ωL , l) is more involved,
and we simply state the results and leave details of the argument to Appendix A.2. We will
also often consider only the case of l = 0 and the labels for l will be dropped whenever we
restrict to this case. e−iδωR C(ωR) (l = 0) as a function of ωR has the following properties.

1. It has a reflection symmetry about the imaginary axis

e
−iδ−ω∗R C(−ω∗R) = (e

−iδωR C(ωR))
∗ . (41)

2. The only singularities it has are poles in the upper half plane and correspond to the
quasinormal frequencies reflected by the real axis. These poles come in pairs reflected
about the imaginary axis. The location of these poles are well-studied and are lines of
poles lying off the imaginary axis [27,28].

3. It has a line of zeroes along the positive imaginary axis ωR = i 2πn
β , n = 0,1, . . . . These

cancel all the poles along the positive imaginary axis from the gamma function (39)
when combined in G(ωL ,ωR).

Properties of eiδωL C(ωL) are obtained from those of e−iδωR C(ωR) by taking ωR→ωL and re-
flecting about the real axis. In particular, it has a line of zeroes that cancel with the poles along
the negative imaginary axis in (40) and has poles precisely at the quasinormal frequencies.

In summary, G(ωL ,ωR) in the ωR plane has lines of poles at the reflection of quasinormal
frequencies in the upper half plane, and a line of poles extending from ωL in the negative
imaginary direction (see Figure 3); in the ωL plane, it has lines of poles at the quasinormal
frequencies in the lower half plane, and a line of poles extending from ωR in the positive
imaginary direction.
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Figure 3: The analytic structure of G(ωL ,ωR) in the ωR plane for a fixed complex
ωL . The poles in the upper half plane are the reflection of the quasinormal modes
and those in the lower half plane start at the fixed complex ωL .

4.1.2 A “thermal” product formula in a shock wave background

Recently, it was pointed out in [21] that holographic thermal two-point functions take the form
of a product over quasinormal modes. The proof relies mostly on the fact that the boundary
two-point Wightman function Gthermal(ω) for a static spherically symmetric black hole is mero-
morphic, since it has only isolated simple poles, and that 1/Gthermal(ω) is entire, which follows
from the fact that Gthermal(ω) itself has no zeros - a feature that is connected to the presence
of an horizon. Given these properties, together with a few other technical details, one can use
the Hadamard factorization theorem13 to show that [21]

Gthermal(ω) =
Gthermal(0)

∏∞
n=1

�

1− ω2

ω2
n

��

1− ω2

(ω∗n)2

� , (42)

where, for concreteness, we takeωn to correspond to the quasinormal modes on the right side
of the lower half-plane. We emphasize that ωn does not denote the full set of quasinormal
modes. Due to the properties of Gthermal, its poles come in families (ωn,−ωn,ω∗n,−ω∗n). We
will be using ωn and −ω∗n to denote the poles in the lower half-plane of Gthermal(ω) which
correspond precisely to the full set of quasinormal modes (these are in fact the reflection
with respect to the real axis of the poles located in the upper half-plane of Figure 3). As
pointed out in [21], the expression (42) does not account for the presence of purely imaginary
quasinormal modes, even though they can be readily included. Since we are mainly focusing
on Schwarzschild-AdS while restricting to l = 0 modes, we do not have purely imaginary
quasinormal modes and thus we will not account for them in what follows. See Appendix B
for details on the more general case.

Below we present an analogous decomposition for the two-point function in the shock
wave background we are studying. First, notice that the two-point function we computed

13See Appendix B for details on the Hadamard factorization theorem.
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in (38) can be written as14

G(ωL ,ωR) =
ν2β2

(2π)2π
Γ

�

β

2π
i∆ω
�

α−i β2π∆ωGL(ωL)GR(ωR) , (43)

where we defined

GL(ωL) = Γ
�

−
β

2π
iωL

�

eiδωL C(ωL) , (44)

GR(ωR) = Γ
�

β

2π
iωR

�

e−iδωR C(ωR) , (45)

with∆ω=ωL−ωR. The above functions are meromorphic and have no zeros, i.e. 1/GL/R(ω)
are entire functions. These properties follow from the analytic properties described in 4.1.1
and correspond exactly to the main features that allowed [21] to use the Hadamard factoriza-
tion theorem to write (42). As a result, both GL and GR admit appropriate Hadamard factor-
izations whose details are spelled out in Appendix B. Applying the Hadamard factorization to
GR(ωR), GL(ωL) and Γ

�

β
2π i∆ω
�

in (43), we find that we can write15

G(ωL ,ωR) =
Gthermal(0)ei gα(∆ω)

∆ω
∏∞

n=1

�

1− ∆ωiΩn

��

1− ωL
ωn

��

1+ ωL
ω∗n

��

1+ ωR
ωn

��

1− ωR
ω∗n

� , (46)

with

gα(∆ω) =
β

2π
∆ω (c − γ− logα)−∆ω

∞
∑

n=1

�

2 Im
§

1
ωn

ª

−
1
Ωn

�

−
π

2
, (47)

whereΩn = 2πn/β are the Matsubara frequencies, γ is the Euler’s constant, Im{1/ωn} denotes
the imaginary part of 1/ωn and

c = i
2π
β

G′R(0)

GR(0)
= −i

2π
β

G′L(0)

GL(0)
. (48)

Using (46), we see that all the dependence of this two-point function on the geometry can
mostly be reduced to its quasinormal modes, the Matsubara frequencies and the parameter
α which characterizes the shock wave. There are however two undetermined constants: an
overall rescaling Gthermal(0) which was already present in (42) and a real constant c which
only changes gα. Furthermore, the form (46) makes the analytic structure of G(ωL ,ωR) fully
transparent.

Finally, we note that (46) implies that the thermal two-point function is captured by the
residue of our two-point function at ∆ω= 0. Namely,

Res∆ω=0 G(ωL ,ωR) = −iGthermal(ω) , (49)

where we set ωR = ωL = ω. This is a natural consequence of the fact that our expression
should reduce to the thermal two-point function in the limit α→ 0 with an appropriate choice
of contour. When α → 0, we have gα(∆ω) ∼ −∆ω logα because, by the Hadamard factor-
ization theorem, the infinite sum in gα together with the infinite product in the denominator

14The notation GR is frequently used to denote the retarded propagator. Here we use the label R just to denote
the fact that it is a function which only depends on ωR.

15We note that, while it is possible to prove that (46) must hold whenever (42) holds in the underlying geometry
without a shock, the form (47) relies on 1/GL/R(ω) being entire functions of finite order 1. Our WKB results (62)
strongly suggest this is true generically and one can refer to results in [29] or our own (100) to readily check it is
true in Schwarzschild-AdS in D = 5. For more details on the technical aspects involved in deriving (46) and (47)
see Appendix B.
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should converge and the remaining terms in gα are finite. Consider doing the inverse Fourier
transform of (46) in ωL , while keeping ωR ∈ R. There is a pole on the real axis at ωL = ωR
and we choose to Fourier transform by picking a contour γ that goes below it.16 Due to the
behavior of gα, for α≪ 1, the behavior of our integrand on the upper half-plane is controlled

by G(ωL ,ωR)e−iωL tL ∼ e−iωL(
β
2π logα+tL+C(ωn,Ωn)), where C(ωn,Ωn) is some constant, which

depends on the Matsubara frequencies and the quasinormal modes. This means that, given
a fixed tL , we can always make α small enough such that the integrand goes to zero on a
semi-circle in the upper half-plane which we can use to close our contour. Thus, the inverse
Fourier transform reduces to a sum over residues at ∆ω = iω̃n with n ∈ N0, since these are
the poles that are present in the upper half plane of ωL . In the limit α→ 0, only the residue
at ∆ω= 0 contributes due to the behavior gα(∆ω)∼ −∆ω logα. It thus follows that

lim
α→0

∫

γ

dωL

2π
G(ωL ,ωR)e

−iωL tL = Gthermal(ωR)e
−iωR tL . (50)

The factor of e−iωR tL is simply a consequence of the fact that we are coming from the finite
α result where the boost symmetry was broken. Doing the inverse Fourier transform in ωR
restores the expected result by combining this extra Fourier mode with e−iωR tR , yielding

Gthermal(t) =

∫

dω
2π

Gthermal(ω)e
−iωt , (51)

where we identified t = tL + tR.
We will not make further use of the decomposition (46) in our work. However, given the

similarities to (42), it would be interesting to understand if and how some of the properties
derived in [21] extend to our case. More ambitiously, given the relationship between this
two point function and the thermal four-point function (14), it would be interesting to con-
cretely determine the regimes of validity of this kind of decomposition for holographic thermal
correlators more generally [30,31].

4.2 Large mass limit

In this section, we will study G(ωL ,ωR, l) in a large mass limit. It is useful to define

ω= νu , l +
D− 3

2
= νk , (52)

and consider G(ωL ,ωR, l) as a function of u and k in the limit of large ν. In this limit, the lines
of poles in the ω planes mentioned in Section 4.1.1 become branch cuts in the u planes and
play an important role in the analytic continuation.

4.2.1 Matching function

It will be convenient to aligned G(ωL ,ωR, l) into two groups of factors. We will first consider
the following factors, which come from matching the solution to the wave equation across the
shock wave.

ν2β2

(2π)2π
α−i β2π (ωL−ωR)Γ

�

i
β

2π
ωR

�

Γ

�

−i
β

2π
ωL

�

Γ

�

i
β

2π
(ωL −ωR)
�

. (53)

16This choice is fundamentally tied to the definition of TωL ,ωR
explained in A.1, which relies on an iε prescription

that propagates to the definition of the frequency space two-point function. In fact, this calculation that we are
presenting resembles the one in Appendix A.1.
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We apply Stirling’s formula for large ν to get

2ν1/2β1/2

p

iuRuL(uL − uR)
exp
�

ν

�

iβuR

2π
log
�

αuR

uL − uR

�

+
iβuL

2π
log
�

uL − uR

αuL

�

−
β

2
uL

��

. (54)

This expression has branch points at uR = 0, uL = 0 and uR = uL . The branch cuts of the
logarithms are chosen to coincide with the location of the line of poles in (53), i.e. in the uR
plane, there is a cut along the positive imaginary axis from uR = 0 and one extending from uL
in the negative imaginary direction; in the uL plane, there is a cut along the negative imaginary
axis from uL = 0 and one extending from uR in the positive imaginary direction. Given the
results in 4.1.1, we expect the branch cuts extending from the origin in both planes to be
cancelled by contributions arising from the remaining factors. We will see that this is indeed
the case and the final results have the expected analytic structure.

4.2.2 Modes from WKB approximation

The remaining factors are

e−iδωRl C(ωR, l)eiδωL l C(ωL , l) = e−iδωRl eiδωL l lim
rL ,rR→∞

(rL rR)
∆− D−2

2 ψωL l(rL)ψωR l(rR) . (55)

All of these quantities are related to the Schrodinger problem (18), and we can use the WKB
approximation to obtain a large mass expression. Note that although the position Wightman
function involves G(ωL ,ωR, l) for all real ωL ,ωR, it suffices to explicitly calculate these quan-
tities for ωL ,ωR > 0 due to the reflection property mentioned in 4.1.1. Writing ψω,l = eνS in
(18) gives

−(∂r∗S)
2 −

1
ν
∂ 2

r∗
S + V (r∗) +

1
ν2

Q(r∗) = u2 , (56)

where

V (r∗) = f (r)

�

1+
k2

r2

�

, Q(r∗) = f (r)

�

−
1

4r2
−

1
4
+
(D− 2)2µ

4rD−1

�

. (57)

We solve the expansion up to O(1/ν) using the usual WKB methods. Imposing the normaliza-
tion condition of (22), we obtain

ψω,l(r) =

( p
u

(V (r)−u2)1/4 exp
�

−ν
∫ r

rc

dr
f (r)

p

V (r)− u2
�

, r > rc ,
2
p

u
(u2−V (r))1/4 cos
�

ν
∫ rc

r
dr

f (r)

p

u2 − V (r)− π4
�

, r < rc ,
(58)

where rc(u) is the turning point satisfying u2 = V (rc). Using the expression in the classically
forbidden region, we have, for large ν

lim
r→∞

(r)ν+
1
2ψω,l(r)≈

p
u lim

r→∞
exp

�

ν

�

log r −
∫ r

rc

dr
f (r)

Æ

V (r)− u2

��

. (59)

The remaining factors e±iδω,l are related to the WKB solution in the classically allowed
region since they are defined at the horizon via (22). Comparing the two expressions gives

eiδω,l = lim
r→r0

exp

�

iν

∫ rc

r

dr
f (r)

Æ

u2 − V (r)− i
π

4
+ iωr∗(r)

�

= e−i π4 lim
r→r0

exp

�

ν

�

i

∫ rc

r

dr
f (r)

Æ

u2 − V (r)− iu

∫ ∞

r

dr
f (r)

��

.

(60)
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Evaluating (55) with the WKB expressions above and combining with (54), one obtains at
l = 0

lim
ν→+∞

G(νuL ,νuR, 0)≈
2ν1/2β1/2

p

i(uL − uR)
eνZ(uL ,uR) , (61)

with
Z(uL , uR) = Zψ(uR) + Zψ(uL)− Zδ(uR) + Zδ(uL) + Zmatching(uL , uR) ,

Zψ(ua) = lim
r→∞

�

log r −
∫ r

rc(ua)

dr ′

f (r ′)

q

f (r ′)− u2
a

�

,

Zδ(ua) = lim
r→r0

�

i

∫ rc(ua)

r

dr ′

f (r ′)

q

u2
a − f (r ′)− iuα

∫ ∞

r

dr ′

f (r ′)

�

,

Zmatching(uL , uR) =
iβuR

2π
log
�

αuR

uL − uR

�

+
iβuL

2π
log
�

uL − uR

αuL

�

−
β

2
uL ,

(62)

where a = L, R, the Zψ(ua) terms are contributions from C(ωL) and C(ωR), the Zδ(ua) terms
are contributions from eiδωL and e−iδωR , and Zmatching(uL , uR) comes from the matching func-
tion of Section 4.2.1.

One aspect of the WKB approximation of G(ωL ,ωR) that is important in this work is that it
provides a clear connection between G(ωL ,ωR) and spacelike geodesics. Away from the shock
wave, spacelike geodesics (with proper length λ) can be labelled by the conserved quantities
related to the Killing vectors of time translation and rotation

E = f
d t
dλ

, q = r2 dθ
dλ

. (63)

The geodesics then satisfy
1
f

�

dr
dλ

�2

+
q2

r2
−

1
f

E2 = 1 , (64)

which is exactly the field equation (56) at leading order in ν if we change variables to

∂r∗S→−
dr
dλ

, u→−iE , k→−iq . (65)

This suggests that Z(uL , uR) at imaginary u should have a simple connection to spacelike
geodesics. However, Z(uL , uR) is originally defined only for uL , uR > 0 and needs to be an-
alytically continued to the entire complex plane. This involves some subtleties which will be
the focus of Section 4.3.

4.3 Analytic continuation of large mass expression and relation to geodesics

In this section, we discuss how to analytically continue Z(uL , uR) into the complex plane. Start-
ing with only the integrals defining Z(uL , uR) at uL , uR > 0, the analytic continuation is not
unique. One needs additional input from the analytic structure of G(ωL ,ωR). In particular,
we will pick the branch cuts of Z(uL , uR) to match exactly with the lines of poles of G(ωL ,ωR)
that were discussed in Section 4.1.1. Not only does this uniquely determine the analytic struc-
ture of Z(uL , uR), it also guarantees that our large mass expression is a good approximation of
G(ωL ,ωR) in the entire complex plane and not just for uL , uR > 0 where the derivation was
done. The analytic continuation of Z(uL , uR) allows ua to take values in the imaginary axis,
thus making the connection to geodesics manifest.
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4.3.1 Analytic continuation of large mass expression

Analytic continuation of rc(u)

The analytic continuation of Z involves two parts: (1) analytically continuing the turning
point rc(u), which comes up in the limits of integration and (2) specifying contours around
the pole of the integrand at r = r0. We start with the analytic continuation of rc(u), which was
studied in [10, 27, 29], and we simply summarize their results. At u > 0, rc(u) is the unique
positive solution to u2 = V (r). The analytic continuation of rc(u) to complex u is however
not unique. In particular, rc(u) has branch points when other solutions to u2 = V (r) merge
with rc(u) at complex u. These branch points were previously studied and were found to be
related to the quasinormal frequencies. In particular, in the case of l = 0 that we restrict
to, rc(u) has 4 branch points, where two correspond to the start of the lines of quasinormal
frequencies in the lower half plane and the remaining correspond to their reflection into the
upper half plane. The lines of quasinormal frequencies are also known to extend radially out in
the complex plane. From Section 4.1.1, we know that G(ωL ,ωR) has poles at the quasinormal
frequencies in the ωL plane and at their reflection in the ωR plane. Since Z(uL , uR) depends
on rc(u), one might expect branch cuts of rc(u) to remain branch cuts of Z(uL , uR).17 These
considerations determines that the branch cut from the 4 branch points of rc(u) should extend
radially outward to infinity.

Fixing the branch cuts determines the analytic continuation of rc(u) uniquely. In particular,
rc(u) is analytic in a neighborhood of the origin. Continuing to purely imaginary u through
the region near the origin, one finds that rc(u) goes behind the horizon and approach 0 as
u→±i∞. We also note that at small u, rc(u) is close to the horizon r0 and we have

rc(u)− r0 ≈
β

4π
u2 . (66)

So when u rotates in the complex plane by an angle θ , rc(u)− r0 rotates by 2θ . This fact will
be useful when considering the contour prescription for Zψ(u) and Zδ(u).

Analytic continuation of Zψ(u)

Now that the analytic continuation of rc(u) is fixed, we can consider the contours defining Zψ
and Zδ in Z . We first consider Zψ whose analytic continuation was worked out in [10], but
we briefly review the prescription here for completeness.

Zψ(u) = lim
r→∞

�

log r −
∫ r

rc(u)

dr ′

f (r ′)

Æ

f (r ′)− u2

�

. (67)

The integrand has a pole at r0 due to the 1/ f (r) factor. When u2 > 0, the integration contour
is simply a straight line from rc(u) to infinity. For general complex u, one must specify the
integration contour around the pole. It suffices to consider small u, since that is when rc(u)
is close to the pole. The case of larger u can simply be obtained by smoothly deforming the
contour from the small u case. To guarantee the function is an analytic continuation from
u > 0, as rc(u) is analytically continued away from u > 0, the contour must extend smoothly
from the original contour at u > 0 to rc(u) as in Figure 4. Notice that while rc(±i|u|) have
the same value, Zψ(±i|u|) have different contours since they are reached by rotating through
different half planes. Following this prescription, as u rotates by ±π, i.e. to u< 0 through the
upper/lower half planes, one gets two distinct contours for Zψ(|u|e±iπ). Remarkably, the two

17This will turn out to not be true. As mentioned, G(ωL ,ωR) in any one of the frequency planes only has 2 lines
of quasinormal poles, but rc(u) has 4 branch cuts. It turns out the individual Zψ and Zδ have all 4 branch cuts of
rc , but they add up in a way that some cuts cancel and the final result is in agreement with G(ωL ,ωR).
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Figure 4: Top left: the contour defining Zψ(u) for u= |u|eiθ where −π≤ θ ≤ π. Top
right: the contour first goes above the pole if u is in the upper half plane. Bottom
left: the contour first goes below the pole if u is in the lower half plane. Bottom
right: As u is rotated to −u through the lower half plane, the contour encloses the
pole in the counterclockwise direction. If we went through the upper half plane, the
contour would go clockwise instead, but the two ways of getting to −u end up giving
the same value. So Zψ(u) is single-valued and analytic near u= 0.

contours, revolving around the pole in opposite directions, give the same contribution due to
the branch cut of the square root (here we use the principal branch of the square root18), i.e.

Zψ(|u|e+iπ)− Zψ(|u|) = Zψ(|u|e−iπ)− Zψ(|u|) = |u|
β

2
. (68)

Thus, we have defined Zψ(u) in the entire complex plane using only smoothness from u> 0.19

In particular, we see from the above argument that it is single-valued, which implies that it is
analytic at u= 0. Because rc(u) appears explicitly, Zψ(u) inherits the branch cuts of rc(u), but
it is analytic everywhere else.

Analytic continuation of Zδ(u)

Now we turn to

Zδ(u) = lim
r→r0

�

i

∫ rc(u)

r

dr ′

f (r ′)

Æ

u2 − f (r ′)− iu

∫ ∞

r

dr ′

f (r ′)

�

, (69)

and again we restrict to small u. At general complex u, if we take both integrals to be straight
lines connecting the bounds, they will not approach r0 in the same direction since rc is complex
and the limit will not be defined. We must deform either one of the contours to line up with
the other as they approach r0 as in Figure 5. The precise way this is done is not important
since all equivalent deformations give the same value, and we will use different equivalent
prescriptions in different settings.

18Throughout the paper, we use the convention that the principal branch of a function has its branch cut in the
negative real axis and takes an input z with −π < arg(z)< π.

19Zψ(0) is defined by the limit as u→ 0.
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Figure 5: The green and blue contours represent the first and second integral in (70).
At complex u, Zδ(u) is defined by having the two integrals approach r0 from the same
direction. The prescriptions indicated in the top two panels have different contours
but give the same result. The bottom panels adopt the prescription of the top left
panel and show that one obtains a different contour if u < 0 is smoothly related
to u > 0 through different half planes. Unlike Zψ(u), these contours give different
results for Zδ(u) and one always gets a branch cut.

Aside from specifying a contour, one also needs to pick a branch of the square root to
guarantee that the cancellation between the two integrals occur. To see this, we take the r0-
to-rc integral to be the one that is deformed, such that the integrals always approach r0 from
the real line. Then, writing u = |u|eiθ , we single out the potentially divergent parts along the
last stretch of the contour (of length ε)

Zδ(|u|eiθ )≈ i|u|
p

ei2θ

∫ r0+ε

r0

dr ′

f (r ′)
− i|u|eiθ

∫ r0+ε

r0

dr ′

f (r ′)
+ finite, (70)

and we see that the divergent parts cancel if we take
p

ei2θ = eiθ for the angles that are
smoothly deformed from u > 0. This guarantees that the quantity is well-defined and the
contour ensures that the function is analytic at least in a neighbourhood of u > 0. So for
general θ , the integral is given by

Zδ(|u|eiθ ) = i
p

ei2θ

∫ rc(|u|eiθ )

r0

dr ′

f (r ′)

√

√

|u|2 −
f (r ′)
e−i2θ

− i|u|eiθ

∫ ∞

r0

dr ′

f (r ′)
, (71)

where the square root inside the integrand is the principal branch and the one in the prefactor
is defined by what angles we choose to be smoothly deformed from u> 0.

The above choice of branches of square root suggests that Zδ(u) is not single-valued. It is
easier to see this by taking the r0-to-rc integral to go along the straight contour and have the
integral contour defining r∗ be deformed. Since the r∗ integral does not have a square root, it
is easy to see that it cannot give the same value at u< 0.

Zδ(|u|e+iπ)− Zδ(|u|) ̸= Zδ(|u|e−iπ)− Zδ(|u|) . (72)

Thus, Zδ(u) is not single-valued and u= 0 is a branch point. In the calculation of (72), the
branch cut is placed at u < 0, but this need not be the case and, in fact, just with the integral
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alone there is no natural way to choose a branch cut. Here the analyticity properties discussed
in Appendix A.2 become crucial since it determines where the branch cut must be placed. Be-
fore taking the large mass limit, e−iδωR C(ωR) has a line of zeroes along the positive imaginary
axis that cancel the poles from the gamma functions. In the large mass approximation, we
consider the logarithm of e−iδωR C(ωR), and the line of zeroes become a branch cut in Zδ(uR),
which is to be canceled by another branch cut from the Stirling’s approximation of the gamma
functions. This means that for Zδ(uR)we should place the cut in the positive imaginary uR axis,
whereas for Zδ(uL), we need to choose the branch cut differently according to the analyticity
of eiδωL C(ωL), which indicates the cut is to be placed in the negative imaginary uL axis.

Analytic continuation of Z(uL, uR)

Finally we now put every term together to get the full Z(uL , uR) in the complex plane. There
are two noteworthy features. One is that while both Zψ(u) and Zδ(u) inherit all four branch
cuts of rc(u), when they are combined into Zψ(uL)+Zδ(uL) and Zψ(uR)−Zδ(uR), some branch
cuts will be cancelled. To see this, consider Zψ(uR)− Zδ(uR) with uR = |uR|eiθ .

Zψ(|uR|eiθ )− Zδ(|uR|eiθ ) = log r∞ −
∫ r∞

rc(|u|eiθ )

dr ′

f (r ′)

q

f (r ′)− |u|2ei2θ

− i
p

ei2θ

∫ rc(|u|eiθ )

r0

dr ′

f (r ′)

√

√

|u|2 −
f (r ′)
e−i2θ

+ i|u|eiθ

∫ ∞

r0

dr ′

f (r ′)
,

(73)

where r∞ is to be taken to∞. As mentioned, we take the branch cut from uR = 0 to go in
the positive imaginary axis, so the branch of square root in the prefactor of the third term isp

ei2θ = eiθ for π/2 > θ > −3π/2. We will write the integrand of the third term in the same
form as the integrand of the second term, whose square root is in the principal branch. This
requires absorbing ±i of the prefactor i

p
ei2θ back into a principal branch of square root. We

get i
p

ei2θ = −
p

−ei2θ for eiθ in the upper half plane and i
p

ei2θ =
p

−ei2θ for eiθ in the
lower half plane.20 So for uR in the upper half plane, we have

Zψ(|uR|eiθ )− Zδ(|uR|eiθ ) = log r∞ −
∫ r∞

rc(|u|eiθ )

dr ′

f (r ′)

q

f (r ′)− |u|2ei2θ

−
∫ r0

rc(|u|eiθ )

dr ′

f (r ′)

q

f (r ′)− |u|2ei2θ + i|u|eiθ

∫ ∞

r0

dr ′

f (r ′)
, (74)

where the rc(uR) dependence remains, whereas rc(uR) does not appear when uR is is the lower
half plane

Zψ(|uR|eiθ )− Zδ(|uR|eiθ ) = log r∞ −
∫ r∞

r0

dr ′

f (r ′)

q

f (r ′)− |u|2ei2θ + i|u|eiθ

∫ ∞

r0

dr ′

f (r ′)
. (75)

This is to say, of the four branch cuts of rc(u), the ones in the lower half plane no longer appear
for Zψ(uR)− Zδ(uR), but the ones in the upper half plan remain. This takes Z(uL , uR) closer to
the analytic structure of G(ωL ,ωR) in theωR plane, which has lines of poles at the reflection of

20We want to write i
p

ei2θ in the specific choice of square root mentioned into ±
p

ei(2θ+α) in the principal branch,
where 2θ +α is within (−π,π). Therefore, for 0< θ < π

2 , we absorb −i = e−i π2 so that i
p

ei2θ = −
p

ei(2θ−π); while

for − 3
2π < θ < −π, we absorb −i = ei 3π

2 to get i
p

ei2θ = −
p

ei(2θ+3π); and for −π < θ < π, we take i = ei π2 to get
i
p

ei2θ =
p

ei(2θ+π).
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the quasinormal frequencies into the upper half plane but not at the quasinormal frequencies
themselves.

This brings us to the second feature of Z(uL , uR). G(ωL ,ωR) in the ωR plane only has one
more line of poles, starting from ωL extending into the lower half plane. This is represented
by log(uL − uR) in Zmatching , where the branch cut of the logarithm in the uR plane is chosen
to point down from uL . From the general analysis in 4.1.1, G(ωL ,ωR) does not have further
poles and it does not have zeroes, but Z(uL , uR) has two terms with a branch cut in the uR

plane starting from 0 extending in the positive imaginary axis: i β2πuR log(αuR/(uL − uR)) in
Zmatching , and −Zδ(uR). As mentioned before, the two contributions cancel each other in
accordance with the analytic structure of G(ωL ,ωR). Since neither functions are divergent at
the branch cut, the branch cuts cancel out if the sum is single-valued, which can be checked
easily by a calculation similar to (72). Thus, Z(uL , uR) in the uR plane has analytic properties
that are in agreement with those of G(ωL ,ωR) in theωR plane. By repeating the same analysis,
one can also check the same for ωL . In this way, we have a complete analytic continuation of
Z(uL , uR).

4.3.2 Relation to geodesics

Through the above discussion, we see that Z(uL , uR) is well-defined in a certain range of imag-
inary frequencies. We will now show that at imaginary frequencies, Z(uL , uR) is closely related
to spacelike geodesics that pass through the interior.

It is useful to define the following integrals between r = a and r = b

T±(a, b; E)≡ ±
∫ b

a

dr
f (r)

E
p

E2 + f (r)
,

L(a, b; E)≡
∫ b

a

dr
p

E2 + f (r)
,

I(a, b; E)≡
∫ b

a

dr
f (r)

Æ

E2 + f (r) = ET+(a, b; E) + L(a, b; E) .

(76)

Note that I is the Legendre transform of L since

∂ I(a, b; E)
∂ E

= T+(a, b; E) . (77)

This holds both in the case where a, b are independent of E and when the endpoints a, b are
turning points at E.

These integrals can be interpreted physically in terms of geodesics. When we take b > a,
L(a, b; E) is the proper length and T+(a, b; E) is the Schwarzschild time difference between
the points r = a and r = b along a geodesic with energy E assuming r is monotonic along
the geodesic. Since the geodesic is spacelike, T+(a, b; E) could be either tb − ta or ta − tb
depending on the situation. The time difference is more complicated if r is not monotonic
along the geodesic. Consider a geodesic with energy E starting at r = a and ending at r = b
while going through a turning point r = c (we can assume a > c and b > c). In this case, it
is more convenient to parameterize the geodesic by the proper length λ increasing from λa
at the starting point to λb at the endpoint. The Schwarzschild time difference (up to a sign
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depending on the geodesic) is then

[tb − ta]E =

∫ λb

λa

dλ
d t
dλ

=

∫ λc

λa

dλ
E
f
+

∫ λb

λc

dλ
E
f

= −
∫ c

a
dr

E

f (r)
p

f (r) + E2
+

∫ b

c
dr

E

f (r)
p

f (r) + E2

= T+(c, a; E) + T+(c, b; E) = T−(a, c) + T+(c, b) ,

(78)

where we use the notation [tb − ta]E to denote the fact that we will be thinking of the
Schwarzschild time difference as a function of only E, the energy of the geodesic. Note that
in the third line we used the fact that r(λ) is not monotonic. The notation in the last line indi-
cates that it is useful to write the coordinates r from left to right in the direction of increasing
λ and using T− for segments where λ increases in the direction of decreasing r. This will be
useful for interpreting Z(uL , uR).

Now we see that integrals of the form I(a, b; iu) appear in (62). As mentioned, rotating
from u > 0 to u = −iE for real E should make the connection to geodesics manifest. It is
useful to first exclude Zmatching and look at the other terms, and we will consider the case of
EL , ER > 0.21 For a = L, R,

Zψ(−iEa) = lim
r→∞

�

log r −
∫ r

rc(−iEa)

dr ′

f (r ′)

q

f (r ′) + E2
a

�

, (79)

Zδ(−iEa) = lim
r→r0

�

i

∫ rc(−iEa)

r

dr ′

f (r ′)

q

−E2
a − f (r ′)− Ea

∫ ∞

r

dr ′

f (r ′)

�

(80)

= lim
r→r0

�

∫ rc(−iEa)

r

dr ′

f (r ′)

q

E2
a + f (r ′)− Ea

∫ ∞

r

dr ′

f (r ′)

�

. (81)

In (81), we chose
p
−1= −i in accordance with (71). When we combine the terms in Z after

taking u = −iE, we see that the portion of the uR integral from rc(−iER) to r0 cancels, while
the corresponding terms of the uL integral do not cancel and double instead (a special case of
(74) and (75)), so we have

Z = lim
r∞→∞

r→r0

�

2 log(r∞)−
∫ r∞

r

dr ′

f (r ′)

q

f (r ′) + E2
R + ER

∫ ∞

r

dr ′

f (r ′)

−

�

∫ r∞

rc(−iEL)

dr ′

f (r ′)

q

f (r ′) + E2
L +

∫ r

rc(−iEL)

dr ′

f (r ′)

q

f (r ′) + E2
L

�

− EL

∫ ∞

r

dr ′

f (r ′)

�

+ Zmatching(−iEL ,−iER) (82)

= −ER[r∗(r0) + T+(r0,∞; ER)]− Lreg(r0,∞; ER)

− EL[T−(∞, rc(−iEL); EL) + T+(rc(−iEL), r0; EL)− r∗(r0)]

−
�

Lreg(rc(−iEL),∞; EL) + L(rc(−iEL), r0; EL)
�

+ Zmatching(−iEL ,−iER) . (83)

21Excluding Zmatching means we will be considering functions with branch cuts at ER < 0 and EL > 0, so taking
uL = −iEL here means uL = limε→0+ EL ei(−π/2+ε). Once we consider all the terms in Z(uL , uR), there is no ambiguity
at uL = −iEL .
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Instead of writing the limits explicitly, we have defined Lreg by absorbing the log(r∞) such
that evaluating Lreg at ∞ is equivalent to taking r∞ → ∞ in (82), and we have abused
notation by abbreviating the r → r0 limit of (82) by evaluating T and r∗ at r0 even though it
is only the specific combination that is well-defined in the limit. Note that using our contour
prescription, the second line of (83) acquires an imaginary part −iβEL/2.

Eq. (83) can be interpreted geometrically. The first line contains terms that depend only on
ER. The quantity in brackets is, roughly speaking, in the form of a time difference of a geodesic
going from the horizon to the boundary without a turning point. Of course the Schwarzschild
time at the horizon is not defined, but it appears together with the tortoise coordinate r∗ to give
the well-defined Eddington-Finkelstein coordinate v at the horizon. Since these terms depend
on ER, we can interpret them as a quantity related to a geodesic in the right exterior. As we shall
shortly see, the EL terms are in a form that can be related to a geodesic with a turning point. If
these geodesics are to be joined together (and one does get a natural interpretation for all terms
in Z if one assumes this), it must be that the right geodesic hits the future horizon (i.e. the
shock wave) rather than the past horizon. As the geodesic goes from the right boundary toward
the future horizon, the Schwarzschild time increases, so T+(r0,∞; ER) must be interpreted as
the time at the horizon minus the time at infinity. So the quantity in brackets can be denoted
by

[vR − t|∂R
]ER
≡ r∗(r0) + T+(r0,∞; ER) , (84)

which represents a function purely of ER but can be thought of as the difference between
the (right) Eddington-Finkelstein vR at the shock wave and the bulk t coordinate at the right
boundary for a geodesic at energy ER.22 Now that we have related the terms in the brackets
to quantities associated to a geodesic in the right exterior, it is easy to see that the remaining
term in the first line of (83), Lreg(r0,∞; ER), is exactly the regularized length of that geodesic.

Next we turn to terms in the second and third line of (83), which depend only on EL . As
mentioned, rc(−iEL) is behind the horizon, so we can interpret the second line using (78)
with rc(−iEL) being the turning point of a geodesic starting from the horizon r = r0, going
through the interior, and ending at the left boundary at r = ∞. Since this geodesic goes
through the interior and is associated to the left, r = r0 here must represent the right future
horizon. We use (78) to again interpret the quantities in the brackets as a difference between
a Schwarzschild time and an Eddington-Finkelstein coordinate. Note that f is negative in the
integral defining T+(rc(−iEL), r0; EL). So T+(rc(−iEL), r0; EL) is negative and corresponds to
[trc
− tr0

]EL
. This determines that the quantities in the brackets can be interpreted as

[t|∂L
− vL]EL

≡ T−(∞, rc(−iEL); EL) + T+(rc(−iEL), r0; EL)− r∗(r0) . (85)

It is then also clear that the third line is (minus) the total proper length of the geodesic starting
from the shock wave, passing through the interior and ending at the left boundary. We denote
that as

L̄reg(r0,∞; EL)≡ Lreg(rc(−iEL),∞; EL) + L(rc(−iEL), r0; EL) , (86)

where the bar signifies that the geodesic passes through the interior.
We can then write

Z = −EL[t|∂L
− vL]EL

+ Zmatching − ER[vR − t|∂R
]ER
− L̄reg(r0,∞; EL)− Lreg(r0,∞; ER) , (87)

where except for Zmatching , every term appearing in Z has an interpretation in terms of quan-
tities associated to two piecewise geodesics starting from opposite boundaries and ending at

22Note that the quantities inside the brackets are not individually specified (in particular, t|∂R
is not a given time

since we are in frequency space) and must be understood as differences that are functions of ER. We will use the
same notation for quantities pertaining to EL .
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tR

Figure 6: At imaginary frequencies, terms appearing in Z have interpretations in
terms of quantities associated to two pieces of geodesics between the boundaries
and the shock wave.

the shock wave (see Figure 6). However, if these piecewise geodesics (labeled by energy Ea)
are to link up at the shock wave appropriately to form a geodesic across the entire space time,
the place at which they meet at the shock wave, labeled by the Kruskal coordinate on the
corresponding patches, must satisfy the condition

EL

ER
=

VL

VR
=

VR +α
VR

=
VL

VL −α
. (88)

Note that this implies that for α > 0, which is what we are assuming, there are no radial
geodesics with ER > EL connecting the two boundaries. One can solve (88) to find the
Eddington-Finkelstein coordinates at which the geodesic hits the shock wave from each side
as functions of EL and ER

[vR]EL ,ER
≡
β

2π
log

αER

EL − ER
, (89)

[vL]EL ,ER
≡
β

2π
log

αEL

EL − ER
. (90)

One then notices that these naturally occur within Zmatching(−iEL ,−iER)

Zmatching(−iEL ,−iER) = ER
β

2π
log
�

αER

EL − ER

�

+ EL
β

2π
log
�

EL − ER

αEL

�

+ i
β

2
EL (91)

= ER[vR]EL ,ER
− EL[vL]EL ,ER

+ i
β

2
EL . (92)

Therefore, we see that

Z(−iEL ,−iER) = −EL

�

[t|∂L
− vL]EL

+ [vL]EL ,ER

�

− ER

�

−[vR]EL ,ER
+ [vR − t|∂R

]ER

�

− L̄reg(r0,∞; EL)− Lreg(r0,∞; ER) + i
β

2
EL , (93)

where the+i β2 EL cancels exactly with the imaginary part coming from our contour prescription
in computing −EL[t|∂L

− vL]EL
.

The above expression can be understood in an intuitive way. Suppose we Fourier transform
ωR,ωL back to position space tR, tL and evaluate the integral by the method of steepest de-
scent, we would need the saddle points of Z(uL , uR)− iuR tR− iuL tL . We can look for solutions
at real E = iu for E > 0 by using the expression in (93) for Z(uL , uR). The saddles are given
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by ∂Ea
[Z(−iEL ,−iER)− ER tR − EL tL] = 0, which evaluate to

tR = [t|∂R
− vR]ER

+ [vR]EL ,ER
, (94)

−tL = [t|∂L
− vL]EL

+ [vL]EL ,ER
− i
β

2
, (95)

where in this notation tL/R on the left are specific boundary times, whereas the expressions
on the right are purely a function of energies. Note that in (95) tL and t|∂L

have opposite sign
because tL is the future pointing boundary time and t|∂L

is the left bulk time which increases
to the past, and −iβ/2 is canceled by an imaginary part from [t|∂L

− vL]EL
. Equations (94) and

(95) suggest that at the saddle, the Eddington-Finkelstein coordinates at which the geodesic on
one side hits the shock wave are exactly those of a geodesic on the entire spacetime. This shows
that saddles of Z satisfy the geodesic equations, but that does not imply that the position space
two-point function is dominated by real geodesics. In fact, we expect the bouncing geodesic
that was mentioned in Section 2 to not dominate the real time two-point function based on
the case without the shock wave [9,10]. Instead, the real time two-point function is expected
to be dominated by complex solutions to the geodesic equations (94), (95)23 that do not have
a real spacetime geometric interpretation.

4.4 Probing the singularities via saddles

In Section 2 we defined tL(tR) (13) to be the latest time that an observer could jump into the
black hole from the left and receive a signal sent from the right boundary at time tR. In this
section, we show how to recover tL(tR) from the two-point function. The key is to use the
relationship to geodesics at imaginary frequencies. Since we want to detect the singularity
bending down as a function of tR, we keep uL = −iEL imaginary and Fourier integrate uR to
tR via the method of stationary phase.

G(ωL , tR) =

∫

dωR

2π
e−iωR tR G(ωL ,ωR)≈

ν

2π

∫

duR
2ν1/2β1/2

p

i(uL − uR)
eν(−iuR tR+Z(uL ,uR)) . (96)

We will show that for large enough EL , the saddle point dominating the integral is given by
contributions from the bouncing geodesic and one will be able to detect the effect of the shock
wave on the bending down of the singularity. This is manifested in the exponential behavior
of the mixed frequency-time correlator (96) as EL grows.

It is important that in (96) we only Fourier transform back one of the frequencies as the
real time two-point function is not expected to be dominated by the real geodesic saddle.
The constraint that the left frequency stays imaginary is also crucial for picking out the real
geodesic. The requirement that EL > 0 is related to the fact that there is a branch cut for
ER > EL: for EL > 0, the branch cut does not intersect the real line in theωR plane, so theωR-
contour defining G(ωL , tR) can be simply taken to be the real line; if we considered EL < 0, the
branch cut goes through the real line and the ωR-contour must undergo a large deformation
into the lower half plane for G(ωL , tR) to even be defined, but the resulting quantity does not
have a clear physical meaning.

Our discussion so far applies to general dimensions. In this section, we will restrict to
D = 5, where we are able to explicitly evaluate the integrals for Z in order to calculate the
Fourier transform (96). However, we expect the same features to hold in any dimensions
D > 3. The case of D = 5 is easier to work with because f (r) factorizes

f (r) =
(r2 − r2

0 )(r
2 + r2

1 )

r2
, (97)

23Although these equations are derived for EL , ER > 0, they also hold for complex Ea in a neighbourhood of
EL , ER > 0. Further away from this region, i.e. for ua in different half planes, the equations are still geodesic
equations but are not given by (93).
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where r2
1 = r2

0 + 1 and µ= r2
0 r2

1 . In terms of r0, r1, we have

β =
2πr0

r2
0 + r2

1

, β̃ =
2πr1

r2
0 + r2

1

. (98)

The branch points ui of rc(u) also take a simple form

u1 = ir0 + r1 , u2 = ir0 − r1 , u3 = u∗2 = −ir0 − r1 , u4 = u∗1 = −ir0 + r1 . (99)

Defining Ca
i = ua − ui for a = L, R and i = 1, . . . , 4, we can write Z(uL , uR) as

Z(uL , uR) =
1
2

log

�

CR
1 CR

2 C L
3 C L

4

16

�

+
iuRβ

4π

�

log CR
1 CR

2 − 2 log
�

i
uL − uR

α

��

+
iuLβ

4π

�

log
1

C L
3 C L

4

+ 2 log
�

i
uL − uR

α

�

�

− (uL + uR)
β

4

+
uRβ̃

4π
log

CR
2

CR
1

+
uLβ̃

4π
log

C L
3

C L
4

,

(100)

where there is a branch point associated with every Ca
i in the ua plane at ui and the branch cut

is chosen to extend to infinity from ui .
24 The branch cut associated with uL − uR is chosen to

be at Im(uL − uR) < 0, Re(uL) = Re(uR) = 0. The analytic structure is therefore in agreement
with what was discussed in Section 4.3.1.

With the explicit expression (100), we now evaluate the Fourier integral (96) via the
method of steepest descent. This involves first finding the saddles of −iuR tR + Z(uL , uR) with
respect to uR and then finding the steepest descent contours. The saddles are solutions to

tR = i
β

4
− i

β̃

4π
log

CR
2

CR
1

+
β

4π

�

log CR
1 CR

2 − 2 log
�

i
uL − uR

α

��

, (103)

where the logarithms are again in the same branches as in (100). Switching to Ea = iua for
a = L, R, the equation becomes25

tR +
β̃

2π

�

arctan
ER + r0

r1
−
π

2

�

+
β

4π
log

(EL − ER)2

α2
�

(ER + r0)2 + r2
1

� = 0 . (104)

In general, the solutions to this equation will be complex and do not correspond to real space-
time geodesics, but it turns out that at fixed tR, if we take EL to be large enough, then the
solutions will be at real ER.

To see how this is the case, we restrict attention to real ER. Notice that the imaginary
part of the left hand side of (104) vanish identically. Furthermore, one should only consider
this expression for EL > ER because of the branch cut, which reflects the fact that there are

24More explicitly, our choice of branch here means

log (Πi(u− ui)
ai ) =
∑

i

ai log (u− ui) , (101)

where log(u− ui) has a branch cut extending from ui to infinity radially and the expression agrees with the principal
branch of the logarithm in a neighbourhood of u> 0. For example, for ui in the upper half plane and let θ = arg(ui)
in the principal branch, we have

log(u− ui) = log |u− ui |+ i
�

arg
�

(u− ui)e
−i(θ−π)
�

+ θ −π
�

. (102)

25Note that iβ/4 is canceled by evaluating log CR
1 CR

2 of (103) in accordance with the specified branch cuts (102).
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Figure 7: The contour plot of the real part of Z(uL , uR) − iuR tR in the uR plane at
fixed tR and different EL = iuL > 0. The two branch cuts in the upper half plane
come from rc(u) and are associated with the reflection of the quasinormal poles. The
branch cut in the lower half plane is the one of Zδ(uR) and starts at uL . For smaller
EL (left), the saddles are at complex uR. If EL is large enough (right), the saddles lie
on the imaginary axis. In the latter case, the steepest descent contours through E(1)R

and E(2)R are the yellow and green lines respectively. The original contour can only
deform into the yellow contour.26

no geodesics with ER > EL . We consider the expression on the left hand side of (104) as a
function of ER for a fixed EL . It has one maximum in the relevant region of EL > ER when
EL > −2π/β (which is always true for EL > 0). Since the expression approaches −∞ as
ER→ EL , we always have at least one real solution if the maximum is greater than 0. This will
not be true if EL is small, in which case one obtains complex saddles. But if we take EL to be
large, the maximum of the left hand side can be made as big as possible due to the presence
of log EL and one is guaranteed to get real saddles.

Since tR appears also on the left hand side, how big EL needs to be depends on tR, e.g. for

large negative tR, the minimum EL ∼ e−
2π
β tR . In this regime, there is a second real solution

if the function on the left hand side of (104) decreases below 0 as ER → −∞, which occurs
when

tR < t∗R =
β̃

2
+
β

2π
logα . (105)

We denote the solution that always appear by E(1)R and the solution that appears only when

tR < t∗R by E(2)R . Note that E(1)R ≥ E(2)R .
As explained in the previous paragraph, the existence of real saddles relies on EL to be

larger than a tR dependent value, but does not require EL → ∞. The limit EL → ∞ is
useful because the spacelike geodesics of these saddles become increasingly null and turn into
geodesics that bounces at the singularity. In this limit,

E(1)R ≈
EL

1+αe
−2πtR
β

, (106)

which corresponds to a spacelike geodesic that bounces at the future singularity, as mentioned
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Figure 8: The steepest descent contour for E(1)R becomes a curve of constant slope

at large |uR|. We note that while a saddle E(2)R is present in the figure above, we

do not denote it since our focus is on the contour passing through E(1)R . The slope

of the steepest descent contour for E(1)R is dependent on tR. For example, the slope
on the right asymptotically is given by 1

π logα − 2tR
β . The case of Figure 7 has a

contour that continues into the lower half plane, whereas here we have a contour that
continues into the upper half plane. In either case, the contour can be deformed from
the real axis by closing the contour at infinity, unlike the steepest descent contour
of E(2)R . The steepest descent contour can run into the branch cuts in the upper
half plane if the slope of the contour is large enough. In D = 5, this occurs when
1
π logα− 2tR

β >
β

β̃
. It is more complicated in other dimensions since the branch cut

does not have constant slope. Despite this, one can simply have the contour run
along the branch cut to infinity, which would again be deformable from the real axis.
In this case, the contribution of the integral along the branch cut is exponentially
small compared to that of the saddle.

in Section 2.2. The other solution for tR < t∗R is given by

E(2)R ≈
EL

1−αeπ
β̃
β e−

2πtR
β

, (107)

which corresponds to a geodesic that, when traced starting from the right, bounces first at
the past singularity and then again at the future singularity before reaching the left boundary.
There are further geodesic saddles if we take EL < 0, corresponding to geodesics that bounce
at the past singularity, but as mentioned these do not have a clear physical meaning.

Now that the saddles are found, one can examine the steepest descent contours that pass
through each of these saddles. As shown in Figures 7 and 8, the original contour defining (96)
can only deform into the contour through E(1)R . Therefore, the steepest descent method gives

26Each of the saddles is a local maximum on their respective steepest descent contours, but is a local minimum in
the orthogonal direction. This implies that if we deform the real axis to go through E(2)R in the horizontal direction,
that saddle would not dominate the integral. The behaviour of Z(uL , uR) at large uR does not allow deforming the
real line to the green contour.
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the following approximation for (96) at large EL

G(−iνEL , tR)≈ 2ν





E2
L

4
�

1+αe−
2πtR
β

�





ν

exp

�

−νEL

�

tR +
β̃

2
+
β

2π
log
�

1+αe−
2πtR
β

�

��

.

(108)
We see that G(ωL , tR) is dominated by an exponential function asωL →−i∞. The coefficient
governing the growth/decay of the exponential function

−tR −
β̃

2
−
β

2π
log
�

1+αe−
2πtR
β

�

, (109)

is exactly tL(tR) (13), the latest time on the left boundary at which an observer can still receive
a signal entering the black hole from the right at tR.

5 Discussion

We have considered the thermofield double state with a perturbation on the left at time tw,
in the limit that tw → −∞. The bulk dual is a Schwarzschild-AdS black hole with a shock
wave on the horizon. If a signal is sent in from the right boundary at tR, there is a latest
time that an observer on the left can jump in and receive this signal. This time, tL(tR), is
a nontrivial function of tR which depends crucially on the singularity inside the black hole.
We have shown how to recover this function from the dual field theory. The hybrid left-right
correlator G(ωL , tR) of a high dimension operator has exponential behavior at large imaginary
ωL with a coefficient that is precisely tL(tR).

Much of our analysis applies to all spacetime dimensions D > 3, but in Section 4.4 we
restricted to D = 5 to perform some explicit calculations. We expect the final result will hold
in other dimensions.

It is clear that our two-point function does not give information about the singularity for all
black holes. First, we need a spacelike singularity to define tL(tR), so our calculation cannot
be applied to any black hole with an inner horizon. Second, our method requires boundary
anchored spacelike geodesics to approach the singularity when their energy becomes large.
This will not be true if gt t is bounded from above inside the horizon. (See [32] for examples of
black holes with this property.) It is an interesting open question to find boundary observables
that probe these other spacelike singularities.

There are a number of additional open questions raised by this work: (1) Our bulk calcu-
lation of the correlator corresponds to the large N and large λ limit of the dual field theory.
It would be interesting to explore quantum or stringy corrections, perhaps along the lines
of [33]. (2) More ambitiously, can one compute the correlator (at finite N and λ) just from
the boundary theory? (3) Our analysis (and the earlier analyses [9, 10]) depended crucially
on having a two-sided black hole. How can one generalize to a single-sided black hole? (4)
Suppose that we send in arbitrary neutral, spherical matter from the right. The metric will
be time dependent on the right and changed inside the black hole, so our calculation does
not apply. However tL(tR) is still well defined, and contains the information about how the
singularity bends down. Since our final two-point function depends on a right time and left
frequency, it is plausible that it will again be dominated by the nearly null spacelike geodesic
and have the same exponential behavior with coefficient tL(tR). Verifying whether or not this
is the case is left for future investigation. A natural first step in this direction would be to try
repeating the analysis done in this work in Vaidya geometries.
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A On the analytic properties of the frequency space correlator

In this appendix, we will explain several details regarding the definition of our two-point func-
tion (38) and its analytic structure. In Section A.1, we start by providing a detailed derivation
of TωL ,ωR

, the object that allows us to evolve the scalar field modes across the shock wave
using (32). As we shall see, its definition involves providing an appropriate iε prescription.
Without the latter we would find our frequency space two-point function to be a distribution
on the real axis, which cannot be readily analytically continued. Moving on to Section A.2,
we explain the analytic properties of the factors e±iδωC(ω) appearing in the frequency space
two-point function (38).

A.1 Derivation of TωL,ωR

In the main text, in order to evolve the scalar field modes across the shock, we write

(−Ṽ +α)−i β2πωR =

∫ +∞

−∞

dωL

2π
TωL ,ωR

e−iωL v . (A.1)

By noting that in the past horizon on the left, while staying below the shock, we have

(−Ṽ +α)−i β2πωR = (e
2π
β v +α)−i β2πωR , it follows that

(e
2π
β v +α)−i β2πωR =

∫ +∞

−∞

dωL

2π
TωL ,ωR

e−iωL v . (A.2)

We can then write TωL ,ωR
as the Fourier transform

TωL ,ωR
=

∫ +∞

−∞
dv(e

2π
β v +α)−i β2πωR eiωL v . (A.3)

One can readily check that this Fourier transform must be a distribution on the real axis because
the function we are Fourier transforming is not absolutely integrable. To make this point more
explicit, we can compute the indefinite integral

I =

∫

dv(e
2π
β v +α)−i β2πωR eiωL v

= −
ieivωL (e

2π
β v +α)1−i β2πωR

αωL
F

�

1, 1+ i
β

2π
(ωL −ωR), 1+ i

β

2π
ωL ,−

e
2π
β v

α

�

,

(A.4)

where F denotes the ordinary hypergeometric function. One can check that I does not con-
verge for v → ±∞. However, if we set ωL → ωL − iε1 and ωL −ωR → ωL −ωR + iε2 with
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Figure 9: The blue curve is the contour C .

εi > 0, we find

lim
v→+∞

I =
β

2π

αi β2π (ωL−ωR+iε2)Γ
�

i β2π(ωL − iε1)
�

Γ
�

−i β2π(ωL −ωR + iε2)
�

Γ
�

i β2π(ωR − iε1 − iε2)
� , (A.5)

lim
v→−∞

I = 0 . (A.6)

With this prescription we ensure (A.3) converges and by sending εi → 0 at the end we find

TωL ,ωR
=
β

2π
αi β2π (ωL−ωR)

Γ (i β2πωR)
Γ

�

−i
β

2π
(ωL −ωR)
�

Γ

�

i
β

2π
ωL

�

. (A.7)

While this is the expression we use in the main text, it is important to keep in mind that there
is always an implicit iε prescription associated to it, given by (A.5). In other words, inserting
(A.7) in (A.2) does not yield the left-hand side unless we do an appropriate deformation of
the contour.

As a consistency check of the above derivation, we write

(e
2π
β v +α)−i β2πωR =

∫

C

dωL

2π
TωL ,ωR

e−iωL v , (A.8)

with TωL ,ωR
given by (A.7) and where the contour C is specified below. In theωL plane, TωL ,ωR

has one line of poles given by ωL =
2πin
β and another at ωL = ωR − i 2πn

β , where n ∈ N0. The
contour C is as shown in Figure 9 and is informed by the iε prescription in (A.5). We now
check that this choice of contour does yield the correct result. We are interested in computing
the integral

β

2π
α−i β2πωR

Γ (i β2πωR)

∫

C

dωL

2π
Γ

�

−i
β

2π
(ωL −ωR)
�

Γ

�

i
β

2π
ωL

�

ei
�

β
2π logα−v
�

ωL . (A.9)

If β
2π logα > v, we close the contour in the upper half plane. The choice of contour C then

gives a semi-circle that includes the pole at 0 and excludes the pole at ωR. This gives the
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correct behaviour because when α≫ 1 or v/β ≪−1, the n = 0 pole dominates the sum over

the residues and one gets α−i β2πωR . We can compute the integral exactly as follows

β

2π
α−i β2πωR

Γ
�

i β2πωR

�

∫

dωL

2π
Γ

�

−i
β

2π
(ωL −ωR)
�

Γ

�

i
β

2π
ωL

�

ei
�

β
2π logα−v
�

ωL

=
β

2π
α−i β2πωR

Γ
�

i β2πωR

� i
∑

n=0,1...

Γ

�

n+ i
β

2π
ωR

�

e−
�

logα− 2π
β v
�

n Res
�

Γ

�

i
β

2π
ωL

�

,ωL =
2πin
β

�

=
α−i β2πωR

Γ
�

i β2πωR

�

∑

n=0,1...

Γ

�

n+ i
β

2π
ωR

�

e−
�

logα− 2π
β v
�

n (−1)n

n!

= (α+ e
2π
β v)−i β2πωR , (A.10)

yielding the right result. On the other hand, if β
2π logα < v, we close the contour in the lower

half plane. Now our semi-circle excludes the pole at 0 and includes the pole at ωR. When
α ≪ 1 or v/β ≫ 1, the n = 0 pole dominates the sum and one gets e−iωRv . With this, we
see that there is a sense in which TωL ,ωR

acts like a delta function δ(ωL −ωR) as α→ 0, as it
should be for consistency of (A.2).27 Using this contour, we can do an analogous calculation
to see that we again get the correct result

β

2π
α−i β2πωR

Γ (i β2πωR)

∫

dωL

2π
Γ

�

−i
β

2π
(ωL −ωR)
�

Γ

�

i
β

2π
ωL

�

ei
�

β
2π logα−v
�

ωL

= −
β

2π
α−i β2πωR

Γ (i β2πωR)
i
∑

n=0,1...

Res
�

Γ

�

−i
β

2π
(ωL −ωR)
�

Γ

�

i
β

2π
ωL

�

ei
�

β
2π logα−v
�

ωL ,ωL =ωR −
2πin
β

�

=
e−ivωR

Γ (i β2πωR)

∑

n=0,1...

Γ

�

i
β

2π
ωR + n
�

(−1)n

n!
e
�

logα− 2π
β v
�

n

= (α+ e
2π
β v)−i β2πωR . (A.13)

A.2 Analytic structure of e±iδωC(ω)

In this section, we consider the analytic properties of e±iδωC(ω), which directly appears in
G(ωL ,ωR, l). It will be useful to introduce solutions to (18) that have different boundary
conditions than those satisfied by ψω,l . We define ϕ and f± to be solutions with the following
properties

ϕ(ω; z)→ z
1
2+ν , z→ 0 ,

f±(ω; z)→ e±iωz , z→∞ ,
(A.14)

27Rigorously speaking, to define the TωL ,ωR
yielded by (A.3) in the real axis, one should keep the iεi factors

in (A.5) and take εi → 0 with more care than what we did when writing (A.7). In particular, preserving the iε
prescription, we can write

TωL ,ωR
=

f (ωL ,ωR)
(ωL − iε1)

+
g(ωL ,ωR)

(ωL −ωR + iε2)
, (A.11)

where f and g are defined and continuous for every ωL/R ∈ R. Invoking the fact that under an integral we have
in the distributional sense

lim
ε→0+

1
x ± iε

= ∓iπδ(x) +P
�

1
x

�

, (A.12)

where P denotes the Cauchy principal value, the limit εi → 0+ of (A.11) gives rise to the actual distribution yielded
by (A.3), which contains a factor with δ(ωL −ωR). That should be the only surviving contribution when α→ 0
for consistency of (A.2).
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i.e. ϕ is the normalizable mode, f+ ( f−) is the pure ingoing (outgoing) mode at the horizon.
The advantage of introducing these solutions is that their analyticity properties are easily de-
duced from standard methods in scattering theory [34]: ϕ(ω; z) is an entire function of ω
and f+(ω; z) is analytic in the upper half ω plane. Viewed as complex functions of ω, these
solutions have the following reflection properties.

f+(ω; z)∗ = f−(ω
∗; z) = f+(−ω∗; z) ,

ϕ(ω; z)∗ = ϕ(ω∗; z) , ϕ(ω; z) = ϕ(−ω; z) .
(A.15)

In particular, the properties of f−(ω; z) can be easily deduced from those of f+(ω; z) by reflec-
tion.

Using the specific properties of (18) we can constrain the singularities of f+(ω; z) in the
lower half ω plane. Since r is a periodic function of z with period iβ/2 for Re(z) ≫ 1, the
potential V (z) can be expanded as a sum of exponentials at large real z

V (z) =
∞
∑

n=1

ane−
4πn
β z . (A.16)

This implies that the only singularities of f+(ω; z) in the lower halfω plane are equally spaced
simple poles along the imaginary axis at

ω= −i
2πn
β

, n= 1, 2, . . . (A.17)

The Jost function F(ω) is defined as the linear coefficients when ϕ(ω; z) is written in
terms of a linear combination of f±(ω; z)

ϕ(ω, z) =
1

2iω
(F(−ω) f+(ω, z)−F(ω) f−(ω, z)) . (A.18)

The properties of F(ω) can be deduced from those of ϕ(ω; z) and f+(ω; z) since F(ω) is
simply the Wronskian between them

F(ω) = f+(ω; z)∂zϕ(ω; z)−ϕ(ω; z)∂z f+(ω; z) . (A.19)

This implies F(ω)must have exactly the same analyticity properties as f+(ω), i.e. the only sin-
gularities are a line of poles at (A.17). (A.15) implies the reflection propertyF(ω)∗ = F(−ω∗).
F(ω) also have the property that its zeroes in the upper half plane correspond to bound states
of the potential V (z). Since there are no bound states at l = 0, F(ω) has no zeroes in the
upper half plane. Moreover, note that since F(ω) is the coefficient of the outgoing mode in
the normalizable mode φ in (A.18), the zeroes of F(ω) in the lower half plane corresponds to
the quasinormal modes of the scalar field. The reflection property of F(ω) then implies that
these quasinormal modes have a reflection symmetry about the imaginary axis.

In terms of these functions, our original modes ψω(z) can be expressed as

ψω(z) = eiδω f+(ω; z) + e−iδω f−(ω; z) = C(ω)ϕ(ω; z) . (A.20)

Comparing with (A.18) gives

eiδωC(ω) = −
2iω
F(ω)

, e−iδωC(ω) =
2iω

F(−ω)
. (A.21)

Using the analyticity properties of F(ω), we obtain the following properties of eiδωC(ω).

• It is analytic in the upper half plane and its singularities in the lower half plane corre-
spond to the zeroes of F(ω), which as mentioned are the quasinormal modes.
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• It has a line of zeroes along the negative imaginary axis ω = −i 2πn
β , n = 0, 1, . . . Note

the difference compared to (A.17) due to ω in the numerator.

• It has a reflection symmetry about the imaginary axis eiδ−ω∗C(−ω∗) = (eiδωC(ω))∗.

Similar statements can be made about e−iδωC(ω) since it is simply related to eiδωC(ω) via a
reflection about the real axis eiδω∗C(ω∗) = (e−iδωC(ω))∗.

B An extension of the thermal product formula

In this appendix we provide a self-contained derivation of the results summarized in 4.1.2.
While we made some restrictions in 4.1.2, we derive the result in full generality in this ap-
pendix. What follows is expected to be valid for any reasonable asymptotically AdS black hole
of the form (2) with a shock wave at the horizon. The dependence on angular modes will
be kept implicit because the derivation does not depend on them explicitly. We will however
assume there are no imaginary quasinormal modes throughout the derivation - as we explain
at the end it is simple to include them.

We start by presenting the result derived in [21], which is the main inspiration for this
derivation. The holographic thermal two-point function can be written as

Gthermal(ω) =
Gthermal(0)

∏∞
n=1

�

1− ω2

ω2
n

��

1− ω2

(ω∗n)2

� , (B.1)

where ωn, −ω∗n correspond to the quasinormal modes. Moving on to our own two-point
function computed in (38), we note that it admits the decomposition

G(ωL ,ωR) =
ν2β2

(2π)2π
Γ

�

β

2π
i∆ω
�

α−i β2π∆ωGL(ωL)GR(ωR) , (B.2)

where we defined

GL(ωL) = Γ
�

−
β

2π
iωL

�

eiδωL C(ωL) =− Γ
�

−
β

2π
iωL

�

2iωL

F(ωL)
, (B.3)

GR(ωR) = Γ
�

β

2π
iωR

�

e−iδωR C(ωR) = Γ
�

β

2π
iωR

�

2iωR

F(−ωR)
, (B.4)

with ∆ω = ωL −ωR and used (A.21) to write the second equality. One can check that the
above functions satisfy the properties GL/R(ω)∗ = GL/R(−ω∗) and GL(ω) = GR(−ω), where
the former follows from the fact that F(ω)∗ = F(−ω∗) as explained in Appendix A.2. It
also follows from the results in Appendix A.2 that both functions are meromorphic and their
reciprocal 1/GL/R(ω) are entire. The Hadamard factorization theorem [35] states that an
entire function f (z) of order m28 with roots an ̸= 0 can be decomposed as

f (z) = z l eQ(z)
∞
∏

n=1

E⌊m⌋(z/an) , (B.5)

where Q(z) is a polynomial of degree q ≤ m, ⌊m⌋ denotes the integer part of m, l corresponds
to the order of the zero of f (z) at z = 0 (with the understanding that l = 0 if there is no zero)

28An entire function f (z) is said to be of finite order if there exist a, r > 0 such that
�

� f (z)
�

�≤ e|z|
a

,

for all |z|> r. The infimum of all such a is what we call the order of the function.
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and

E⌊m⌋(z) = (1− z)
⌊m⌋
∏

k=1

ezk/k . (B.6)

Since 1/GL/R(ω) are entire and we know their roots, we just need to determine their order
m to apply the theorem. The rigorous definition of order for an entire function is given in
footnote 28, but, roughly speaking, if the function at hand behaves as ezb

asymptotically, the
order of the function is b. Using the results at large ω in [29] and our own WKB analysis,
we expect generically that 1/GL/R(ω) are entire functions of order m = 1. We can show
this explicitly for large operator dimensions in D = 5 Schwarzschild-AdS by using the results
in [29] or looking at our own expression (100). In passing, we note that this implies that

α−i β2π∆ω/G(ωL ,ωR) itself is also an entire function of order 1 because the Γ in (B.2) does not
increase the order of the function.

We can now apply the Hadamard factorization theorem described above to obtain

1
GL(ω)

= ec0+c1ω
∞
∏

n=1

�

1−
ω

ωn

�

�

1+
ω

ω∗n

�

eω/ωn e−ω/ω
∗
n , (B.7)

where (ωn,−ω∗n) denote the poles of GL(ω) and c0 and c1 are arbitrary, possibly complex,
constants. We note that in this case the poles are exactly the quasinormal modes. Due to the
reflection property GL(ω)∗ = GL(−ω∗), we must have

GL(ω)∗

GL(−ω∗)
= ec0−c∗0 e−ω

∗(c1+c∗1) = 1 , (B.8)

where we used the fact that our set of poles S = {ωn,−ω∗n} has the property S∗ = −S to cancel
out the factors inside the infinite products. This implies we must have c0 = c∗0 and c1 = −c∗1,
or in other words, c0 must be a real constant and c1 purely imaginary. This derivation readily
extends to GR(ω) since its set of poles {−ωn,ω∗n} is simply the reflection of the quasinormal
modes with respect to the real axis. In fact, noting that GL(ω) = GR(−ω), we readily have

1
GR(ω)

= ec0−c1ω
∞
∏

n=1

�

1+
ω

ωn

�

�

1−
ω

ω∗n

�

e−ω/ωn eω/ω
∗
n . (B.9)

While c0 and c1 are undetermined constants, they have a simple relationship with the functions
GL/R(ω), namely

e−c0 = GL(0) = GR(0) , (B.10)

c1 = −
G′L(0)

GL(0)
=

G′R(0)

GR(0)
. (B.11)

Using the results in [10] for a two-sided thermal two-point function, we note that

GL(ω)GR(ω) =
2π2

βν2
Gthermal(ω) , (B.12)

and we can write our two-point function (B.2) as

G(ωL ,ωR) =
G∆(∆ω)Gthermal(0)
Π(ωL)Π(−ωR)

, (B.13)

where we defined

Π(ω) =
∞
∏

n=1

�

1−
ω

ωn

�

�

1+
ω

ω∗n

�

, (B.14)

G∆(∆ω) =
β

2π
Γ

�

β

2π
i∆ω
�

α−i β2π∆ωe−c1∆ω
∞
∏

n=1

e−∆ω/ωn e∆ω/ω
∗
n . (B.15)
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Since the Γ function admits a known Hadamard factorization, we can write G∆(∆ω) as

G∆(∆ω) =
ei gα(∆ω)

∆ωΠ∆(∆ω)
, (B.16)

where

gα(∆ω) =
β

2π
∆ω (c − γ− logα)−∆ω

∞
∑

n=1

�

2 Im
§

1
ωn

ª

−
1
Ωn

�

−
π

2
, (B.17)

Π∆(∆ω) =
∞
∏

n=1

�

1−
∆ω

iΩn

�

. (B.18)

Ωn = 2πn/β are Matsubara frequencies, we defined c = i2πc1/β , and γ is the Euler’s constant.
Summing it up, we can write our two-point function in full closed form as a product over
quasinormal modes and Matsubara frequencies up to a rescaling and a phase29

G(ωL ,ωR) =
Gthermal(0)ei gα(∆ω)

∆ωΠ(ωL)Π(−ωR)Π∆(∆ω)
, (B.19)

with
∆ω=ωL −ωR . (B.20)

One can check that the thermal two-point function (B.1) is captured by the residue at∆ω= 0
of (B.19), namely

Res∆ω=0 G(ωL ,ωR) = −iGthermal(ω) , (B.21)

where we set ωL = ωR = ω. We explain the physics underlying this fact in the main text.
Writing the poles explicitly, we have

G(ωL ,ωR) =
Gthermal(0)ei gα(∆ω)

∆ω
∏∞

n=1

�

1− ∆ωiΩn

��

1− ωL
ωn

��

1+ ωL
ω∗n

��

1+ ωR
ωn

��

1− ωR
ω∗n

� , (B.22)

with

gα(∆ω) =
β

2π
∆ω (c − γ− logα)−∆ω

∞
∑

n=1

�

2 Im
§

1
ωn

ª

−
1
Ωn

�

−
π

2
, (B.23)

which is the result we present in the main text in eqs. (46) and (47).
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