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Abstract

Businesses are the driving force behind economic systems and are the lifeblood of the
community. A business shares striking similarity to a living organism, including birth,
infancy, rising, prosperity, and falling. The success of a business is not only important
to the owners, but is also critical to the regional/domestic economic system, or even the
global economy. Recent years have witnessed many new emerging businesses with tremen-
dous success, such as Google, Apple, Facebook etc., yet millions of businesses also fail
or fade out within a rather short period of time. Finding patterns/factors connected to the
business rise and fall remains a long lasting question puzzling many economists, entrepre-
neurs, and government officials. Recent advancement in artificial intelligence, especially
machine learning, has lend researchers powers to use data to model and predict business
success. However, due to data driven nature of all machine learning methods, existing
approaches are rather domain-driven and ad-hoc in their design and validations. In this
paper, we propose a systematic review of modeling and prediction of business success.
We first outline a triangle framework to showcase three parities connected to the business:
Investment-Business-Market (IBM). After that, we align features into three main catego-
ries, each of which is focused on modeling a business from a particular perspective, such
as sales, management, innovation etc., and further summarize different types of machine
learning and deep learning methods for business modeling and prediction. The survey pro-
vides a comprehensive review of computational approaches for business performance mod-
eling and prediction.
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1 Introduction

In today’s global landscape, a surge in entrepreneurship is evident, as new businesses and
entrepreneurs emerge worldwide, driven by the embrace of entrepreneurial spirit and the
exploration of diverse business opportunities (Zane 2023). The phenomenon is triggered
by many factors, including government support, technical innovations, cultural and eco-
nomic factors encouraging people to follow their passion. Every entrepreneur and private
investor aspires to build a unicorn like Uber and Facebook, which have transformed the
way we think about businesses and have a tremendous impact on society. Nevertheless,
each business has its own risks of failure along with the probability of success. Potential
risks such as not fulfilling the financial goals, poor management strategies, wrong hiring,
and marketing mishaps are the most common reasons for business failures (Jaafari 2001).
With the rise of startups and their impact on the economy, entrepreneurs, investors, and
decision markers are in need of effective methods to analyze business data from different
perspectives.

Finding relevant factors affecting business fluctuations has been a challenging task due
to constant evolving of the technologies, competitive market, and industrial revolutions.
Recent studies have focused on factors such as probability of firms’ merger and acquisi-
tions, monetary factors that lead to business success and investments in the companies
to have IPO status (Ross et al. 2021; Breitzman and Thomas 2002). Nevertheless, these
studies have essentially limitations, because they focus on a particular method or a limited
number of factors.

In order to make valid prediction of business success, it is essential to consider relevant
theories and factors contributing to the business rise and fall. Every business follows a
systematic routine involving various stages or series of events known as the business life
cycle, as illustrated in Fig. 3. Similar to the life cycle of living organisms, businesses strive
to achieve success through different stages. An abundant number of theories (Mankiw
1995) support the importance of the business cycle in exploring major factors minimizing
the effects of fluctuations and attaining success (Fig. 1).

Motivated by existing business studies and computer science research, this paper aims
to leverage theories of business fluctuations to study essential features and factors relevant
to business success, and showcase a systematic framework that categorizes relevant factors
into three main entities for the prediction of business success using machine learning and
deep learning methods. We define business success from the computational point of view
such that the approach will provide a verifiable solution for predicting business success.

Fig.1 A conceptual view of five Planning/Development | Growth Stage Sustainability Stage | Dedline/Expansion Stage
main stages of a business life Stage i
cycle
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Our approach will benefit young entrepreneurs, investors, and even unicorn companies
who are constantly seeking methods to predict business success.

1.1 Business success

Indeed, startups and established firms have unique information about their finances, invest-
ments, funding information, market growth, innovations, employee details etc., which
hold keys determining their long trajectory and success. Although business success can
be assessed from different perspectives, from computational point of view, the success is
based on the survival and the growth of the company, its capability to withstand ups and
downs in the market without having to exit. Two key milestones exist to measure the busi-
ness success: (1) A company going public i.e. probability of getting an IPO. (2) A company
being acquired by a larger company or being merged with another company of the same
level known as M &A.

1.2 Business success prediction

Modeling and predicting business success has been an interesting and challenging topic for
researchers with many solutions focused on using statistical methods. Over the last dec-
ade, machine learning methods (Unal 2019; Yu et al. 2018; Gangwani et al. 2020) have
proven to be reliable and outperformed traditional methods business success prediction.
Many supervised machine learning methods have been used in previous studies. For exam-
ple, random forest, Naive Bayes, Support Vector Machine, Decision Trees and Logistic
Regression were used based on market, financial, and demographic features of the public
and private firms (Ravisankar et al. 2011; Wei et al. 2008; Saura et al. 2021). In addi-
tion, unsupervised algorithms such as k-means clustering have been widely used due to its
advantage of generalizing to new examples well and scaling to large datasets (Kakati 2003;
Heidari et al. 2021).

In addition to classical machine learning approaches, deep learning methods have also
been used to enhance feature extraction (Borchert et al. 2022), e.g. extracting textual data
from social media sites for prediction. Financial sectors, such as Banks and Stock Market
industry frequently use deep learning methods to analyze customer sentiments or financial
reviews in business modeling.

Indeed, many methods have been proposed for business success prediction, and sev-
eral surveys (Lin et al. 2011; Devi and Radhika 2018; Qu et al. 2019) have summarized
machine learning models and highlighted relevant features, but existing approaches are
often domain-driven and ad-hoc in their design and validations. Due to the abundance of
available data, obtaining insights into a business and accurately predicting its performance
can be challenging, especially when considering complicated factors involved in the busi-
ness operating, e.g. products, human resources, market, investment, management etc.

In this paper, we review important features and create a framework for modeling and
predicting business success. A unique component of our work is the investment-business-
market framework which characterizes three major key components related to the business.
Based on this framework, our survey further outlines various features and models related
to the business success prediction. The survey is beneficial for stakeholders, researchers,
entrepreneurs, and investors for them to identify determinants of success in various busi-
ness contexts.
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1.3 Our contribution

Our study aims to provide a comprehensive up-to-date literature review on business suc-
cess prediction. Existing studies are focused on limited factors such as organization details
or investments made in specific industry or sector. Our study helps close the gap by pro-
viding a systematic framework to thoroughly review case studies, articles, and theories
related to business fluctuations, factors, and variables contributing to a company’s success
or failure. A review of learning methods, data, and performance metrics further outlines
the whole eco-system of using machine learning for business success prediction. The main
contribution of this study is listed as follows:

e We conduct a comprehensive selection process for modeling and prediction of busi-
ness success. Our study includes various articles and research based on the PRISMA
(Preferred Reporting Items for Systematic Reviews and Meta-Analyses) method, which
identifies important records pertaining to our study and excludes records based on
the exclusion rules. A screening process is carried out to collect relevant articles and
remove duplicate or incomplete ones to improve the quality of the study. The selection
criteria and the selection process are reported in Fig. 2.

¢ An Investment-Business-Market (IBM) triangle framework is used to summarize criti-
cal factors responsible for analyzing business success. This framework serves as a gen-
eral skeleton covering vital features related to business life cycle and operation.

e We provide a detailed study of major features used for predicting business success, cat-
egorize these features according to the three main parities of the IBM triangle, and
explain how these features are extracted and modeled based on different business
angles.

e An extensive survey of machine learning models for business success prediction pro-
vides a landscape for researchers, investors, and entrepreneurs to understand the state-
of-the-art. It will also allow them to pivot in a timely manner so that financial resources
are utilized wisely.

The rest of this paper is organized as follows. Section 2 introduces theories of business
cycle and IBM triangle framework to study factors and criteria for business success. Sec-
tion 3 categorizes features for business modeling based on the IBM triangle. A review of
machine learning and deep learning models for business success prediction is reported in
Sect. 4. Section 5 lists public datasets and performance metrics for modeling business pre-
diction, and Sect. 6 concludes the paper.

2 Business cycle theories and IBM triangle

2.1 Theories of business cycle

For decades, business evolution, along with industry revolutions and bankruptcies, has
given economists and researchers tremendous opportunities to observe driven factors,

and draw important business cycle theories from different perspectives. A business
cycle refers to the periodic ups and downs that an economy faces during different stages
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Fig.2 A study based on selection process of reviewed articles

of business leading to the decline or expansion stage. These fluctuations or changes in
the cycle can occur over a period of time that can cause a sudden rise in the product
pricing or decline in profit. Several well established theories, such as Keynesian’s the-
ory (Mankiw 1995) related to business cycle, have emerged and greatly influence how
modern business work.

The foundation behind creating the business cycle relies on economists who periodi-
cally studied the real-time GDP and investments over the years to develop a theory behind
defining the four main stages of the business cycle. In the early 20th century, it was
observed that businesses had seen a tremendous rise in profits and growth of the business
for several years due to the technological changes in the economy, which was followed by
a drastic decline that came as a shock to many businesses. The shocks such as innovations,
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investments, uncertainty, over-production of goods, and environmental factors affected the
rise and fall of the business (Cerra et al. 2020).

Many researchers propose different business theories to analyze main factors leading
businesses toward success or failure. These factors can be measurable or non-measurable
such as environmental factors. Focusing on measurable factors helps economists or poli-
cymakers make predictions based on innovations, investments, profits, and sales to save
businesses from the consequences of cycle fluctuations. Table 1 summarizes eight business
theories and factors related to cycle fluctuations. For example, the theory of innovations
(Schumpeter 2017) in business suggests that introducing new technology and new tech-
niques in selling a product influences continuous growth in the company and leads to long-
term returns on investment. Continuous innovations increase the risk of uncertainties; how-
ever, these innovations help the business compete with its competition, therefore assuring
a uniform rate of profit over time. A focus on the theory of human capital in organizations
(Briiderl et al. 1992) demonstrates competitive factors that influence the success of new
organizations. Business demographics and founders’ skills provide an impact on how an
organization would survive during the shifts in the business cycle. A newly found organi-
zation has very little competition in the market and hence can utilize the human capital
theory to capture the market’s attention. A major factor that draws the attention of entrepre-
neurs is the market for the business. Many theories highlight marketing to be an important
aspect to capture investors as well as create customer product engagement for long-term
growth (Kleinaltenkamp and Jacob 2002; Hunt 2013). Allocating new marketing strate-
gies and resources not only brings new investors into the business but also attracts cus-
tomers via Business-to Business (B2B) or Business-to-Customer (B2C) relations thereby
providing an advantage for the organizations to stay on top of the businesses during eco-
nomical shifts. Fluctuations in investment are critical to the theory of the business cycle
and must be considered when focusing on business success. The impact of investments
and finances provides a disturbance in the business cycle trends and is the main reason for
shocks. For example, if the investments increase, the productivity also increases with a rise
in business capital, thereby increasing the profit and returns on investments. On the other
hand, if the investments decrease, the business output is greatly affected hence reducing
the profit as well as reducing the employment opportunity for business (Greenwood and
Jovanovic 1990; Justiniano et al. 2010) Another study, on the role of strategic manage-
ment in the business cycle, explains that strategic planning forces the organization to think
differently in improving its capital expenditure, supply chain, human resources, business
operations, and product pricing. It unfolds two major aspects which help to answer the
questions 1) When should the organization make changes and 2) how to implement those
changes. When applied within the organization’s workforce in a timely manner throughout
the stages of the business cycle, strategic planning can minimize the effect of fluctuations.

Combining theories related to major factors influencing business cycle provides a road-
map on building solutions to help businesses succeed or grow in competitive business envi-
ronments. Based on business theories shown in Fig. 3, we propose a framework to group
all factors into three main categories: investments, business, and market, which led to the
creation of the IBM triangle in Fig. 4.

2.1.1 Case studies on fortune 1000 companies

The practical values of the business cycle theories are further evident by the Fortune 1000
companies’ success. For example, in 2022, Walmart was ranked No. 1 in the Fortune
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Fig.3 Theories of Business Cycle and relevant factors behind the theories

1000 companies within the U.S. followed by Amazon, Apple, CVS etc. KENTON (2022).
Walmart has around 2.3 million employees working in the company with total revenue of
$572,754 million generated. Based on statistics, it is observed that the rise in hiring of
employees, investing in the right products and selecting demographic locations close to the
product sourcing are top factors responsible for generating higher growth revenue.

A survey conducted by CEOs of large companies such as Tiffany and Chick-fil-A, stud-
ies the importance of measuring innovations and developing metrics effectively measuring
innovation in the ever-changing market. Monthly evaluation of KPIs with financial indica-
tors was used to measure how new ideas and innovations were set in place (Tucker 2021).
These ideas and innovations start with hiring the right CEO for the company. According
to a Harvard Business Review (HBR) article in 2017 (Editors 2017), top-100 leaders were
ranked as world’s best performing CEO’s of their company. Metrics such as financial prof-
its and non-financial indicators were used in evaluating and delivering results. Company’s
growth in terms of innovations, market capture, market expansion, proximity to the product
sourcing, product delivery and Returns on Investments (ROI) was measured. CEO’s such
as Pablo Isla, Jeff Bezos etc. were among the top ones capable of keeping their businesses
at the top.

The above evidence suggests that creating a new vision with innovative ideas and gen-
erating a new business model is the key to success. Regardless of the market sector, large
companies are actively using machine learning and Al to provide next-level products and
services to customers. Alibaba (Marr 2019) is one the leading e-commerce company uti-
lizing Natural Language Processing (NLP) to generate product descriptions and utilizing
forecasting models to predict customer-product engagement. Alphabet, a parent company
of Google, relies heavily on deep learning algorithms to promote self-driving cars. Tech
giants like Amazon, Microsoft, IBM, Tencent (a Chinese social media company) use
machine learning, Al and cloud platforms to promote customer satisfaction, enhancing
employee capabilities, product distribution, understanding customer engagement, product
innovations and so on.

Considering above mentioned factors, there exists a correlation between features such
as market, business demographics, product, investments and innovations useful for predic-
tive models. Depending on the type of business such as large, small, or medium firms the
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Table 2 Summary of important factors to the business growth

Features/businesses Fortune 1000 Medium firms Small firms Startups
Business innovation v v v v
Human resource v v

Demographics v v v v
Investments v v v v
ROI v - - -
Rate of market scope v v - v
Product innovation v v v v
Financial capability v v - -
Market growth 4 - - -
VC Funds v v v -
Technology v v - v
Profit v - - -

availability of the features/factors remains inconsistent as summarized in Table 2. Even
with this knowledge, it is still challenging to quantify and measure each component and
analyze the criteria for business success.

2.2 Investment-business-market relationship for business modeling

Existing studies on business success prediction primarily focus on certain aspects of fea-
tures but fail to consider theories and factors leading to fluctuations in the business econ-
omy (Weill 1992; Mason and Harrison 2002; Lee et al. 2019; Santisteban and Mauricio
2017; Wan 2010). Motivated by the business cycle theories and relevant factors outlined
in Fig. 3 and our previous study in exploring investor-business-market interplay for busi-
ness success prediction (Gangwani et al. 2023), an Investment-Business-Market triangle
framework, as shown in Fig. 4, is used to summarize three aspects critical to the business
success.

The IBM triangle is intended to serve as an umbrella framework for us to review various
factors and theories related to business fluctuations.

Meanwhile, it also helps answer important questions about predictive models, such
as, what are the key features in predicting business success, how do these features

Fig.4 Investment-business- B2BM [15], SMBP [19], R-AM [16]
market triangle framework sum- —

marizing Investment, Business, / \

and Market triangular relation- \ Market

ship (Gangwani et al. 2023) \ /

(=) ()

MIAM [20], ISBC [18], LFCG [17] ITP [13], BTHC [14]
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interrelate with each other, and most importantly, what methods are available to predict
business success?

Depending on the data availability, IBM triangle provides a road map for feature
selection and feature engineering required during model building. There is a growing
amount of literature highlighting the relationship between investment, business and
market. The literature can be divided into three strands to show the relationship between
these entities:

e [nvestment and Business relationship: Investments are assets or funds invested in
a company with an expectation of long-term growth specifically through M &A or
becoming an IPO (Pan et al. 2018). Ideally, the investment journey starts with plan-
ning and strategy. There is always a time frame associated with any investments
which can be fruitful in long-term planning. Investments may be financial, such as
foreign investment, or they may involve innovation or a company’s obtaining pat-
ents. It may also be based on the business’s potential or economic growth. Rai et al.
(1997) show the relationship between technological investments and business per-
formance. Wan (2010) conducted a survey to demonstrate the relationship between
foreign investment and the economic growth of the company. Many researchers
show that investments in patents can have high business potential as the investors
can hold or maintain their rights over the patents and gain profit (Ernst 2001; Choi
et al. 2020; Yuan et al. 2020). These types of investment and business relationships
show that there are high chances of success when a business finds the right paths to
move forward with a plan to invest and gain maximum profit.

e Market and Business relationship: A healthy market consists of buyers and sellers
to exchange products or services. Therefore, the market has a tremendous impact on
business performance. Market orientation is a key factor in defining where a busi-
ness reacts to the demand in the market. Research has shown (Greenley 1995; Iyer
et al. 2019; Al-Henzab et al. 2018; Sandvik and Sandvik 2003; Brik et al. 2011)
that market orientation factors, such as market shifts, technological changes, product
innovation and brand management, social responsibility, have a positive impact on
business performance. Market resources such as (price, advertisement, distribution)
and market knowledge capabilities (Morgan 2012; Hou and Chien 2010) also play a
significant role in business performance.

e [nvestment and Market relationship: Investment is directly related to the mar-
ket. Market increasing, such as a stock market, often promotes product sales etc.,
increased investment. Investors tend to invest in stocks showing clear growth in the
company’s stocks and shares (Vui et al. 2013; Barro 1990). Based on this analysis,
we can observe that investments shift to follow the market. Dot-com bubble, block-
chain, and cryptocurrency exemplify investment tendency on the market (Gangwani
et al. 2021; Hawkins 2004; Crain 2014; Bouri et al. 2019; Akyildirim et al. 2021).
By observing the trends and the studies, we can find that investment is always biased
towards different markets.

The above multifaceted correlation shows interrelation between seemly complicated fac-
tors behind the business operation. The IBM triangle entities are considered to provide
a basis for modeling and predicting business success using machine learning algorithms.
Table 3 summarizes business, market, and investment-related features and sub-features and
their strength vs. weakness for predictive modeling.
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2.3 Business success criteria and definition

Many criteria exist to evaluate critical success in the business. We select measurable
criteria based on the previous studies and summarize several business success criteria
and factors responsible for evaluating business success. Criteria such as project time-
line, stakeholder’s satisfaction etc. are not considered as measurable as it does not gen-
erate a clear outcome. Table 4 lists important criterias for business success. Financial
factors are important for analyzing the business success (Altman 1968; Unal and Ceasu
2019). Investments and funding in the company, stock market evaluation and bankruptcy
are always evaluated using financial criteria of the business. Marketing characteristics
(Kozielski 2019; Dibb 1998) on the other hand such as market orientation, market seg-
mentation, etc. target a specific market based on the products in small and medium size
firms to provide useful factors for forecasting the business growth.

Many researchers in the past have used managerial and entrepreneurial factors for
measuring success criteria in business (Bento 2018; Pasayat et al. 2020; Kakati 2003;
Gorgievski et al. 2011). These criteria have been proven to maximize growth and profit
in small and mid-size companies. Product characteristics have also been important fac-
tors in analyzing the company’s growth. It is essential to have a good quality product
that meets customer’s needs and expectations (Kakati 2003).

Considering important factors mentioned above and key components required when
measuring business success, in this paper, we define business success as a capability of
a company to become an IPO or be acquired or merged with another company (M &A)
and receive more funds from investors or VCs. On the other hand, failure is defined as
a business being formally closed or bankrupted. With this definition, machine learning
tasks are to identify and distinguish companies between failure and success, i.e. a binary
classification or multi-class classification task.

3 Features for business modeling

Analyzing features for business prediction is a necessary step in order to build a predic-
tion model. Figure 5 outlines primary business model features categorized under each
section of our IBM framework, as well as outlines interconnection between each sub
features. Each feature category lists important sub-features useful for entrepreneurs to
create a business strategy plan for the company.

3.1 Investment features

Investment features identify factors related to investments made to the business. For
example, the famous Dot Com investment in 2000 was a risky move in the history of
web commercialization (Crain 2014) which failed and crashed the market. Therefore,
investors and stakeholders nowadays evaluate all aspects of financial features of the
company to stay on top of the decision-making process. Another aspect of investment
feature includes human resource and technological features. These features include
essential information about the companys’ monetary information which is critical for
evaluating whether the company is in profit or loss. Hence, in the Table 5, we summarize
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Fig.5 A summary of main business modeling features associated to the IBM triangle. The dashed lines
showing related feature subcategories

investment features into three main subcategories which is essential for describing busi-
ness in terms of funding, investments and innovation made into the company.

3.1.1 Human resource (HR) features

Human Resource (HR) is one of the most valuable asset for small or large enterprises.
Investments made in HR is essential to ensure the prosperity of business and changes in
the market environment. Strategic investment in HR can bring a bright future to a company
in terms of growth and a competitive market. Nowadays, much attention is given to the
company’s finances from the stakeholder’s or entrepreneur’s point of view to keep track of
profit, loss, budget, and payroll of employees. Hence HR investments are needed in order
to manage the company investments and budgeting to maintain steady growth in the market
(Why now is the perfect time to invest in HR 2020).

HR investments include human capital investments such as sales made by employees,
cost of hiring staff, training and educating the managers, employee and team leaders, suc-
cess planning, leadership development, improving work conditions of people and providing
financial and health benefits to the employees. Founder-related HR features, such as job
skills, titles, and roles, are also investments made by the company. Founders are the main
reason companies can reach new heights by implementing new ideas and innovations in
order to bring higher returns on investments (Drabek et al. 2017; Four ways HR xxx).

3.1.2 Financial features

Financial features highlight the funding and the numeric goals of the company during the
planning phase, which helps in effectively managing and running the company. Decision-
makers need to assess the financial aspects of the company to identify risks or challenges
associated with whether to invest in the company or not. Perboli and Arabnezhad (2021)
introduced a machine learning-based decision support system that predicts mid and long-
term company crises for those at risk of being declared bankrupt. Financial statements of
160,000 Italian enterprises were used as an important feature to predict companies with
high chances of getting bankrupt. Apart from financial statements, monetary funds and
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Table5 A summary of Investment features and subfeatures with respect to level of difficulty (DL) to
obtain, and its business relevance (BR) from low (4), medium (++), to high (+++)

Features Sub features Sub category of features DL BR
Human HR Human capital investment ++ +++
Job skills + +++
Resource Investments Sales per employee ++ +
Features Business skills competency +++ +
Size of capital invested +++ ++
Cost of capital + +++
Educational investment in manager +++ ++
Cost of staff + +
Managerial training investment +++ +
Founder information Founders job skills +++ +++
Job title of founders + +++
Total # of founders + +++
Financial Monetary funds Number of funds available + +++
Seed funding + +++
Rounds of funding + +++
Features Funding goal ++ ++
Total funding + +++
Amount of funding raised + +++
Investors # of investors + +++
Types of investors + +++
Raised amount by investors + +++
Investor outcomes Project goal ++ +
Project category + ++
Project launch date +++ +
Return on investment + +++
Merger and acquisition, IPO’s + +++
Number of venture capitalist investors + +++
Technological Patent # of Patents + +++
Patent classification +++ +
Features Innovations Company trademark +++ +
Design +++ +
Intellectual property (IP) +++ ++
Innovation ideas +++ ++
Innovation target +++ ++
Technological classification +++ +
Innovative participants +++ +
Innovation results +++ ++

financial outcomes are also responsible for predicting the success and growth of firms
depending on the type and business sector.

Monetary Funds and Financial Outcomes: Monetary funds include financial invest-
ments made by investors or stakeholders in small or mid-size companies with an expecta-
tion of profit and growth in the business or financial or liquid assets set aside for investment
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purposes. Investors such as venture capitalists (VCs) invest in different types of firms,
including startups, where they can foresee maximum ROI by either merger and acquisition
(M &A) or becoming an IPO.

VCs are professional investors that invest funds into new startups or mid-size companies
with an expectation to gain maximum growth by collecting financial information such as
capital gain, innovation strategy, or investments made over time.

Startup firms mainly look for such investors to gain profit and sustain in the market for
a longer term to eventually exit and become public. Kerr et al. (2010) use a regression dis-
continuity approach to analyze the role of funding in startup companies to assess the high
growth potential or survival.

Because startups are relatively new to the market, evaluating them by measuring their
returns on investments or other financial outcomes is difficult. Hence, other quantifiable
features such as net revenue, sales, and monthly goals, known as an initial success by the
investors, are used to evaluate startup growth. Apart from VCs, stakeholders also look for
more information about funding, such as the amount invested by the investors, total rounds
of funding, founders’ information etc.

Based on the above information, companies backed by VCs are more likely to be
acquired and less likely to fail in the market. This information is measured by the financial
outcomes, such as the company’s expected ROI. Higher ROI gives better chances for the
company to be acquired or become public (IPO) and easily exit. IPOs have the maximum
ROI compared to other companies, such as startups or mid-size firms.

3.1.3 Technological features

Technological features provide an upper hand in the economic growth of the business as
it facilitates the venture capitalist funding required for the business to grow. Patents, inno-
vations, or other proprietary technologies allow VC investors to control their commercial
usage and provide the right to the investors to retain their benefits to the company (Innova-
tion and Intellectual Property xxx). There are several papers which use investment infor-
mation such as financial features to evaluate business performance, but technological fea-
tures or strategies are not used widely because they are less quantifiable to measure. On the
other hand, it is also difficult to measure technological status of a company.

Patents: Patents grant exclusive rights to investors on their innovative ideas and prevent
others from using or importing the same idea for their benefit. An innovative patent brings
a new horizon to the market and business planning by creating new technological devel-
opment or breakthrough of a new product that has not been invented before (Ashton and
Sen 1988). Therefore, we can use patents as features in business process planning as they
provide unique technology information reflecting product and market development areas.
Another advantage of patents is that they are very well categorized and maintained from
different offices, such as the United States Patent and Trademark Office (USPTO), which
maintains patent information since 1802.

Advanced technology stands better chances in developing new products in the com-
peting market. Therefore, patents help partner selection in large firms because they are
essential for research and development collaboration (R &D) (Solesvik and Gulbrandsen
2013). R &D employees bring new innovative projects and technological growth, which
may result in a profitable return for small and mid-size enterprises (SMEs). On the other
hand, the expenditure of R &D is huge for SMEs and their resources are limited to
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developing new products. Therefore, they tend to collaborate with large firms to obtain
the right skills and necessary resources in developing new products (Lee et al. 2016).

Patent analysis is another form of technique that uses patent data to measure techno-
logical capabilities of the business. Such approaches are frequently used across broad
area of application domains such as stock market estimation (Deng et al. 1999), merge
and acquisition (M &A) (Ali-Yrkko et al. 2005; Breitzman et al. 2002). and R &D col-
laborations (Teichert and Ernst 1999). An ensemble learning (Wei et al. 2008) based
method summarizes five features under patent category: technological quantity, tech-
nological quality, diversity, and compatibility, to build a prediction model for M &A
analysis.

Patent analysis can also assist in making technical decisions for both inventors and
the R &D employees of the company. It includes information such as technical and com-
mercial knowledge about innovations in creating new products in the company and the
market strategies used in competing with similar products in the market. For successful
business, it is important to have a technological road-map analyzing marketing strate-
gies, planning and acquiring technological assets to fulfill the market needs of the future
aspects of the business (Lee et al. 2009). Hence technological road map and patent anal-
ysis together play an important role in the future of the business.

Patent citation denotes the number of times a pattern has been cited by others (in
other patents or publications). In many cases, a patent cites other patents with similar
or related technology (Chang et al. 2009), and a patent may also be cited in scientific
publications. The main idea behind patent citation is that higher citations potentially
bring more significant attention (and innovations) to society, generating more competi-
tive ideas in the market (Breitzman and Thomas 2002). Companies with more patent
citations will likely possess better technological advantages and a competitive societal
market. As a result, patent citation is an indicator to evaluate a firm’s invention and
technological creativity in the market.

Innovations: Business model innovation (BMI) (Acciarini et al. 2023) plays essential
roles for firms to maintain competitive. Innovations bring new ideas or creation to the table
by investors or entrepreneurs. Innovations and patents go hand in hand, as the new innova-
tion helps the authority grant patent to investors. Although a patent must have innovative
idea, in this paper, we categorize innovations as a separate measure because it can survive
independently in the market without necessarily having a patent. In this subsection, we
briefly explain how innovations affect the business or society.

Innovations impact the organizational culture and influence the product development in
the market, hence it must be considered crucial during the business product development
phase (Aksoy 2017). Organizational culture such as work ethics, social norms and role of
employee influences the innovations within the group of people. Employee and manager
relationship and coordination in planning, generating new ideas and creations affect the
attitude toward innovations in the business. It is known that employee-manager relation-
ships or conflicts can positively or negatively impact business (Feldman 1988). Leadership
is another factor affecting the organizational innovations. Three key aspects: idea genera-
tion, risk-taking, and decision making process within the leaders play an important role in
economic growth and development of a business.

e Idea generation is the process where organization takes a step forward in listening to
the new ideas from employees working in the company and carefully evaluates without
any criticism from others and decides whether to move forward in the direction of inno-
vation.
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e Risk-taking is an experimental stage where organizations support ideas of the
employees with the possibility of achieving success in the business. Risk-taking is a
step that moderates the leadership and organizational innovations in the company.

e Decision-making is the final step where leaders in an organization encourage
employees to create more ideas towards innovations. Such creativity and innova-
tions bring more success and generate new opportunities and growth in the business,
regardless of whether the business is developing a product or providing new services
to customers (Mokhber et al. 2018).

Innovations also affect the market and products of the business. It brings the possibility
to develop new product and increases market opportunity, therefore market and product
innovations go hand in hand. If leaders or employees have good marketing skills, there
is also a high possibility of a new product development (Aksoy 2017). Hence, invest-
ment features directly contribute towards growth and success of the business.

3.2 Business features

Financial factors are primary focus of existing studies (Song et al. 2018; Abdullah 2021;
Yazdipour and Constand 2010) but very few (Arroyo et al. 2019) emphasize on non-
financial factors to predict business success. Both financial and non-financial features
are responsible for evaluating successful vs. unsuccessful companies. Table 6 outlines
business features and its subcategories in detail.

3.2.1 Administrative features

Administrative features include information about employees’ work experience, salary,
education, and technological skills used in their day-to-day work. It also includes super-
visory information like number of investors to date, number of managers working on
different projects and the team size handled by managers. All this information gives a
clear idea about the company’s work culture, whether the company is up-to-date with
the latest technologies and provides us with the information about the company’s finan-
cial capability to withstand the pressure from the outside environment. It helps entrepre-
neurs and investors handle business fluctuations and prepare for external factors affect-
ing business growth.

3.2.2 Demographic features

The success of a business is influenced by demographic factors, such as the location of the
company’s headquarters and the products or services it offers in the market (Chin 2020).
The proximity of a company’s headquarters to its market sector is a leading factor associ-
ated with company growth and profitability (Boasson and MacPherson 2001). Moreover,
success in different business sectors is another important factor to consider; for example,
healthcare businesses take longer to establish and set up, while tech companies have a
faster success rate due to their high customer engagement. E-commerce is another sector
that can succeed quickly due to its higher social engagement ratio (Bento 2018).
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Table 6 Common Business features and subfeatures with respect to level of difficulty (DL) to obtain, and
its business relevance (BR) from low (+), medium (4+), to high (+++)

Features Sub features Sub category of features DL BR
Administration Organizational Prior work experience + +
Educational level + ++
Features Use of technology ++ +++
Salary of employee + +++
managerial team size ratio + ++
No of managers + ++
Geographical Location of the company + +++
Location Company size + +++
Total population ++ +++
Demographics Business Sector Gender of employee per sector ++ +
Age of the company + +++
Number of employees per sector ++ +++
Types of business sector + +++
Balance sheet Current Finances + +++
Debt ratio + +++
Number of equity + +++
Cash Flow Capital shares ++ +++
Funds available ++ +++
Total deposits +++ ++
Total expenditure ++ +++
Financial Income Statement Total profit per sector + +++
Statements Total earnings + +++
Interest received ++ +++
Total loss per year ++ +++
Financial Ratio Sum of expenses ++ ++
Profit to loss ratio ++ ++
Number of Investors + +++
Revenue generated + +++
Current assets/liability + +++
Total equity, Total assets + +++
Product quality +++ +
Product Product Product quantity ++ ++
Information Product distribution +++ +
Features Product price + ++
Market promotions +++ +
Product Sector, Product Category + +++
Technology used in Product creation +++ +++
Social Media Twitter/Facebook/Instagram Profile + +++
Posts/tweets, followers + +++
Publicity News Articles of company + +++
published reports about the products + ++
‘Web-based Number of visits per page + ++
Customer reviews + ++
Questionnaire of the company ++ +++
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3.2.3 Product features

Introducing a new product in the market requires careful planning and brainstorming new
ideas and resources to ensure success. Products are essential for small and mid-size firms
as they are the new source of revenue generation and developing opportunities for the
employees to reach new customers in different market sectors (Florén et al. 2018). How-
ever, developing a new product requires careful consideration of the market capabilities
and familiarity as it comes with a risk of failure if the market is still being determined.
Therefore, it is important to know all the product and market distribution factors to achieve
a successful business. Product quality is an important measure that ensures uniqueness and
reduces competition in the market. To ensure business success, distribution and sales of
the product require enough supply to fulfill the market needs. There should be the right
amount of products with competitive prices to increase the profit margin of the sales in
the company (Lian xxx). The success of the new product highly depends on the ideas and
innovations used in creating a product, the technological capabilities in the business and
the right type of market together contribute to the successful product and bring growth and
resources into the business (Ernst 2002).

For companies providing services instead of products, product features may also refer
features of the services, such as functionalities of software packages or review of restaurant
in terms of locations, food quality, and customer/staff satisfaction (Li et al. 2023).

3.2.4 Financial statements

Financial statements are basic documents that reflect a company’s financial status or per-
formance. These statements are used by many financial institutions, government agencies
and stockholders who can analyze and come up with a good idea about the future of the
company’s financial aspects. It gives information about the potential risks and challenges
associated with investments, buying stocks from the market, granting bank loans for edu-
cation, buying a property, or investing in a new business. Financial statements generally
include a balance sheet, cash flow statements, income statements and business financial
ratios. A detailed description of each financial statement is provided below.

® Balance Sheet—The balance sheet includes information about current value or finance
of the business from a particular duration usually a quarter or a year. A balance sheet
reveals whether the business has met its financial goal or how far they are from meeting
its goal. A balance sheet usually contains three key components: financial assets, liabil-
ity or equity ( XXXx).

e Cash Flow —Cash flow statements show the business’s incoming and outgoing funds
for a particular duration. It shows how the cash flow movement affects the balance
sheet within the same duration. In a nutshell, cash flow statements reflect the business’s
financial health.

e [ncome Statement—The income statement is one of the most important parts of the
financial statement, especially for investors looking deeply into the income to make
necessary judgment about the business. An income statement is the profit and loss
statement within a particular time duration. To evaluate whether the business has made
profit, the income statement takes into consideration revenue, total expenses made and
loss incurred over the duration of time.
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e Financial Ratios—Financial ratios include current asset, liability, net income, total rev-
enue and the cash flow to predict Profitability, Liquidity, Solvency and Efficiency of
the business (Afolabi et al. 2019). They are financial indicators of the company evalu-
ating the business performance. These indicators are derived from the financial state-
ments generated from the business. Without financial indicators it would be impossible
to predict the success or failure of the company (Xiang et al. 2012). This information is
important for the decision makers to assess the company’s profile and make decisions
whether the company will be successful or fail. The below paragraph shows the formula
to measure profitability, liquidity, efficiency and solvency of the business firm (Lukason
and Kisper 2017).

Profitability = [Net income/Revenue generated] = 100%
Liquidity = [Current asset/ Current liability] * 100%
Solvency = [Total equity / Total asset] = 100%
Efficiency = [Revenue generated/ Total asset] s 100%

3.2.5 Publicity features

Business firms use social media platforms, like Twitter and Facebook, to promote their
products or services to the public (Antretter et al. 2019). Social media tools are essential
for start-up firms to market their products or spread awareness about their business to audi-
ence at relatively low cost (Saura et al. 2021). The information provided by firms and pub-
lished on social media platforms attracts many investors who constantly seek new ventures
with promising results. Social media features such as the number of followers, likes, com-
ments and reviews provided by the users shield the light to estimate the popularity of the
business (Jung and Jeong 2020).

Business firms not only look for social media platforms for the publicity of products or
services in the market but also use news articles and websites to gain popularity from the
public. Companies publish information about their products on websites or news articles,
and the testimonials of satisfied customers are also disseminated through different chan-
nels (Xiang et al. 2012). It gives confidence to the customers to spend on the product and
also provides reviews for potential buyers. Start-up firms and established businesses like
Google or Facebook heavily rely on advertising to gain popularity (Sharchilev et al. 2018).

3.3 Market features

Market features are responsible for bringing success to the company by either investors or
end users. With a good market, it is easier for a company to progress or grow in its field.
An effective market can either make or break the company’s existence (Kluwer 2020).
Start-up businesses carefully evaluate all market features to anticipate the growth rate of
the business.

Market growth and market sector are the two broad categories of market features. These
two categories cover majority of the information about the company’s marketing strategies
and planning skills to gain profit in the business. A good marketing strategy is the utmost rea-
son that brings revenue to the company. A company can strategize its marketing techniques to
sell its products and gain profit in several ways. For example, identifying new customers who
might be interested in the product as well as maintaining existing customers in the business by
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Table 7 Market features and subfeatures with respect to level of difficulty (DL) to obtain, and its business
relevance (BR) from low (4), medium (++), to high (+++)

Features Sub Features Sub Category of Features DL BR
Market Features Market Sector Creativity +++ +
Social media analytics +++ +
Investor sector + +++
Sector wise growth +++ ++
Uniqueness of the product per sector +++ ++
Resource availability per sector ++ ++
Customer satisfaction + +++
Service Market Types of services offered ++ ++
Number of services sold ++ +++
Review of services + +++
Customer satisfaction based on services ++ +++
Industrial Market Market growth rate + +++
Scope of market ++ +++
Market Market competition ++ ++
Growth Marketing capabilities +++ ++
Product Market Product scope ++ ++
Product value ++ ++
Market share + ++
Market promotions ++ ++
Market target based on product + ++

maintaining product quality (Thorleuchter et al. 2012), using social media platforms to market
new products, analyzing the product with the correct market sector to gain utmost popularity
and customer satisfaction (Azizi et al. 2009) are all important means of marketing strategy.

Table 7 summarizes market related features and its sub-features including market sectors
and market growth efc.

All investment, business, and market features show some form of correlation if diving deep
into the layers, as shown in Fig. 5. Technological features such as innovations or patents are
highly correlated with product features in the Business section. Innovations bring new ideas
and creations, which lead to developing new products in the market. Developing a product
requires advertising and marketing strategies based on the product type and the market sector.
Financial features in the investment section also strongly correlate to the business’s financial
features, which show the debts or cash flow ratio related to the investments or funding into the
business.

Therefore, these features provide all aspects of analyzing business needs that are measur-
able and contributes to the growth of the business. With these features, we can support differ-
ent types of companies and provide a well-fitted bias-free model to predict business success
using machine learning algorithms.
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4 Models for business success prediction

Business success prediction aims to analyze factors and features responsible for maintain-
ing a profitable business and have a clear business target to produce measurable results.
Analyzing business success is challenging due to unknown business data and fluctuations.
Exploring business features and choosing a well-fitted model based on the company’s dif-
ferent business angles and targets is important. In this section, we focus on describing sev-
eral machine learning models categorized as Supervised or Unsupervised methods depend-
ing on the features’ availability and the company’s goal.

4.1 Supervised learning for business success prediction

In supervised learning method, the models are trained with a given label to predict the out-
come of the data. Supervised machine learning has been used by many business companies
to predict the outcome of the business. It first defines the target variable of the company
with two possible outcomes success or failure. The data is split into subset of features rep-
resented by x € R” (where m is the number of features, and x denotes a vector), the target
variable is represented by y € R. The supervised learning model tries to predict the value
of y for a given set of features x.

Supervised learning models are divided into two subgroups: Regression and Classifica-
tion, both have been used for predicting and forecasting business success. Based on the
available label information models are divided further into three classes: Binary classifica-
tion, Multi-class classification, and Continuous variable prediction, as shown in Table 8.

For example, Predicting business success can be a binary classification problem with
label successful (1) or unsuccessful (0) or a multi-class classification problem with target
variable containing more than two classes to predict stages of failure in private companies
(Jones and Wang 2019). For a regression problem, the model uses a target with continuous
variable (e.g., Market trends).

4.1.1 Binary classification

Binary classification is commonly used for predicting business success by many research-
ers using various machine learning algorithms described in the paragraph below.

e Support Vector Machine (SVM): An SVM algorithm is commonly used in binary
classification tasks, where there are exactly two classes to predict. In a recent study
(Li 2020), SVM is compared with Random Forest (RF) to classify business into two
groups Fail (“closed”) vs. Not-fail (“acquired” and “operating”) using features from
four major groups, including region, industry, funding, rounds, and name. Both SVM
and RF show similar accuracy (around 88%), but their AUC values are very low with
SVM being 0.51 and RF being 0.61. Because an AUC value with 0.5 implies a random
classifier, this indicates that simple SVM is ineffective for business success prediction,
possibly because of class imbalance, and features used in the study are less informative
for classification.

e Logistic Regression (LR): Logistic regression is frequently used to predict “successful”
or “unsuccessful”, “failed” or “survived” for business prediction tasks. It is one of the
mostly used algorithms due to its simplify and easy to interpret for business success
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prediction. A previous study (Zbikowski and Antosiuk 2021) has compared LR with
SVM and XGBoost to predict successful and unsuccessful firms with target variable as
0 (Coperating’ or ’funding series b’) and 1 ("acquired’ and 'IPO’). By using an exhaus-
tive grid search as hyper-parameter tuning, LR achieved an accuracy of 86%, however,
the recall score of 0.21 was observed which improved to 0.34 when XGBoost classifier
was used.

e Decision Tree (DT): Decision tree models are used for classification as well as regres-
sion tasks. Over the past few years, many financial institutions are constantly looking
for simpler and effective models for prediction tasks related to financial sectors. A
recent study demonstrated the use of decision tree algorithm for credit scoring applica-
tion which is much simpler than previously used complex models that did not provide
good results (Sohn and Kim 2012). The study distinguished start-up firms as either suc-
cessful or default start-ups (in terms of credit score) by applying different input indica-
tors (such as economic, financial, market indicators) to construct a decision tree model
using a Classification and Regression Tree (CART) method. A classification accuracy
of 74 % was achieved as compared to previously used LR model used for specific
industry sectors, hence it would be difficult to generalize this model for other industry
sectors.

e Naive Bayes: Naive Bayes is another classification problem which is based on the
Bayes theorem which states that a posterior probability of an instance x belonging to
class y, is defined by

PEINPG) _ Pl - X WPO) [T, PGy PO

(D
P(x) P(x) P(x)

PQy|x) =

where P(x|y) is joint conditional probability of instance x with respect to the class y,
and P(y) is the prior probability of class y. According to the Naive Bayes assumption,
all features are conditionally independent given the class label y, the joint conditional
probability P(x|y) is simplified as the product of the conditional probability of all fea-
tures H:';l P(x;). Based on the study shown in Tomy and Pardede (2018) when pre-
dicting successful or failed firms from the list carefully selected features by extracting
uncertainty factors from the original dataset, Naive Bayes algorithm have provided bet-
ter accuracy of 77 % when compared to SVM and KNN.

e Artificial Neural Network (ANN): Artificial neural networks have been widely used for
prediction of business success or failure in crowdfunding platforms. ANN uses a back
propagation algorithm for the training process. The three layers in ANN: input layer,
hidden layer(s), and output layer are responsible for carrying the information from one
neuron to another and generate the desired output. In the recent study based on crowd-
funding project (Alamsyah and Nugroho 2018), predictive modeling was performed to
classify successful and unsuccessful projects using ANN. Different learning rates were
applied out of which a learning rate of 0.2 with ANN gave an accuracy of 83 % which
is beneficial for the investors to provide funding for the project.

Many researchers have used machine learning algorithms to predict business outcome of
the startups or mid-size companies (Pasayat et al. 2020; Bento 2018; Dellermann et al.
2017; Unal and Ceasu 2019). LR, SVM, and Gradient boosting have been commonly used
(Zbikowski and Antosiuk 2021) to predict the success of the start-ups based on VC funding
provided to the company. The main aim is to develop a bias-free prediction model so VCs
and stakeholders can use it in real-world prediction scenarios without hesitation. A target
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variable is selected based on the completion of the second round of funding and labeled
as “successful” because this marks the company’s stability to generate enough profit in
the future. In our previous study (Gangwani et al. 2023), we leverage triangle relationship
between investors, business, and market to create new features predict business success
(including acquisition and IPO) vs. failure. The results show that adding triangular rela-
tionship based features can indeed help improve the accuracy, compared to solutions using
simple features alone.

Another definition of a successful start-up is based on the company’s survival of the
company. McKenzie et al. (2017) use three machine learning approaches, SVM, Least
Absolute Shrinkage and Selection Operator (LASSO) and Boosted Regressor to predict
the chances of survival based on sales and profit of the start-up companies. Bohm et al.
(2017) suggests using techniques such as cluster analysis and SVM to predict the chances
of survival.

Start-ups can also be measured based on innovations or the company’s level of projects.
Innovations can be a turning point as they can lead to reaching new heights and economic
growth of the firms. Kinne and Lenz (2021) proposed a method to look at the innovation
perspective of the business to predict the start-up success. A questionnaire-based survey
was conducted on various firms to classify the data and label the firms’ websites with new
product innovations or non-innovations using a deep neural network architecture to cap-
ture innovations and predict the business outcome. Guerzoni et al. (2019) demonstrate that
innovation increases the chances of survival in the company. Seven supervised learning
approaches were used based on classification, Regression tree, Logistic Regression, Naive
Bayes, and Artificial Neural Network (ANN) to predict the probability of survival in terms
of innovations in the company.

4.1.2 Multi-class classification

Multi-class classification provides a different angle for entrepreneurs and investors to
evaluate the business outcome. Many businesses do not gain profit over time, leading to
the business’s downfall. Various factors contribute to business failure, such as insufficient
funds from the investors, poor marketing strategies, inability to compete with similar mar-
ket etc. Over time, these factors become the sole reason for the company to fail in the mar-
ket. Hence, this situation puts the company in danger of filing for bankruptcy. Multi-class
algorithms help investors identify the risk of failure or default and give them an idea of
where the company stands regarding profit.

The algorithm classifies business outcomes into multiple categories such as “risk”,
“failure”, “survival” or “bankruptcy” rather than just classifying them as successful or not.
This gives the investors a better chance to make wise decisions based on the companies’
position and investment. Jones and Wang (2019) propose TreeNet method based on gradi-
ent boosting to perform classification tasks on private firms, which predicts the company’s
bankruptcy risk. As a result, their method can classify different measures of failure to ana-
lyze the company’s risk before it files for bankruptcy. Arroyo et al. (2019) uses a time-
aware analysis method to classify companies (as acquired, funding, or IPO) at their early
stage to predict whether the company will be successful or not. The author uses a sliding
window as a measure of time to give an estimate to the investors to decide on investment
at the right stage of company’s growth. The main aim of the investors is to invest when
the company is at acquired or IPO stage. Machine learning algorithms have proven to be
very useful and effective in predicting business outcomes. Due to the successful results
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delivered by machine learning models, many financial institutions such as corporate banks,
credit scoring companies and insurance providers have moved from using statistical meth-
ods to machine learning models to predict financial crises or bankruptcy in their business.

4.1.3 Continuous variable prediction

In business prediction model, measuring the growth of the business is quantifiable. In order
to effectively evaluate the business growth, a continuous evaluation process is needed to
consider many factors and variables. The business’s growth varies from company to com-
pany, and this is based on the defined target variable. For example, the growth can be
measured in startups as sales profit or products sold. In mid-size companies, the growth
can be measured based on the revenue generated, employment and customer service. Apart
from these, various outside factors such as market, business environment, and product dis-
tribution should be considered when measuring the business’s growth. Regression models
in machine learning have proven to be very useful when predicting the growth of the busi-
ness. Zeki¢-Susac et al. (2016) use logistic regression and ANN to predict the company’s
growth using financial features from the agency. To predict a firm’s growth, many inter-
related features need to be considered, such as business financial features, geographical
location and market portfolios efc. Despite identifying important features, researchers still
struggle to quantify these features to predict the growth rate of the business accurately.

4.2 Unsupervised learning for business success prediction

Unsupervised machine learning model is also commonly used to analyze business related
data, by finding hidden patterns or discover meaningful groups from a given dataset. One
of most common advantage of unsupervised learning is that it doesn’t rely on the labelled
data to provide any information. There are four broad categories of unsupervised learning.
Namely, clustering, association rule mining, outlier detection and dimensionality reduc-
tion. Table 9 summarizes different categories of unsupervised learning approaches and
describes business implications and targets related to each category.

4.2.1 Clustering techniques

A clustering technique works by finding similar features which is useful for business pre-
diction outcomes. For example, recommender system find customers sharing similar
behaviors (e.g. similar purchases) and recommend items to them Li et al. (2015). Customer
churn prediction Ullah et al. (2019) can be improved by clustering customer profiles in
combination with the classification approach. By studying customers with similar behav-
iors, products with similar profiles, and companies with similar growth or failure history,
clusters can help predict the chances of failure or survival of the business.

Many clustering methods exist for business data analysis, such as k-means clustering,
partition based clustering, density based clustering, hierarchical clustering and model
based clustering. Among them, due to its similarity and transparency, k-means clustering is
most commonly used in business domains.

k-means clustering assigns n data points to k clusters, with the k value being specified
beforehand. Each cluster is assigned a centroid during each iteration based on the distance
of the data points to the centroid. Given a dataset with n observations (X, ---, X,,) which
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are assigned into k subsets S = {S, ---, S, }, the main objective of k-means clustering is to
minimize the squared error function denoted by:

k
J(S):arg;ninz Z ||Xj—l1i||2 @)

i=1 x;€ES;

where p; denotes centroid of cluster i, which is calculated by using arithmetic mean of all
data points in respective clustering.

Density-based clustering method is helpful in categorizing information together and fil-
ter outlier i.e. noise from the data. A study considered using clustering, diffusion theory,
and density estimation for early prediction of sales data to analyze the success of a new
product Garber et al. (2004). The key observation is that the clusters of data points, includ-
ing the change of density, provide early warning signals to indicate the business’s health.

Business Model DNA Bohm et al. (2017), similar to a human genome, describes
the characteristics of the business process and uses a combination approach of SVM
and k-means clustering to identify similar clusters based on different types of pro-
gress or growth in the business (slow growth, fast growth etc.) Using the combination of
approaches, a better accuracy is achieved than previous studies based on the prediction of
business success. Shah and Murtaza (2000) demonstrate using neural network with cluster-
ing techniques to predict bankruptcy in various firms. Three layers were used in the neural
network architecture to predict bankruptcy. The first layer used financial ratio as an indica-
tor to cluster the firms together, the second layer determined the learning process, which
consisted time series data for predicting the trend of the financial status. The third layer
consisted of two neurons, one classified bankrupt firms and other classified non-bankrupt
firms.

4.2.2 Association rule mining

Association rule mining is used to analyze customer purchase behavior, which helps busi-
nesses make informed decisions about product placement, pricing, and promotional strat-
egies. By analyzing patterns in customer purchase behavior, businesses can identify fre-
quently purchased items together and use this information to design more effective product
bundling and cross-selling strategies. For example in product portfolio identification (Jiao
and Zhang 2005), recommendation (Lin et al. 2002), and market changing trend identifica-
tion (Kaur and Kang 2016) etc.

Product portfolio identification (Jiao and Zhang 2005) is an important step that maps
customer needs in the customer domain to functional requirements in the functional
domain, as products are represented as a list of functional features and target values, which
crucially decide the success and failure of the product.

The recommender system for e-commerce applications delivers personalized recom-
mendations considering the similarities and dissimilarities of the customer’s preferences.
In the study (Lin et al. 2002), recommendation rules are mined for a specific customer
to provide effective recommendations between customer and item rather than using tra-
ditional co-relation-based approach. An appropriate range is specified for calculating the
[minNumRule — maxNumRule] rules and a scoring threshold parameter for identifying rat-
ings (likes and dislikes). Based on this rating which falls under the set of these rules, col-
laborative and target customers are identified to provide personalized recommendations to
match customers’ choices with items.
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In financial sector of business domain, association rules help discover relations between
business operations and financial health of the company. A set of rules are assigned to the
financial data which discovers all combinations of business operations that put them in risk
of being bankrupt (Martin et al. 2011). Apriori algorithm is used to find rules, in combina-
tion with financial domain ontology, to identify strong and weak points of company such as
financial health or total debts to make decisions and helps them to strategize their plans and
act accordingly.

Overall, association rule mining provides valuable insights into customer behavior, product
portfolio, and financial analysis to help businesses make data-driven decisions about product
placement, pricing, business operations, and promotional strategies, which can ultimately lead
to increased sales and business success.

4.2.3 Outlier detection

In the business world, outliers often imply significant risks or values. Many financial sectors,
such as banking industry, credit card sectors etc. have employed outlier detection models for
identification and prediction of irregularities in the business domain. While outliers carry mul-
tiple forms, depending on the definition, local outliers are particularly useful because it helps
identify samples not complying with others within a local neighborhood. Local Outlier Factor
(LOF) compares the local density of the data point with the density of the neighboring data
points. Previous study (Chen et al. 2007) demonstrated the use of LOF to detect inconsisten-
cies or fraudulent activities in the banking industry to keep up with the reputation and provide
customer satisfaction.

Given a data point p, its LOF score relies on several key concepts, including k-distance (p),
k-Nearest Neighbor of (p), reachability distance (RD), and Local reachability distance (LRD).

For a dataset D and a positive integer k, the k-distance is the distance between the point
x and its k™ nearest neighbor. Then N, (x) denotes the k nearest neighbors of x, meaning that
N, (x) includes all data points that lie in or on the circle of radius k-distance.

Reachability distance (RD) of a data point p to the data point X, is defined as the maximum
of k—distance of x and the distance between point p and X, d(p, X), which is calculated using
Euclidean distance.

RD(p, x) = max{k-distance(x), d(p,Xx)} 3)

For example, in Fig. 6, we take k = 3, the k nearest neighbors of instance x will be
N,(x) = {p,, 5,3} So the value of ||N;(x)|| = 3. If the distance between data point p, and

Fig.6 An example demonstrat- -
ing LOF and calculating reach- IO
ability distance of data points f
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data point x is smaller than the k-distance (x), the reachability distance of data point p; is
replaced by k-distance(x). For data point p,, its distance between p, and X is greater than
the k-distance (x), the reachability distance of p, is the original distance of p, and x.

Combining k-distance(x) and reachability distance RD(p, x), density-based method uses
two parameters for calculating density: 1) MinPts, which specifies the minimum number
of points; 2) volume. These two parameters determine the density threshold 6 to detect the
outliers. For keeping our calculation of LOF simple, we remove the MinPts parameter as
the measure of volume and with this knowledge, we calculate the local reachability density
of data point (p).

1

RD(p.X) 4)
XEN(P) N, (p)I|

LRD(p) =

The LRD of each point is compared with the average LRD of k neighbors. LOF is the ratio
of average LRD of k neighbors of (p) to the LRD of (p), denoted by

Y x € N (P)Ld» y 1
[N @) LRD(p)

Overall, outlier detection can provide businesses with valuable insights into their data,
helping them to improve their operations and manage risks by helping them detect the risks
such that businesses can take necessary actions to mitigate the impact of these risks and
make better decisions, and ultimately, improve their business strategies.

LOF(p) = o)

4.2.4 Dimensionality reduction

Dimensionality reduction is a popular technique used in various areas of data analysis,
including business prediction. It is used to simplify complex datasets by reducing the num-
ber of features (i.e., dimensions) while retaining the most important information.

Wang and Wu (2017) proposed a two-stage ensemble approach to improve the perfor-
mance of the business failure prediction using feature selection to eliminate redundant data
having little or no information about the financial features. The final subset includes care-
fully selected financial indicators that cover information about healthy and failed firms.
Three manifold learning algorithms (ISOMAP, Liner Embedding (LE) and Local Linear
Embedding (LLE)) were applied to select different subset of features and compare their
performance with PCA which enhanced the model’s performance.

Another study aimed to predict business bankruptcy using financial ratios (Tsai 2009).
PCA was used to reduce the dimensionality of the data and identify the most important
financial ratios for predicting bankruptcy. The results showed that using dimensionality
reduction techniques improved the accuracy of the bankruptcy prediction model. Specifi-
cally, PCA reduced the dimensionality of the data from 14 financial ratios to 5 principal
components, accounting for 91% of the total variance.

Recent studies (Sivasankar et al. 2017; Rtayli and Enneya 2019) have demonstrated fea-
ture selection and feature extraction (PCA and LDA) techniques for credit risk or fraud
detection. By combining Random Forest and feature-filtering, the research (Rtayli and
Enneya 2019) proposes to detect credit card fraud, with relevant features selected from the
financial dataset, using a feature importance scoring calculated using RF classifier with
gini index to construct a decision tree that determines the final class in each tree. The repre-
sentation of gini index at node n, g(n) which measure the impurity, is given as:
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gm=1- p? ©6)
i=1

where, p; calculates the probability of class in the given branch and a 0 gini index score
means that all elments belong to one particular class.

The studies highlight the importance of dimensionality reduction in business predic-
tion, as it can help identify the most important variables for predicting a target variable and
improve the accuracy of prediction models (Table 10).

4.3 Deep learning for business success prediction

Recently, many studies have applied deep learning methods such as CNN (convolutional
neural network), LSTM (long short-term memory), and DNN (deep neural networks) for
business prediction. The main advantage of using these methods is that they learn news
features independently without strong domain expertise or requiring hand-crafted features.
Since business success prediction includes textual data collected from social media web-
sites, news headlines, finance and banking industry, it is necessary to represent them into
vectors and feed them into machine learning models for better prediction. This section
examines different approaches to selecting textual features and covert them into vectors
using deep learning methods.

In order to convert a sentence or textual data, such as news articles and social media
websites, for sentiment analysis, NLP packages like Word2vec and Doc2vec are used. In a
recent deep learning-based business failure prediction (BFP) method (Borchert et al. 2022),
word embedding is used to convert textual data to numeric form which is then used as an
input to the convolutional layer. For example, a sentence in the form of w = [w, w,, ..., w,,]
with length m, using the word embedding to stack them in the form of a matrix represented
as N = (nl,n},....n" )T € R™! where n; is the embedded word representation of a sentence
w,. Hence, each word in a sentence can be represented as a vector n € R/ where [ is the
number of dimensions.

Using deep learning methods for handling textual features have shown tremendous
improvements when compared to traditional machine learning methods specifically in top-
ics related to bankruptcy and stock price prediction (Oncharoen and Vateekul 2018; Qu
et al. 2019). Classical deep learning models, such as LSTM and BERT (Li et al. 2023)
have proven to be effective in working with financial and customer data. A study about
restaurant survival prediction (Li et al. 2023) categories customers’ online review into five
categories: location, tastiness, price, service, and atmosphere, by using pretrained language
model (BERT) and aspect-based sentiment analysis. Their results show that aspect-based
sentiment, compared to overall review sentiment, can improve the prediction performance
of restaurant survival. In Ding et al. (2014), a series of events representing news articles
and headlines are extracted as a tuple denoting an event which consists of three values
(Action, Actor and Object). Based on the articles, three values are extracted which together
become an event. For example in the headline “Apple launches a new iPhone” where Actor
= “Apple”, Action = “Launches” and Object = “iPhone”. These extracted tuples are trans-
formed into word vectors using pre-trained GloVe method (Pennington et al. 2014) that
extracts only meaningful words. The vector is fed into the LSTM network as an input. The
output from the LSTM network is fed into hidden layers connected with two perceptrons,
which uses softmax activation function that serves as an output to the prediction model.
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The main motivation behind using deep learning methods is that it carries out feature
learning on the original data, such as texts or images, to find important factors for business
success prediction. Deep learning provides a new perspective to researchers in business
prediction as it can help diversify data sources without involving strong domain knowledge
and heavy data prepossessing.

4.4 Survival analysis for business success prediction

For most business success prediction, the models are based on one-off success/failure
prediction using a snapshot of feature input. Survival analysis, which concerns the time
between existing and subsequent events, provides an alternative to assess the risk of busi-
ness success/failure considering the business course as a time series events (Wang et al.
2022; Zhou et al. 2022). The rational is that business entering bankruptcy often behave
differently during a series of events happened before. In this context, survival analysis
employs a parametric model assuming some relationships, such as Kaplan-Meier or Cox
Regression, between the hazard event (or survival) and the set (vector) of explanatory vari-
ables (X). For example, by modeling business behaviors and recurrence of financial distress
as a survival analysis model, a stratified conditional intensity model (Zhou et al. 2022),
defined in Eq. (7) is proposed to model instantaneous risk for a firm i to have the k™ dis-
tress at time ¢, given that it has survived till time ¢.

hy(t1X) = 8 (Dho (D) exp(BX + aX™ + yZ) (7)

In Eq. (7), 6;(¢) € {0, 1} is the modified risk-set indicator denoting the happening of the
k™ event at time 7. kg, (¢) denotes baseline hazard function for the k" recurrence of finan-
cial distress. a, f§, y are regression parameters, and X denotes features representing com-
pany (such as features like institutional variables, financial ratios, market-based variables
and macro economic conditions. X denotes interaction between features X, and Z denotes
correlation between different distress episodes.

In addition to modeling business success, survival analysis is also frequently used in
business intelligence to predict a customer’s churn time (Ahn et al. 2020).

4.5 Al and generative models in business success

Recent advancement in Al, especially large language models like ChatGPT, has set off tsu-
nami of discussions about embracing Al innovations to the industry 4.0, business opera-
tion and success (Javaid et al. 2023; Brem et al. 2023; Jorzik et al. 2023; Raj et al. 2023).
Traditionally, Al is considered enabling technologies to help identify correlations, features,
and similarities in large amounts of data for many business operation. Nevertheless, as Al
is evolving to be much more powerful and intelligent, it is now reshaping customer interac-
tions and shaking services and processes (Brem et al. 2023), because Al-enable tools pro-
vide quick, informative, and more natural responses. Another key advantage of Al tools,
like ChatGPT, lies in its fine-tuning ability which is able to tailor models responses to spe-
cific industry domains or niches. This helps customize products/services for enhanced cus-
tomer engagement, and more positive experience for the customers (Raj et al. 2023).

In addition to leverage Al technologies at product/service levels, a recent study
(Javaid et al. 2023), conducted through the interview of 47 top managements and Al

@ Springer



Modeling and prediction of business success: a survey Page390f51 44

specialists, proposes a top management (TM) competencies model for business execu-
tives to enforce Al thinking in mindset, knowledge, navigability, leadership, decision-
making ability.

4.6 Summary of business success prediction

Business prediction methods summarize the importance of selecting the best method
based on the business target. For example, unsupervised learning methods are most
commonly used for analyzing financial health and marketing products. Supervised
learning methods utilize different business features to predict business success or
startup survival. Recently, deep learning methods have proven to be more efficient for
business failure prediction using financial and historical data. Our study outlines typical
methods for business prediction using important and measurable criteria. Based on the
data availability and business target, researchers and entrepreneurs can effectively uti-
lize different methods provided to create a successful business model.

To further compare different methods for business success prediction, in terms of dif-
ferent business targets and their interrelated features, Fig. 7 highlights the IBM features
and the models used for business prediction. The methods are aligned and positioned
based on their focus and targets. For example, the methods that use market and business
features would be placed along the edges connecting Market and Business.

To compare the niche of three methods used for modeling and predicting business
success, we summarize them in Table 11 concerning available features, advantages, and
disadvantages.

Supervised Learning
Methods
SVM.KNN.LR.DT.RENB
[81-83]
Unsupervised Learning
Methods

Supervised Learning Methods

SVM.KNN.LR.DT.RFNB
[92-95]
ANN [98.116]

Supervised Learning Methods

R.SVM.Decision Tree, Random Forest, Naive

v - - Bayes. KNN, XGBoost [60-67. 36.75,76.108,115]
nsupervised Learning 7

Methods

PCA, K-means [132, 137]

Unsupervised Learning Methods
PCA, Outlier Detection. K-means [132-135, 137]

PCA, K-means [132, 137

Deep Learning Methods
CNN, DNN, LSTM [153.156]

Investments Business

Unsupervised Deep Learning Methods Supervised
Learning Methods CNN[153] LSTM Learning Methods
PCA. Ourlier Detection [156]

132-135.137

DT.LR.XGBoost [108.115]

SVM.KNN.LR.DT.RENB
[85-87]

Fig.7 A summary of business success prediction methods and their focus with respect to the IBM triangle
for business modeling
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5 Data and performance metrics

We describe and list various publicly available datasets collected from different platforms
for modeling and predicting business outcomes. Meanwhile, we also review several perfor-
mance metrics commonly used to validate business success.

5.1 Data and resources

Table 10 summarizes datasets and provides a detailed description. Many researchers use
Crunchbase dataset (Zbikowski and Antosiuk 2021; Ross et al. 2021; Xiang et al. 2012;
Arroyo et al. 2019; Yuxian and Yuan 2013) which is a publicly available dataset that
provides detailed information about public and private companies. It contains important
information about companies, such as the investors, founders, acquisition details, funding
rounds and employee details, that are needed to predict business success depends on the
company’s target or goal of the prediction.

Various startup companies use TechCrunch as a popular newspaper in the U.S. plat-
form dedicated to profiling start-ups that provide up-to-date information about the latest
products and trends in the market (Sharchilev et al. 2018; Xiang et al. 2012; Bargagli Stoffi
et al. 2020). Start-ups rely on such information to achieve a specific milestone or growth in
the business. The data collected from these platforms provide the basis for the prediction of
success in terms of the company’s M &A, IPO or financial survival.

United States Patent and Trademark Office (USPTO) is another source that provides
information about patents and trademarks. Companies holding Intellectual Property (IP)
rights and patents mark the technological innovations and creativity which distinguish them
from other companies (Lee et al. 2009; Kim and Lee 2015). The data collected from such
platforms highlights the capacity of the company to grow and become an IPO which is an
important indicator to predict the business success for the investors and the stakeholders.

There are also various other resources such as stock market dataset and resources gath-
ered from financial banks which provides information about the financial aspects of the
companies, the profit and loss statements, sales and cash flow information efc. Ravisankar
et al. (2011). This type of information is very useful for small and mid-size companies to
predict success or failure of the firms.

Social media platforms such as Twitter or Facebook have also been used to collect
important information about companies, such as their followers, products sold, number of
tweets, reviews about the products etc. Antretter et al. (2019); Saura et al. (2021). These
publicity features highlight some important questions such as "How famous is the com-
pany?”’ and "How many customers buy the products sold by these firms?” (Yuxian and
Yuan 2013; Liang and Yuan 2016). Other crowdfunding platforms such as AngelList, a
U.S.-based website contemplated connecting stakeholders with investors for the purpose
of funding (Beckwith 2016). All these resources provide a better outlook for investors to
decide whether to invest in a company. It is also useful for the stakeholders to know the
position of the company and anticipated growth and progress of the company.

5.2 Performance metrics
Evaluating the performance of the business is done by measuring factors contributing to

the business’s success or failure. We evaluate business metrics in terms of loss and per-
formance in two ways: the performance in terms of machine learning models and the
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performance in terms of business interests. A confusion matrix-based performance metrics
also highlights the actual positives and actual negatives from the predicted values.

5.2.1 Confusion matrix based performance metrics

Confusion matrix is the most common metric used to evaluate the model’s performance for
binary as well as multi-class classification task. For business success prediction, TruePosi-
tive, TtrueNegative and FalsePositive, FalseNegative are used to evaluate the actual and the
predicted values (Turkmen 2021) as shown in Egs. (9) and (10). The confusion matrix also
helps to denote the Typel and Type 2 errors statistics which is useful to evaluate business
prediction models as same metrics can be used in different models for comparison between
two approaches for the same problem.

5.2.2 Performance metrics in terms of learning models

During the learning, the evaluation of the predictive modeling is done in two steps: 1 ) Loss
function, and 2) Performance metrics. In loss function the model is evaluated by using the
in-sample-loss-minimization function.

N
argmin Z f(f(xi),yi)overf(-) eF st Rf(-)<c (8)
i=1

where Zflzl 4 (f (x,-), yi) calculates the mean squared error of prediction, known as the loss
function, which is to be minimized, f (xl) denotes predicted values and y; are the actual val-
ues, f(-) € F is denoted as the function class of the algorithm, and R(f(-)) is known as the
complexity function which is expected to be less than a constant value ¢ € R.

From a performance metrics point of view, the model’s performance is evaluated based
on the algorithm chosen and the type of metrics it supports.

1. F-score (or Fl-score): F-score metric is specifically used for imbalanced datasets where
one class is more dominant than others. It is calculated using both precision and recall
score as shown in Egs. (11) and (12). For binary classification task, F-score is useful to
validate the model performance in terms of both classes.

2. AUC: Another important performance metric used for both binary and multi-class clas-
sification is Area Under the receiver operating characteristic Curve (AUC). It is one of
the most frequently used metric for classification problem since it is independent from
the use of false positive/negative cost.

3. Kolmogorov-Smirnov (KS): KS chart is a measure of degree of separation between two
classes (positive and negative). Based on the business target, for example customer churn
prediction or market segment analysis, KS chart is a very useful metric to predict the
probability of two classes so that the business can target specific set of customers.

4. Kappa score: Cohen’s Kappa score is used to measure the probability of agreement (p,)
between two classes on the scale of 0—1 as shown in Eqs. (13). It can be used in binary
as well as multi-class classification problem. For example in project evaluation where
the outcome of success is divided into number of success indicators (Wohlin et al. 2000).
Kappa score is more useful than accuracy when dealing with imbalanced data.
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e P
Sensitivity/Recall = ————
ensitivity/Reca TP+ FN )
e . N
Specificity (True Negative) = ————
pecificity (True Negative) TN + FP (10)
L . TP
P True Positive) = ———
recision (True Positive) TP+ EN (11)

Fl-Score = 2 s PFECl‘Sl‘OVl * Recall (12)
Precision + Recall

Accuracy — p,
Kappa score = # 13)

5.2.3 Performance metrics in terms of business interests

Some common measures to evaluate the business performance and interests are sum-
marized as follows:

1. Return on Equity (ROE): ROE is a financial measure calculated by dividing a company’s
net income by its total equity. Investors and stakeholders are more interested in know-
ing the returns on their investments so that they can evaluate the performance of the
company and decide their next course of action. ROE provides an easily understandable
metrics without digging much further into the finances and investments.

2. Debt Ratio: Debt ratio is the percentage of total debt to total asset ratio. In an uncertain
market, the risk of investments increases the company’s exposure to unexpected down-
turns. Hence, the Debt ratio is a good evaluation metric for the stakeholders to anticipate
the shift in the market and measure where the company stands in terms of profit or loss.

3. Stocks Buyout: Buyout of stocks is a scenario where investors acquire the original or
failed company agreeing on a lower percentage of stocks buyout such that the failed
company can exit without any debt and investors can take advantage of rectifying the
market with ease. In order to measure the business loss, the buyout stock price should
be closer to the market value.

4. Liquidity Measure: As the name suggests, liquidity measure is nothing but the amount of
available cash which can be used for business purposes within a short duration of time.
Measuring liquid cash flow is an important criterion to know whether the company can
withstand ups and downs in the market within a short span of time. Having low cash
flow is one of the indicators to measure business loss.

5. Total Revenue: Total revenue is the earnings incurred by the company after selling
products/goods and services. These metrics determine whether the company reached
its goal either annually or semi-annually determining profit or loss in the market.

6. Profit: Total profit is calculated by dividing the income by total expense. A quarterly
evaluation of these metrics helps the company to stay on top and change its goals or
marketing to attain a higher number.
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6 Conclusion and future works

This study fills the research gap concerning business cycle fluctuations and the key fac-
tors contributing to business success, as well as explores computational methods for
predicting business success. So far, very few studies have explored the factors affect-
ing business growth and links between business-related theories and important features
for predicting success. Without proper knowledge and facts, predicting business suc-
cess is limited to specific use cases or business sectors. In this paper, we first address
theories related to business fluctuations and leverage the theories to identify features
and factors relevant to the business success. An IBM triangle framework is proposed to
highlight three different angles of business features and demonstrate their relation in
business operation. The framework provides flexibility for researchers to extend the
architecture with additional features and factors for different types of businesses. Based
on the gathered knowledge, we review different business prediction methods using
machine learning and deep learning models and compare popular algorithms regard-
ing their business semantics, target, features, and models. Our review surveys different
machine learning and deep learning methods based on their applicability and business
targets. The study also provides in-depth knowledge to help understand key components
of machine learning approaches for business modeling and prediction. The categoriza-
tion and summary of critical factors and features responsible for business modeling help
researchers comprehensively understand the existing methods and provide substantial
resources for entrepreneurs and investors to broaden machine learning and deep learn-
ing models to different domains.

Our study is limited to measurable features for the prediction of business success as
we focus on data-driven strategies such that the companies can set measurable goals
based on current and historical data. Future study can focus on several key aspects of
using such features for business prediction. First, business often requires transparent
and interpretable features/models, a study of actionable factors for business prediction
is important for stakeholders to put such computational models into real-world usages.
Second, the reliability of each algorithm or model depends on several factors, such as
business size, location, target, and data availability, and business requires quantifiable
reliability, in addition to accuracy/error, for effective decision support. For example,
existing study (Ross et al. 2021) uses financial features such as debt-to-equity ratio,
returns on investment, and profit margin to determine financial health of venture capital-
ist firm and its growth potential for future success using a combination of deep learn-
ing and machine learning boosting algorithms. Similarly, another study (Krishna et al.
2016) focuses on analyzing business outcomes using financial features and market-based
analysis such as competitive product pricing, and product distribution using supervised
machine learning algorithms for predicting private firms’ success. A study of reliable
and safe learning models for business success is also an important topic for future study.
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