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Significance

COVID- 19 has vastly expanded 
the online delivery of higher 
education. A key question is 
whether unproctored online 
exams can accurately assess 
student learning. To answer this 
question, we analyzed data from 
nearly 2,000 students across a 
wide variety of courses in the 
Spring 2020 semester, during 
which the same students had 
taken both invigilated in- person 
exams and unproctored online 
exams. We found that the scores 
that students obtained during 
the online exams were highly 
correlated with their in- person 
exams. This finding shows that 
online exams, even when 
unproctored, can provide a valid 
and reliable assessment of 
learning.
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In the United States, the onset of COVID- 19 triggered a nationwide lockdown, which 
forced many universities to move their primary assessments from invigilated in- person 
exams to unproctored online exams. This abrupt change occurred midway through the 
Spring 2020 semester, providing an unprecedented opportunity to investigate whether 
online exams can provide meaningful assessments of learning relative to in- person exams 
on a per- student basis. Here, we present data from nearly 2,000 students across 18 
courses at a large Midwestern University. Using a meta- analytic approach in which we 
treated each course as a separate study, we showed that online exams produced scores 
that highly resembled those from in- person exams at an individual level despite the 
online exams being unproctored—as demonstrated by a robust correlation between 
online and in- person exam scores. Moreover, our data showed that cheating was either 
not widespread or ineffective at boosting scores, and the strong assessment value of 
online exams was observed regardless of the type of questions asked on the exam, the 
course level, academic discipline, or class size. We conclude that online exams, even 
when unproctored, are a viable assessment tool.

online learning | proctoring | assessment | cheating | COVID- 19

The transition of higher learning to online classes has been ongoing since high- speed 
internet access became widely available (1). COVID- 19, however, dramatically accel-
erated this transition. Online classes make distance education affordable and accessible 
to millions of students, but a key concern is whether scores from online exams are 
meaningful.

Success and failure on exams can have a profound impact on a student’s life. For example, 
failing a required course may delay graduation and impart severe financial distress on the 
student. Grade- point average is an important determinant of graduate admission outcomes, 
which can affect a student’s career path. Given the stakes involved, it is not surprising that 
some students would attempt to achieve better exam scores by cheating, and because online 
exams are typically taken unmonitored, they provide ample opportunities for dishonest aca-
demic behaviors to occur, potentially rendering online exam scores uninformative as a form 
of assessment (2–4). Echoing this concern, a recent study of 236 faculty in Turkey showed 
that only 18 respondents expected cheating to be a significant problem in face- to- face edu-
cation, but 171 indicated the same for online education (5).

As a sign that online exams, even when proctored, are considered inferior to in- person 
exams, the Medical College Admission Test (MCAT) was never offered online even during 
the height of the COVID- 19 pandemic. In defense of this decision, the Association of 
American Medical Colleges stated that “there is no way to ensure equal access and test integrity 
by administering an online proctored exam” (6). Further, in response to the decision to return 
bar exams to in- person administration in 2021, the National Conference of Bar Examiners 
claimed that “remote exams create challenges for exam security and uniformity, and… we 
have consistently advocated for in- person testing as the best option whenever possible” (7).

When researchers compared the scores that students obtain from online unproctored exams 
against online proctored or in- person exams, the results were somewhat equivocal. Some 
studies have shown no difference (8–13), whereas others have shown that students score 
higher on unproctored online exams than either exams given in- person (14, 15) or online 
with proctoring (16–18), and the unproctored online exam “advantage” varied from just a 
few percentages (14, 15, 18–20) to nearly 20% (16, 21, 22). Moreover, students tend to 
spend longer to complete online exams when they are not proctored (17, 20). Together, the 
higher scores and longer time spent on unproctored online exams have sometimes been 
interpreted as signs of academic dishonesty. Indeed, survey studies have shown that both 
faculty and students believe that test takers would be more likely to cheat when taking online 
exams than in- person exams (23–30). Consequently, some researchers have suggested that, 
when possible, online exams should be proctored (16, 17).
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But there are myriad reasons for online proctoring to reduce test 
performance outside of its efficacy in preventing cheating. For exam-
ple, taking an exam while being surveilled can be distracting and 
anxiety- provoking (8). These negative qualities of online proctoring 
might suppress students’ test scores. Further, students spending longer 
on online exams when unproctored does not necessarily indicate 
cheating (e.g., finding answers in an illicit manner); rather, test takers 
might simply be more likely to take breaks or to allow household 
intrusions to occur during an unproctored exam (22, 31, 32). Aside 
from the controversies surrounding online proctoring and its associ-
ated, perhaps prohibitive, financial cost to colleges and universities 
(33–37), existing data have not provided decisive evidence that cheat-
ing is a problem that seriously compromises online exams as a form 
of assessment at a broad level (38, 39). Our focus is thus on “online 
exams without proctoring,” which we simply term “online exams” 
hereafter.

Online Exams as a Learning Assessment

The critical question is whether scores from unproctored online 
exams provide meaningful evaluative information about student 
learning. In the present context, we define a meaningful exam as 
one that can accurately distinguish students who have learned the 
materials well from those who have not, such that higher scores 
on an exam reflect greater learning. Critically, we believe that the 
relevant comparison is not whether online and in- person exams 
produce similar scores on average, despite this being the focus of 
the vast majority of extant studies (2, 8, 9, 12, 14–16, 19, 22, 40), 
because instructors have many tools to combat score inflation 
should one exists for online exams relative to in- person exams. 
For example, instructors can alter grade distributions by changing 
the grade cutoffs, increase the exam’s difficulty by including more 
or harder distractors on multiple- choice questions, and ask more 
application questions rather than definition questions.

We believe that the critical question is whether online and 
in- person exams provide a similar evaluation of learning—that is, 
would students who perform well on in- person exams also perform 
well on online exams? An analogous point was made by the 
American Psychological Association (APA). Nearly four decades 
ago (1986), in its report about using computers instead of papers 
for psychological testing, the APA concluded that “the rank order 
of individuals’ scores in different modes must approximate each 
other” for the two forms of assessments to be considered equivalent 
(41). Likewise, we argue that it is more informative to examine 
the similarity in how students perform on online and in- person 
exams at an individual level (i.e., correlation) rather than at a 
group level (e.g., comparing means).

To investigate whether online and in- person exams produce 
comparable assessments, the same students must take both online 
and in- person exams. However, because most studies that exam-
ined the comparability of online and in- person exams focused on 
whether they produce similar scores on average, few have used a 
within- subjects design that permitted an examination of the assess-
ment value (which we define as the extent to which an exam can 
accurately determine the degree of learning) for online and 
in- person exams.* In one study (42), students in an Introductory 
Psychology hybrid course completed two online quizzes each week 
and an in- person exam every 3 to 4 wk. The authors found a 
sizable correlation (r = 0.43) between scores on the unproctored 
online quizzes and the in- person exams (see also 43). This result 
is promising, but the correlation might be driven, at least partly, 

by the fact that the online and in- person exams covered the same 
course content. Specifically, all questions in the quizzes and exams 
were taken from the textbook’s test bank, with half of the questions 
used for online quizzes and the remaining used for in- person 
exams, and each in- person exam covered the topic already tested 
during the previous two online quizzes.

It is challenging to conduct experimental studies that compare 
online to in- person exams while maintaining external validity (44), 
because students in laboratory- based studies do not have the incen-
tives to perform well, so they are unlikely to cheat or to devote the 
same effort in a laboratory- based study as they do in actual exams 
(45). In contrast, naturalistic studies typically lack the experimental 
controls that permit strong conclusions (18), and existing studies 
almost always featured students in a single course (e.g., Introductory 
Psychology), thereby limiting their generalizability (15, 40).

However, because of the COVID- 19 pandemic, the Spring semes-
ter of 2020 (S2020 hereafter) was a singular event that provided the 
extraordinary conditions to study the comparability of in- person and 
online exams at a broad level. At many universities, students were 
taking in- person classes during the first half of the S2020 semester, 
and those same students, with the same faculty, switched to online 
classes during the second half of the semester due to the nationwide 
stay- at- home order in the United States. Because this COVID- induced 
migration to online learning occurred in March 2020, it conven-
iently split the semester into two halves. As a result, many instructors 
had given in- person exams before and online exams after the onset 
of the COVID lockdown, thus enabling a comparison between these 
exams on a within- subjects basis. This migration to online learning 
and assessment also allowed us to conduct a university- wide inves-
tigation, a virtually impossible task under any other circumstances.

Study Setting. We obtained data from 18 courses offered during 
S2020 (N = 2,010) in a large public university in the Midwestern 
United States. For the analysis, we calculated an average score for 
the in- person exams (i.e., first half of the semester) and an average 
score for the online exams (i.e., second half of the semester) for 
each student. We then computed the correlation between in- 
person and online exam scores in each course. We used a meta- 
analytic approach and treated each course as an individual study, 
which allowed us to produce an estimate of the overall effect 
size while taking into account each course’s error variance. This 
approach also allowed us to examine what might moderate the 
correlation between online and in- person exam scores. If online 
exams do not provide a meaningful assessment of learning, then 
one should expect the correlation between in- person and online 
exams to be weak to nonexistent. In contrast, assuming that in- 
person exam is the standard in assessment—and indeed there are 
currently no practical alternatives—a higher correlation between 
online and in- person exams indicates greater assessment value 
for online exams. One might question our assertion that in- 
person proctored exams provide the best available assessment 
of student learning, and that many variables can influence the 
assessment value of an exam. Indeed, exams are by no means 
perfect, and instructors should use a variety of methods to assess 
learning (e.g., group discussions, assignments, presentations). 
But ultimately, every form of assessment has its shortcomings 
(46), and the society at large has treated in- person exams as the 
best form of assessment, as evidenced by its use as a gatekeeper 
for some of the most important or selective professions (47, 
48). Moreover, to assess whether educationally relevant variables 
would affect the assessment value of online exams (relative to in- 
person exams), we conducted a number of moderator analyses. 
If the validity of online exam scores is situationally dependent, 
the correlation between online and in- person exam scores should 

*Several studies have examined the correlation between different modes of exams such 
as open- book vs. closed- book and computer vs. paper (70, 71, 97), but not between online 
exams and in- person exams or proctored online exams.D
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vary by situational factors such as question type and field of 
study.

For the sake of completeness, we also examined whether stu-
dents perform better on online exams than that on in- person 
exams at the group level. The results of these analyses are presented 
in Supporting Information.

Because the online exams occurred during the second half of the 
S2020 semester, they necessarily covered different course content 
than the in- person exams. Consequently, any discrepancies in per-
formance between online and in- person testing (and an attenuation 
of the observable correlation) might also be attributed to differences 
in the content covered across the two halves of the semesters, or that 
students had become better acquainted with the instructors and the 
course material during the second half of the semester. To address 
this issue, we repeated the same analyses using data from instructors 
who taught the same courses during fully in- person semesters neigh-
boring S2020. We were able to obtain such data for nine courses 
during 2018, 2019, and 2021 (N = 1,072). These data indicate the 
maximum correlations that one can expect when comparing data 
from the first and second halves of a semester without changes to 
exam administration method. Our analyses were preregistered (unless 
otherwise noted) on the Open Science Framework (OSF) at https://
osf.io/3ta9s/?view_only=30843d9b2823473398403ab2dcf91698 
(49).

Results

Online Exam Scores Are Meaningful. We conducted all analyses 
under the random effects model. The meta- analytic correlation 
between online and in- person exams was strongly positive (r = 
0.59, see Fig. 1). Despite substantial heterogeneity in the data, Q 
= 89.16, I2 = 81%, a positive correlation was observed for every 
course, even those with small enrollments. Moderator analyses 
showed that the correlation between in- person and online exam 
scores did not vary significantly by types of questions asked on 
the exams, the field of study, the course level, exam duration, 
and enrollment. We also investigated whether score inflation 
for online exams relative to in- person exams (defined as the 
difference score between online and in- person exams measured 
in Hedge’s g), if one existed, reduced the in- person/online 
exam score correlation in a meta- regression—it did not. All 
of the moderator results are shown in Table 1. In sum, scores 
from the unproctored online exams closely resembled those 
from the invigilated in- person exams, and this correlation was 
robust against a host of factors relevant to exam design and 
administration.

Although publication bias is not a concern for the present study, 
we could use analyses meant to address publication bias to detect 
whether a study selection bias existed in our data. It was possible that 
our study advertisement disproportionately attracted instructors who 
taught in ways that produced a strong correlation between in- person 
and online exam scores, which could occur if instructors who were 
particularly concerned about the validity of online exams, and who 
put more effort into ensuring that their online exams were well con-
structed, were especially likely to respond to our advertisement. 
Should such a bias existed, one would expect an oversampling of 
small enrollment (i.e., greater error variance) courses with large effect 
sizes. The funnel plot in Fig. 2 shows that, if anything, our data 
exhibited a pattern opposite to such a study selection bias, Z = −2.71, 
P = 0.014, with most of the larger error variance studies showing 
effect sizes on the left side of the funnel. Therefore, we found no 
evidence that our data recruitment method had led to a selection bias 
that would inflate our observed effect sizes. If anything, the 
meta- analytic effect size might have been an underestimate.

Lastly, we examined whether the correlations differed between 
S2020 and fully in- person semesters. The correlation between 
scores in the first and second halves of fully in- person semesters 
was significantly higher than that of Spring 2020 (rother = 0.74 vs. 
rS2020 = 0.59), Q = 5.78, P = 0.016. However, when we restricted 
the analysis to the nine courses taught by the same instructors in 
both sets of semesters (k = 9 each), the difference became smaller 
and was no longer significant (rother = 0.74 vs. rS2020 = 0.63), Q = 
2.60, P = 0.107. These data suggest that online exams might be 
inferior to in- person exams in their assessment value, and we 
address this possibility in the Discussion.

Is Cheating a Serious Concern for Online Exams? To assess whether 
cheating is a serious concern for online exams, we explored the 
extent to which the association between in- person and online exam 
scores varied across individuals in a nonpreregistered analysis. The 
validity of this analysis hinges on three assumptions: First, cheating 
would increase a student’s score. Second, cheating is less common 
during invigilated, in- person exams than that during online exams. 
Third, students’ propensity to cheat during online exams depend 
on their performance on the in- person exams, such that the worse a 
student had done on the in- person exams, the more motivated the 
student would be to cheat during online exams. Existing research 
provides support for both the second and third assumptions. 
Regarding the second assumption, it is generally accepted that 
online exams, even when proctored, offer more opportunities 
for students to cheat than in- person exams (2, 23–30, 50–52).† 
Regarding the third assumption, a substantial literature has shown 
that students with more absences, lower course grades, or lower 
grade- point average (GPA) are more likely to cheat than their 
counterparts (53–59). Further, students regularly list performance- 
related anxieties (e.g., insufficient preparation, exam difficulty, fear 
of failure) as top reasons to cheat (21, 60–62).

The three assumptions described above would lead one to 
expect a curvilinear relationship between in- person and online 
exam scores—such that the regression line would be flatter on 
the left side than that on the right side of the scatterplot, a pat-
tern illustrated in Fig. 3—because students who did poorly on 
the in- person exams would benefit disproportionately from 
cheating on the online exams, and their in- person exam scores 
would become a poor predictor of their online exam scores. For 
this analysis, we examined the data on an individual basis rather 
than on a per- class basis using a mega- analysis approach  
(63, 64). A hierarchical regression showed a robust linear asso-
ciation between in- person and online test scores, r = 0.59, F = 
1,061.58, P < 0.001, which was virtually identical to the 
meta- analytic effect size. More importantly, there was no hint 
of a nonlinear relationship at all, r2

change = 0.00, P = 0.784, B01 
= 27.77. Consequently, our data showed little signs that the 
online exams were disproportionately advantageous for students 
who performed poorly on the in- person exams, which suggests 
that either cheating was not widespread, or perhaps more likely, 
in contrast to our first assumption for this analysis, cheating was 
ineffective at boosting exam performance. An additional 

†Existing research on cheating prevalence has produced wildly different estimates of cheating 
prevalence (ranging from less than 10% to nearly 100%), although many studies concluded 
that a majority of college students have cheated (53, 98, 99). Most studies used survey 
responses to determine cheating prevalence, but they often asked respondents whether 
they had ever committed any academic dishonesties. These results, therefore, only show 
that most students had cheated at some point. They do not, however, speak directly to how 
often or how much students cheat under specific scenarios. For example, a student who 
answers “yes” to the question “have you ever cheated on a test or written assignment?” could 
have cheated on a single question during an entire college career. The student could also 
have cheated regularly, on every question of every exam and assignment. Future research 
should examine cheating frequency in addition to prevalence. Notably, a similar concern 
has been voiced in the context of investigating questionable research practices (100).D
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possibility to consider is that practically everyone cheats during 
online exams. If this were the case, students who had performed 
well on the in- person exams should still show less score inflation 
than those who had performed poorly on the in- person exams 
(because the former already scored highly on the in- person 
exams, so they would have less room to inflate their scores by 
cheating). Our data are consistent with this possibility, but they 
do not allow us to distinguish whether a larger (but not dispro-
portionately larger) score inflation for low- performing students 
was due to widespread cheating during online exams, or if it was 
the consequence of a mathematical necessity (because lower 
scoring students had more room to improve their scores by cheat-
ing than higher scoring students).

Discussion

Despite the rising importance of unproctored online testing, 
little research has provided convincing evidence for its value as 
an assessment tool (38). Here, across a wide variety of courses, 
we showed that the scores that students obtained from online, 
unproctored exams resembled those from in- person, proctored 
exams. A substantial correlation was observed regardless of the 
level of the course, the content of the course, the type of ques-
tions asked on the exams, enrollment, online exam duration, 
and students’ achievement levels (on the in- person exams). 
These data showed that, even in highly uncontrolled environ-
ments, online exams produced strikingly similar assessments of 

Fig. 1. A series of scatterplots of in- person and online exam scores from the S2020 semester. Each small plot shows the data of a single course. The bottom 
right, larger plot shows data from the entire sample, with the raw scores transformed into coursewise standardized scores. Regression lines were plotted for 
each course. Each dot shows the data of a single student, with darker color indicating greater data density. As can be seen, every regression line shows a positive 
association between in- person and online exam scores.
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student learning relative to in- person exams (r = 0.59). This 
effect size is even more impressive when contextualized against 
the correlation for exam scores between the first and second 
halves of the semester with only in- person exams (r = 0.74), 
which represents the maximum correlation that one can rea-
sonably expect.

An important implication of these data is that cheating was 
perhaps uncommon when students took their online exams. 
Alternatively, if cheating were widespread, then it was not effective 
at boosting performance. Why might cheating have a minimal 
effect on performance? We believe that students who feel the need 
to cheat are likely not performing well in a course. Perhaps they 
have not attended classes regularly, have not watched the online 

lectures, have not devoted enough effort to studying, or have not 
employed effective study strategies, etc. (65). Having access to exter-
nal materials during a test (e.g., the textbook, notes, or the Internet) 
does not guarantee good performance, because these students are 
not familiar with the material. Although this suggestion might seem 
surprising at first blush, it is consistent with research that showed 
comparable performance between students who took an exam 
closed- book or opened- book (11, 66–69), or that students’ perfor-
mance on opened- book exams can be predicted by their perfor-
mance on closed- book exams (68, 70, 71).‡ To be clear, we are not 
suggesting that instructors do not need to worry about cheating 
for online exams at all because organized cheating does occur (72–
74), and this type of cheating can seriously jeopardize the validity 

Table 1. Influence of moderators on the correlations between in- person and online exam scores
Moderator Point estimate 0.95 CI Q P k

Question type 0.26 0.612 16

Multiple- choice 0.60 [0.49, 0.70] 9

Open- ended 0.64 [0.49, 0.75] 7

Field of study 0.62 0.432 18

 Social sciences, 
statistics, and 
humanities

0.57 [0.43, 0.68] 10

 Physical sciences and 
engineering

0.62 [0.51, 0.72] 8

Course level 0.85 0.357 18

Introductory 0.63 [0.48, 0.75] 6

Advanced 0.57 [0.45, 0.67] 12

Exam duration 0.00 [- 0.00, 0.01] 0.892 17

Enrollment 0.00 [- 0.00, 0.00] 0.639 18

Grade inflation 0.55 [- 1.18, 2.30] 0.509 18

Fig. 2. A funnel plot of the correlation effect sizes for data in the S2020 semester. If a study selection bias existed such that we were particularly likely to have 
recruited instructors who taught small enrollment courses but obtained a strong correlation between their online and in- person exam scores, there should be 
an overabundance of courses with large error variances to appear on the bottom right of the inverted funnel. The present data exhibited the opposite pattern, 
which suggests that, if anything, our meta- analytic effect size might be an underestimate of the true effect size.D
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of all forms of summative or formative assessments. Fortunately, 
there are effective means to detect and prevent cheating (75, 76). 
What we have seen from the current dataset, however, is that despite 
its unproctored nature, online exams produced scores that approx-
imated those from invigilated in- person exams, thereby demon-
strating solid validity at a broad level.

A potential concern for the representativeness of our data is that 
instructors who responded to the advertisement might be especially 
enthusiastic about teaching and the science of learning. These 
instructors might be particularly conscientious about online assess-
ments and might put more effort into creating online exams that 
discourage or minimize cheating (40, 77–80). Consequently, one 
might interpret the present data as representing the best- case scenario 
about cheating during online exams. One piece of evidence against 
this possibility is that our data revealed little signs of a selection bias, 
so we do not believe that the instructors who contributed data to 
this study were somehow “different” than those who have not.

Limitations. A limitation of the present study was the unique 
conditions under which students took their online exams. Indeed, 
what happened during S2020 is unlikely to recur in the foreseeable 
future. For example, most students probably took their online exams 
at home during the nationwide lockdown (81). Moreover, students 
and instructors had to abruptly move to online instructions because 
of the COVID- 19 pandemic. The circumstances under which this 
migration occurred were unprecedented; therefore, many instructors 
had little to no practice in teaching and giving exams online (82). 
Indeed, although we have framed the present study as a comparison 
between in- person and online exams, the two exam administration 
methods were also accompanied by a difference in how instructions 
were delivered (i.e., online exams with online instructions; in- 
person exams with in- person instructions). In addition, the 
immense stressors that students felt during the first several months 
of the COVID- 19 pandemic might have decreased the reliability 
of online exam performance during S2020 relative to more typical 
circumstances (83–86). When taking these factors into account, the 
in- person/online correlations observed in the present study might 
have been an underestimate of the true effect size, so it was perhaps 

unsurprising that the in- person/online correlations during S2020 
were somewhat weaker than those from the non- S2020, fully in- 
person semesters. At the same time, because most students have not 
had extensive experience with online courses and exams prior to the 
S2020 semester, they might be less motivated to cheat during S2020 
relative to now (or the future). Indeed, limited recent evidence has 
suggested that cheating during online exams might be on the rise (35, 
87, 88). Assuming that cheating would increase students’ exam scores 
regardless of their level of learning, an increase in the prevalence of 
cheating behaviors would reduce the validity of online exam scores. 
If this were the case, then the strong correlations observed here would 
be an overestimate of the true effect size going forward.

An advantage of the present dataset is that it contained courses 
that varied widely in difficulty and students who varied broadly 
in their academic performance. This heterogeneity was crucial to 
avoiding the serious issue of range restrictions, which can severely 
suppress the size of the observed correlations (89). However, 
despite the broad representation of courses in the current data, 
they still came from a single public 4- y university in the Midwestern 
United States, so our conclusions must be considered with this 
(admittedly common) limitation in mind.

Conclusions

Using data from the months immediately before and after the onset 
of the COVID- 19 lockdown, we provided a unique dataset that 
allowed for a comprehensive examination of online exams as an assess-
ment tool. An important assumption of the present research was that 
we believed in- person exams provide the best assessment of student 
learning. Although we stand by this argument, we also acknowledge 
that some factors can affect the validity of in- person exam results. For 
example, students who suffer from test anxiety might underperform 
relative to their ability (90). Some students believe that they are “bad 
test takers,” and this belief might reinforce poor exam preparation 
behaviors and harm performance (91). Further, some students prefer 
assignments or group work over exams, which might measure learn-
ing beyond that assessed by exams (43).

Our data showed that online exams, even when unproctored, can 
provide a meaningful assessment of student learning. This encourag-
ing finding, however, does not negate the importance of rethinking 
assessment for online delivery, especially in light of the explosive 
growth of generative artificial intelligence tools such as ChatGPT, 
which can answer complex questions (e.g., essay questions) in ways 
that are nearly indistinguishable from humans (92–95). We echo 
recent scholars in advocating for a pivot from memorization- based 
assessments to ones that emphasize reasoning and application (79). 
Given that online exams can provide meaningful information about 
student learning, educators can leverage the powerful advantages of 
this technology (e.g., instant feedback, easy assignment of a random 
subset of questions to different students, randomization of choices 
and question order, easy rescoring of individual questions for an entire 
class) to deliver better, more authentic assessments.

Materials and Methods

Data Collection Practices. The Institutional Review Board at Iowa State University 
deemed our study exempt (Institutional Review Board ID 21- 209). We collected 
data from course instructors through advertisements, which included University- 
wide newsletters distributed by the Center for Excellence in Teaching and Learning 
(see OSF) and direct emails to all department chairs and the University’s curriculum 
committee. When instructors responded via email, we asked for anonymized exam 
data from the S2020 semester. To help standardize data organization, we provided 
instructors with a sample file containing randomly generated data. We requested 
instructors to indicate, for each exam, whether it was offered in- person or online, its 
date, the type of questions asked (e.g., multiple- choice, short- answer questions), 

Fig. 3. Hypothetical results showing disproportionate cheating during online 
exams among students who performed poorly on the in- person exams.

‡Studies that have demonstrated a substantial opened- book superiority typically happened 
in laboratory settings (101), which do not possess some of the important factors that can 
affect performance in actual exams (e.g., incentives and stakes, ability to review materials 
before an exam long after initial learning).D
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its duration, and for how long the exam was available. To ensure that we had a 
comprehensive dataset, we collected data for nearly 1 y. Specifically, the first adver-
tisement for our study appeared in September 2021 and data collection concluded 
in August 2022. Table 2 shows the breakdown of courses based on enrollment, 
major, field, and whether data from non- S2020 semester were provided.

For comparison purposes, we initially planned to collect data for S2019, but 
we had to broaden our data collection approach due to logistical reasons (exam 
data cannot be accessed, the course was not taught by the same instructor 
or was simply not offered during S2019, etc.). We obtained data from S2018 
(k = 1), S2019 (k = 2), F2019 (k = 4), and S2021 (k = 2). We classified the 
exams as belonging to each half of the semester by referring to the data in 
S2020. For example, if exams 1 to 3 were in- person and exams 4 to 5 were 
online during S2020 for a given course, then we considered exams 1 to 3 as 
belonging to the first half and exams 4 to 5 as belonging to the second half 
for that course in the non- S2020 semesters.

Missing Data. If a student missed any exam, the missing exam was not included 
when calculating the averages. In the S2020 semester, one student missed all of 
the in- person exams and 11 students missed all of the online exams. We excluded 
the data from these students in all analyses, such that the final sample contained 
data from 1,998 students. For data in other semesters, three students missed all 
of the later half exams, so the final sample contained data from 1,069 students.

Computational Choices of the Meta- Analysis. All analyses were done 
under the random effects model using the meta package in R. We used the 
DerSimonian–Laird method to calculate τ2, with Knapp–Hartung adjustments 
for CIs (96). Correlations were Fisher’s z- transformed for analyses, except for the 
study selection bias analyses, where using Z would have shown no selection bias.

Moderators.
Question type. We coded question types into two categories: multiple choice 
(MC) and open ended (OE). MC included multiple- choice, true- or- false, or 
matching questions. OE included short answers, essays, calculations, and 
fill- in- the- blank questions. When both MC and OE questions were used in an 
exam, the predominant type of questions (i.e., 80% or higher percentage of 
the score) was used for moderator coding. The course was classified as using 
open- ended exams if there was no predominant question type. All but two 
courses (i.e., BUS 300 and ENGR 300- 2) employed the same test format for 

both online and in- person exams. We therefore dropped these two courses 
from this moderator analysis.
Field of study. We coded this moderator into two categories: Social Sciences, 
Statistics, & Humanities (SSSH), and Physical Sciences & Engineering (PSE). SSSH 
included psychology, statistics, economics, business, and art & art history courses. 
PSE included chemistry, biology, environmental science, veterinary medicine, and 
engineering courses.
Course level. We coded this variable into an introductory and an advanced 
level. Introductory included courses at the freshmen and sophomore levels, and 
advanced included courses at the junior and senior levels.
Enrollment. Enrollment refers to the number of students in a course after missing 
data were excluded.
Grade inflation. Grade inflation was defined as the difference in average scores 
for online exams relative to in- person exams. A positive difference indicates infla-
tion, and a negative difference indicates deflation.
Exam duration. Online exam duration was coded in minutes. One course (PSYCH 
300- 2) gave participants 24 h to complete the exam. We excluded this course from 
analysis because its duration was outlying (the mean duration for all remaining 
courses was 81.5 min with a SD of 25 min), but including this course in the 
analysis did not alter its conclusion.

Computational Choices of the Mega- Analysis. We produced two Z scores 
for each student: one for the in- person exams and one for the online exams. 
Each Z score was computed by comparing the student’s average (in- person or 
online) exam score against the mean exam score from the class. Hence, the Z 
scores represented the student’s performance relative to their classmates rather 
than to the entire dataset. For the hierarchical regression analysis, we used the 
online test scores as the dependent variable and the in- person test scores as the 
predictor in model 1, and we added the squared of the in- person test scores in 
model 2 to test for a curvilinear relationship.

Data, Materials, and Software Availability. Anonymized behavioral data in csv 
format have been deposited in OSF (https://doi.org/10.17605/OSF.IO/HMKZG) (49).
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Table 2. Details about the courses in the present dataset

Course number Enrollment Course name Major
Other semester 
data available?

ART 300 41 Art and Architecture of Asia Art and Art History No

BIOL 200- 1 178 Principles of Biology I Biology Yes

BIOL 200- 2 214 Introduction to Microbiology Biology Yes

BIOL 300 37 Comparative Chordate Anatomy Biology No

BIOL 400 27 Bacterial–Plant Interactions Biology Yes

BUS 300 33 Database Management Systems Business Yes

ECON 300 45 Intermediate Microeconomics Economics No

ENGR 300- 1 85 Separations Processes Chemical Engineering No

ENGR 300- 2 24 Electrical Systems in Buildings Construction Engineering Yes

ENVSCI 200 62 Biological Processes in the Environment Environmental Science Yes

PSYCH 200- 1 322 Developmental Psychology Psychology No

PSYCH 200- 2 213 Social Psychology Psychology Yes

PSYCH 300- 1 88 Cognitive Psychology Psychology Yes

PSYCH 300- 2 33 Psychology of Women Psychology No

PSYCH 400 76 General Psychopathology Psychology No

STAT 100 338 Introduction to Statistics Statistics No

STAT 400 28 Regression for Social and Behavioral Research Statistics No

VETMED 400 154 Clinical Pathology Veterinary Pathology Yes
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Supporting Information Text 
Did students score higher on online exams than on in-person exams? 

As we have mentioned in the main text of the manuscript, comparing the average 

scores of online exams and in-person exams at the group level is not particularly 

informative given that i) the two sets of exams did not cover the same material, and ii) 

instructors might have created the exam questions with different approaches (e.g., the in-

person exams might have featured more fact-based questions, whereas the online exams 

might have featured more application questions).1 But we present the results of these 

analyses here for the sake of completeness. Note that these potential issues, should they 

exist, would also affect correlations as well, but they would likely attenuate, rather than 

strengthen, our observed correlations.  

For these analyses, we computed the standardized mean difference (Hedge’s g) 

between online and in-person exam scores for each course. We then pooled the effect 

sizes across courses using a meta-analytic approach.  

Consistent with some prior literature, our data showed that students scored 

modestly higher on online exams than on in-person exams, g = 0.40, t = 2.85, p = .011. 

The funnel plot in Figure S1 shows that there is no obvious study selection bias, Z = 1.86, 

p = .529. In raw percentage terms, students scored about 5% higher on the online exams 

than on the in-person exams. Question type moderated the difference in exam scores, Q = 

3.91, p = .048, such that exams that were primarily multiple-choice showed greater grade 

inflation (g = 0.70) than those that featured more open-ended questions (g = 0.27). None 

 
1 One might note that these “issues” also apply when we use correlation as our dependent measure. But in 
the case of correlations, changes that instructors implement to the online exams would likely attenuate the 
correlation between scores on the in-person and online exams, which would work against us discovering a 
strong correlation. 
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of the other variables (i.e., field of study, course level, exam duration, enrollment) 

significantly moderated the score inflation associated with online exams (see Table S1).  

To ascertain that the score inflation observed in the second half of S2020 (relative 

to the first half) was due to the switch to online exams rather than students generally 

performing better during the second half of the semester, we also compared students’ 

scores between the first and second half of the fully in-person semesters. Unlike S2020 

(gS2020 = 0.40), there was no evidence of grade inflation in the second half relative to the 

first half of the purely in-person semesters (gother = 0.06), t = 0.36, p = .731. However, 

when we examined the data for the subset of S2020 courses that were taught by the same 

instructors in both sets of semesters, the S2020 data no longer exhibited significant signs 

of grade inflation, g = 0.28, t = 1.30, p = .229. 

Discussion 

Our data showed that students scored higher on the online exams than on the in-

person exams. Although this score inflation was not large, it occurred under the 

unfavorable conditions of the COVID-19 lockdown, so it is possible that the score 

inflation observed here was an underestimate. However, as we have noted, we do not find 

average differences between online and in-person exams to be particularly informative, 

and many methods can combat score inflations that occurred at a group level, including 

adjusting the grade cutoffs, creating more challenging questions, adding more response 

options to multiple choice questions, or implementing more recall type (e.g., short-

answer, essay questions). For example, our data suggest that exams with more open-

ended questions might be less susceptible to the score inflations associated with online 

exams than exams with mostly multiple-choice questions.  
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If cheating is not a major concern for online exams, then why would students 

score higher on them than on in-person exams? There are several possibilities. First, 

some students find online exams less anxiety-inducing because they can take the exam in 

a familiar environment and by themselves, or they might feel less time pressure during 

online exams than in-person exams (1, 2). Second, instructors might be more inclined to 

deploy multiple-choice than short-answer or essay questions in online exams relative to 

in-person exams. All else being equal, multiple-choice questions are easier than open-

ended questions, so if instructors were more likely to use multiple-choice questions in 

online than in-person exams, then scores on the online exams can be expected to increase 

relative to in-person exams.  
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Figure S1. 
Funnel Plot of the effect sizes showing the standardized difference in test scores between 
in-person and online exams for data in the S2020 semester. A positive effect size 
indicates that students scored higher on the online exams than on the in-person exams for 
a given class. 
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Table S1. 
Influence of moderators on the mean difference between in-person and online exam 
scores 

Moderator Point 
Estimate .95 Confidence Interval        Q p k 

Test Format   3.91 .048 16 

Multiple-choice 0.70 [0.35, 1.06]   9 

Open-ended 0.27 [-0.10, 0.65]   7 

Field of Study   0.54 .464 18 
Social sciences, 

statistics, & 
humanities 

0.31 [-0.19, 0.82]   10 

Physical sciences & 
engineering 0.52 [0.13, 0.90]   8 

Course Level   1.57 .210 18 

Introductory 0.64 [0.05, 1.24]    6 

Advanced 0.28 [-0.10, 0.66]    12 

Exam Duration -0.00 [-0.02, 0.01]  .476 17 

Enrollment  0.00 [-0.00, 0.00]  .281 18 
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