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Abstract

This work introduces the development of path Dirac and hypergraph Dirac operators, along with an
exploration of their persistence. These operators excel in distinguishing between harmonic and non-
harmonic spectra, offering valuable insights into the subcomplexes within these structures. The paper
showcases the functionality of these operators through a series of examples in various contexts. An essen-
tial facet of this research involves examining the operators’ sensitivity to filtration, emphasizing their ca-
pacity to adapt to topological changes. The paper also explores a significant application of persistent path
Dirac and persistent hypergraph Dirac in molecular science, specifically in analyzing molecular structures.
The study introduces strict preorders derived from molecular structures, which generate graphs and di-
graphs with intricate path structures. The depth of information within these path complexes reflects the
complexity of different preorder classes influenced by molecular structures. This characteristic underscores
the effectiveness of these tools in the realm of topological data analysis.
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1 Introduction

Exploring topological features is a significant aspect of various disciplines, including mathematics, statis-
tics, and data science. This involves examining data’s inherent shapes and patterns to discover hidden
attributes. Topology has long been integrated into mathematics, physics, biology, and engineering, as high-
lighted in the book by Kaczynski et al . (2004) [1]. However, its recent applications in revealing data proper-
ties and structures have become increasingly notable [2-4]. The growing interest in this area has spurred the
development of numerous topological tools specifically designed for data analysis. Prominent among these
is persistent homology, a key element of topological data analysis, elaborated in [5-7]. This method gener-
ates a series of topological spaces from a dataset through a process known as filtration, aiming to capture
the dataset’s topological characteristics across various spatial scales. However, persistent homology cannot
capture non-topological changes in shape or geometry. This drawback can be addressed with topological
Laplacians. One of the oldest topological Laplacians is the Hodge Laplacian or de Rham-Hodge theory
from differential geometry. This theory employs differential forms and the Hodge Laplacian boundary
map to characterize the cohomology of a closed, oriented Riemannian manifold [8]. However, this tech-
nique does not incorporate multiscale analysis, which limits its applicability in data science. In 2019, the
evolutionary de Rham-Hodge theory was developed to incorporate multiscale analysis into the traditional
de Rham-Hodge theory [9], creating persistent Hodge Laplacians. However, applying this advanced theory
to Riemannian manifolds poses a significant computational challenge. To overcome this challenge, the per-
sistent spectral graph (PSG) concept was introduced in the same year by integrating filtration techniques
with combinatorial Laplacians [10]. PSG, also referred to as the persistent combinatorial Laplacian [10] or
persistent Laplacian (PL) [11], represents an expansion of persistent homology into the non-harmonic spec-
tral analysis. This development has proven highly advantageous in topological data analysis with tens of
large datasets [12,13]. The PSG approach involves converting a point cloud into a sequence of simplicial
complexes created through filtration. Its harmonic spectra align with the topological persistence observed
in persistent homology. In contrast, the non-harmonic spectra are instrumental in capturing the homotopic
shape evolution of the data throughout the filtration process. This dual capacity of PSG to reflect both har-
monic and non-harmonic elements enhances its utility in understanding and analyzing topological data, as
discussed in [12-14]. A software package has been developed for persistent Laplacian [15]. PSG approach,
akin to persistent homology, treats all data points equally. However, to better handle point cloud data with
labeled information and facilitate multiscale analysis, Persistent Sheaf Laplacian (PSL) was introduced, as
noted in [16]. This method extends the framework of cellular sheaves, a concept detailed in earlier works
in [17,18], and can embed non-geometric information into the topological invariants and spectral repre-
sentations. Despite their advancements, the methods described so far have a common limitation: they are
not sensitive to asymmetry or directed relationships in data. This shortcoming restricts their capability to
encode structures that contain directed information effectively. To address this issue, a novel approach was
developed that applies filtration to path complexes derived from directed graphs [19]. This approach, en-
compassing the path Laplacian and persistent path Laplacian, as proposed in [20], serves as a topological
Laplacian tailored for analyzing the spectral geometry and topology of data. Additionally, to tackle a sim-
ilar limitation, the persistent hyperdigraph Laplacian was introduced. This approach differs in its use of
hyperdigraph homology and persistent hyperdigraph homology, as discussed in [4]. Unlike the previous
methods, this approach focuses on capturing more intricate directional information inherent in the data,
thereby offering a more nuanced understanding the topological and geometrical aspects of data.

In topological data analysis, recent advancements have introduced a new category of fundamental op-
erators known as Dirac operators, which are essentially formal square roots of Laplacian operators, as de-
tailed in [21]. These Dirac operators are unique because they encapsulate the same information as Laplacian
operators and provide additional insights about subchain complexes. One of their fundamental properties
is the ability to represent the homologies of their complexes as distinct subspaces within their kernels, en-
hancing their capability to detect subtle topological changes during various stages of data filtration. A



quantum computing method and algorithm have been developed to utilize persistent Dirac operators for
computing persistent Betti numbers. These numbers capture key topological features within data at multi-
ple scales [21]. Additionally, two innovative algorithms have been introduced to address the challenge of
exponential increases in computation time and memory demand with larger datasets, particularly in time
series data [22]. These include a quantum Takens’s delay embedding technique that transforms time series
data into point clouds in higher-dimensional spaces. Dirac operators also play a pivotal role in analyzing
topological signals. They are instrumental in describing locally interconnected topological signals and un-
covering unique properties such as explosive behavior and hysteresis loops in Dirac synchronization on
fully connected networks, as discussed in [23]. Moreover, these operators are utilized in developing Dirac
signal processing techniques, effectively filtering noisy topological signals defined on various elements of
simplicial complexes, like nodes, links, and triangles, as outlined in [24]. Finally, a computational frame-
work has been developed for molecular representation using the concept of the persistent Dirac operator,
as presented in [25]. This framework systematically investigates the properties of the spectrum of discrete
Dirac matrices. These properties are leveraged to understand the geometric and topological characteristics
of eigenvectors, both in terms of homology and non-homology, associated with actual molecular struc-
tures. The framework also examines how different weighting schemes affect the information encoded in
Dirac eigenspectra, providing deeper insights into molecular structures.

The present study presents a new series of operators, named path Dirac operators and hypergraph
Dirac operators, along with their persistence attributes, aimed at extracting valuable information from path
complexes and hypergraphs. These operators can identify both harmonic and non-harmonic spectra, thus
offering a comprehensive view of the underlying substructures within path complexes. Their functionality
and behavior are showcased through various examples in different contexts. A significant aspect of the
work is the examination of the operators’ sensitivity to filtration processes, which underscores their ability
to adapt to changes in topological structures. Furthermore, the research extends to applying persistent
path Dirac operators and persistent hypergraph Dirac in the biological domain, particularly in studying
molecular structures. It introduces a concept of naturally induced strict preorders derived from molecular
structural properties. These preorders lead to the formation of complex graphs and digraphs enriched with
intricate path complexes. The depth of information contained within these path complexes reflects the
diversity and complexity inherent in the different classes of the preorders. As a result, these operators and
complexes represent significant advancements in topological data analysis, particularly in their ability to
provide nuanced insights into molecular and biological data.

2 Preliminaries

2.1 Modules, chain complexes and homology

Chain complexes are fundamental in mathematics and crucial tools in various mathematical fields. They
facilitate the connection of algebraic structures to mathematical objects, like simplicial complexes in alge-
braic topology. This connection is instrumental in extracting pertinent information to differentiate between
distinct mathematical entities. In this section, we provide a collection of definitions and foundational con-
cepts pertaining to chain complexes. Firstly, a ring is an abelian group with a distributive multiplication
operation over addition. In this article, we denote R as a ring, explicitly focusing on commutative rings
with unity. Examples of such rings are the ring of integers, represented as Z, and the ring of fractions.
Rings in which every non-zero element has an inverse are known as fields, with the sets of real and com-
plex numbers being classic examples. A module M over the ring R is an abelian group equipped with a
multiplication operation involving elements from the ring R. This multiplication conforms to the distribu-
tive law with addition within the module M. Typical examples of modules are vector spaces, specifically
vector spaces over real and complex numbers. With these definitions in place, the article will formally de-



fine chain complexes over commutative rings, delving deeper into these algebraic entities’ structural and
functional aspects.

Definition 2.1 (Chain Complex). A chain complex of R-modules (C,,d,) is a sequence of R-modules
equipped with R-linear maps d,, : C,, — C,_1 such that d,d,+1 = 0 for every n € Z. The n-th ho-
mology of (Cl, d,) is defined to be ker(d,,) /Im(d,+1), and is denoted by H,,(C,), or simply H,, if there is no
ambiguity.

The elements of ker(d,,) are called cycles, and the elements of Im(d,+1) are called boundaries. A mor-

phism ¢ : (Ae,dZ) — (B.,dP) of chain complexes is a sequence of R-linear maps ¢,, : A, — B, such
that the following diagram

dA
A, —— Ap

¢nl J¢n1
a8
B, —~ B,,_1

commutes for all n € Z. A subcomplex (A,, ds|4,) of a chain complex (C,,d,), denoted by 4, C C,, is a
sequence of modules {A,,} such that 4,, is a submodule of C,, and that d,,(A,,) C A,,_; for every n € Z.

Several techniques are available for generating chain complexes based on existing ones. In the subse-
quent definition, we provide procedures for creating subcomplexes derived from a particular complex as
defined in [26]. We will frequently employ these constructions throughout this work.

Definition 2.2 (Infimum and Supremum Chain Complexes). Given a chain complex (C,,d,), and a se-
quence of submodules {4,,|A4,, C C,}, the infimum chain complex Inf, ({A4,,}) is the subcomplex

Inf, ({An}) = U Cr/z' (1)

C,CC,, ClLCA,

Similarly, the supremum chain complex Sup, ({ A, }) is the subcomplex

Sup, ({Am}) = N a. )

C,CC,, AnCC,

We observe that Inf,,({A,}) < A, < Sup, ({A,,}) foralln € N.

InanfAm}) _dnt g ({fm}) " Inf, TAM}
Ag_;,_l 471 AAL 1

Supnﬂ({Am}) s Sup, ({An}) — Sup,_, ({An))

It can be easily shown that

Inf,({A,}) = A, Nnd; (A1), 3)
and
Supn({Am}) = An + d71,+1(A7L+1)~ (4)
Therefore,
H, (Infe({Am})) = Hn(Sup,({Am})), ®)

and is called the embedded homology of {4, }.



Chain complexes of the form
o — 0 — Cy —0 (6)

are commonly utilized across numerous mathematical domains. Consequently, unless specified otherwise,
we assume all chain complexes discussed in this paper conform to this particular form.

Example 1. Chain complexes are abundant, and creating abstract examples is relatively straightforward.
This article follows an abstract method for constructing chain complexes that will be repeatedly employed.
Let V be a nonempty set, R a commutative ring with unity, and p be a non-negative integer. Elements of
VP+L are called elementary p-th path. Let
C,= P R )
veVP+l
be the free R-module generated by the elementary p-path . For v = (vo,v1---,v,) € VP, and i €
{0,1,---,p}, let v be the elementary (p — 1)-path obtained from v by dropping the i-th element in the
sequence. Define the (p 4 1)-th boundary R-map 0p41 : Cpy1 — C, to be the map that sends v to
P o(=1)"v®, and Jy to be the zero map. Then, 9,0,+1 = 0 for all non-negative integers p. Consequently,
(Cs, 0 ) is a chain complex.

For an empty subset of V7!, we assign the zero submodule of C},, and for a nonempty subset P of V?*+!,
we assign the submodule generated by P elements. Then, a sequence of subsets {P,|P, C VP! p € Ny}
induces a sequence of submodules {A,|A,, is induced by P,, p € Ny}, which induces an infimum chain
complex {Q,|Q, = Inf,({A4.,}), p € Ny} as defined in Definition 2.2.

2.2 Laplacian and Dirac of chain complexes

When applied over subrings of the complex number field, the Laplacian and Dirac operators exhibit numer-
ous algebraic and computational characteristics. For example, when considering chain complexes defined
over real numbers or all complex numbers, the dimension of the n-th homology can be succinctly expressed
as the rank of the n-th Laplacian operator. This section provides the Laplacian and Dirac operator defini-
tions for chain complexes composed of vector spaces over the ring R, where R can be either real or complex
numbers. In the remaining part of this article, we assume that R is either R or C, and we use the notation K
instead of R.

We first define the standard inner products to define Laplacian and Dirac operators. Given a basis
B = {vq }aes of a vector space V, we define the standard inner product to be

Loi=7;
Vi) =
{vi, v5) { 0, otherwise.

for alli,j € J, an index set.

Definition 1 (Laplacian Operators). Let (C,,ds) be a chain complex consisting of vector spaces over K.
Then, for a fixed basis for each C,, equipped with the standard inner product, e.g., the basis consists of
orthonormal elements, the n-th Laplacian operator is defined to be

Ay = AP 4 AP, ®)
where AP = d,1d}, 1, AR = d}d,, and d;, is the adjoint operator of d,,.

Laplacian operators possess several noteworthy algebraic characteristics with significant computational
implications, whether applied to real or complex numbers. Initially, Laplacian operators exhibit the prop-
erties of being Hermitian, self-adjoint, and non-negative semi-definite operators. Additionally, all of their
eigenvalues are real and non-negative. Furthermore, Laplacian operators demonstrate a range of decom-
positional and homological properties that hold considerable computational importance. We recommend



referring to [25] for details. For a linear operator 7" between two finite dimensional vector spaces, we denote

its nullity by (7).

Proposition 2.3. Let (C,, ds) be a chain complex over K. Then, for all p € Ny, we have:

1. Cp =ker(A,) © Imdy 11 © Im(dy).
2. ker A, = ker(d,) Nker(dy, ;) =

H,(C,).

Property 2 in the previous proposition states that to calculate Betti numbers, we determine the dimen-
sion of the null spaces of Laplacian operators. Moving forward, we will introduce the definitions of Dirac

operators.

Definition 2. Let (C., d.) be a chain complex consisting of vector spaces over K. Then, for a fixed basis for
each C,, equipped with the standard inner product, the p-th Dirac operator D, is defined to be

Ono Xng Bl Ono XN Ong XMp Ono XNpt1
B:{ 0n1 X1y B2 0n1 XNy 0n1 XNpt1
D Onzxng B; Ong XN Ong Xnp Ong XNpi1
= , )
Onpxno Onpxnl Onp><n2 Onpxnp Bp+1
_Onp+1 X1o 0np+1 Xmny 0np+1 XMz B;+1 0np+1 XMp+1 |

where B,, is the matrix representation of d,,, and B}, is its adjoint matrix.

Similar to Laplacian operators, Dirac operators exhibit numerous algebraic properties and possess cer-
tain connections with Laplacian operators, as discussed in [25]. Firstly, for a non-negative integer p, the
operator D,, is Hermitian and self-adjoint. Secondly,

LO 0710)(711 OnoX’I’LQ 077,0 XNy Ono XMNp41
0n1 XMno Ll Onl X1No 0n1 X1y 0n1 XMpt1
0 0 L 0 ]
2 ng Xno Mo XNy 2 na Xnp noXNpy1
D} = ' , (10)
Oann[J Onpxn] Onpxng Lp Onpxanrl
_Onp_H Xno 071p+1 X1 Onp_H XN Onp_H Xnp L[]))_ﬁ‘ivn
where L; is the matrix representation of A;, and Lz?ﬁvlm is the representation matrix for Agﬂvn Therefore,
ker(D,) = ker(D}) = ( @ ker(L;)) @5 ker(Lp5y™) (11)
and
(D) = n(L3"™) + Y (L), (12)
i=0
which implies that n(D,) > >-7_ n(L;) with equality if and only if n(Lp¢Y") = 0, that s, if and only if d41

is injective. We next have the following proposition.
Proposition 2.4. Let (C., ds) be a chain complex over K. Then,
1. Forall p € Ny, all eigenvalues of D), are real numbers.

2. Forall p € Ny, if X is an eigenvalue of D,,, then —\ is an eigenvalue of D,,.



Further, if A is an eigenvalue of D, then A\? is an eigenvalue of L; for some 0 < i < p or of LD},
Conversely, if A is an eigenvalue of L; for some 0 < i < p or of Ll?jgvfn, then +v/)\ is an eigenvalue of D,,.

3 Path Dirac

Path homology and hypergraphs are emerging as powerful mathematical tools, especially for encapsulat-
ing higher-order relationships. They are increasingly utilized in diverse fields such as computer science,
bioinformatics, and data mining. Extracting relevant information from paths and hypergraphs, particu-
larly those with geometric interpretations, heavily relies on chain complexes. Over the past few decades,
various chain complexes, including hypergraph complexes and simplicial complexes, have been associated
with hypergraphs, as discussed in [26]. Additionally, path complexes have been introduced more recently
as an extension of these existing complexes. This development is highlighted in [19,27]. Path complexes
have proven particularly valuable in data clustering and various other applications, as evidenced by stud-
ies like [4,20]. This section will provide an overview of the fundamental concepts related to path homology
and path complexes. Our focus will extend to illustrating results that support the construction of associated
path complexes for both hypergraphs and directed graphs (digraphs). This discussion aims to comprehen-
sively understand how these mathematical tools can effectively represent and analyze complex relational
structures in various applications.

3.1 Path complex and path homology

Let V be a nonempty set. A path complex P over V is a disjoint union of collection of subsets {P,|P, C
VP Py # 0}pen, such that for every non-negative integer p, and v = (vo,v1,* ,Upt1) € Ppy1, v(0 =
(v1,+++ ,vpy1) and VP = (vg, vy, ,v,) € Pp. A path complex induces a chain complex as in Example
1. We explain the construction thoroughly here. Let V be a nonempty set and P be a path complex over V.
Let p be a non-negative integer, and

Ay, = span{v = (vo,v1,--- ,vp) € P}
be the vector space over the field K generated by all elementary p-th path in P. Let (C,, ds) be the chain
complex induced by V" as in Example 1, where 0, : Cpy1 — C), is defined by

P

6p+1(UOaU17 e 7Up+1) = Z(_l)i(v(h e 7/UAia e avp+1)
=0

for all p > 0, and 9y is the zero map, where v; means v; is omitted from the sequence. Here Ay = (Ap)p>0
may not be chain complex with boundary maps of (C,, d,). However, it contains an infimum subchain
complex (€2, ) as in Definition 2.2,

SO NN o SR L § WY ) (13)

where
Q, ={ver|oveA 1},

whose elements are called 0-invariant p-paths, and whose homology groups (H,),>0 are called the path
homology groups of the path complex P.

3.2 Path homology of directed graphs

Recall that a digraph G is a pair G = (V, E) of sets, where V' is a nonempty set whose elements are called
vertices of GG, and E is a collection of subsets of V' x V" whose elements are called directed edges. In this



case, G is called a digraph on V. A walk in G is an alternating sequence of vertices and edges of the form
(vo,e1,v1, -+, €n,vy) such that v;_q1 # v;, and e; = (v;—1,v;) for 1 < i < n, where n is called the length of
the walk. The sequence (vg,v1,- - ,v,) is called the anchor sequence of the walk. Sequences of the form
(vp) are called trivial walks of length zero. Digraph anchor sequences can naturally induce path complexes.
In [19,27], a general definition of path homologies on digraphs is given. In this work, we consider the path
homologies of density two, which gives an extended version of digraph homologies, which we will keep
calling digraph homologies.

Definition 3. Let G = (V, E) be a digraph on V, and p be a non-negative integer. Let P, be the collection of
all anchor sequences of length p in G, and P = {P, C VP*1} .y, be the set of these collections. Then, P is
the path complex induced by G.

Since digraphs have many properties, the first three components of path complexes can be generated by
the characterization in Proposition 3.1.

Proposition 3.1 ( [19,27]). Let G be a digraph. Then, the zero-degree component of the chain complex of its path
complex is generated by the vertices, the first-degree one is generated by (v, v1) such that vy is adjacent to vy, and
the second-degree one is generated by anchor sequences of the form (v, v1, ve) such that vg is adjacent to ve, vo # vo,
and of the form (vg, v1,v2) — (vo, v}, v2), with possibly vy = va.

Proposition 3.1 asserts that path complexes induced by digraphs effectively represent triangles and
squares within directed graphs. However, various complexities arise when describing the generators of
the higher-degree components, necessitating additional definitions and fundamental findings to address
them.

Every digraph G has an underlying graph G’, obtained by forgetting the orientation of the edges, for
which both induce the same zero-degree homology. Therefore, the rank of the first homology Hj of G over
principal ideal domains can be computed using the formula of graph cases. Hence, Hy = RICl, where
C is the set of the connected components of the underlying graph. We have a natural embedding from
the complex induced by a digraph to the complex induced by its underlying graph (see hypergraphs).
Therefore, the rank can be given explicitly by

rank(Hy) = |Eg/| — |Var| + |Cer| + |S| — rank(Imds), (14)
where S = {{(vo, v1), (v1,v0)} C Eg}. Hence, an upper limit can be given by

rank(Hl) < ‘EG’| — |VG’| + |CG1‘ + |S| (15)

3.3 Path Dirac operators
When we equip C}, with the inner product defined by

<fc,y>={ I

0, otherwise.

for all sequences x, y of elements in V' of length p + 1, this inner product restricts to an inner product on €2,,.
By fixing an orthonormal basis for each €2, we can define the p-th path Dirac operator to be the p-th Dirac
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Figure 1: The essential subgraphs that generate the second-degree component of the chain complex of path complex induced by
digraphs. (A) shows an essential triangle, (B) an essential square where v1 # v/, and (C) an essential fork-like in digraphs.

operator D,, defined as

OTLQXTLD Bl O’I’L()X’I’Lz e ong XNy ono XNpi1
BT 0n1 XNy B2 e 0n1 X1y 0n1 XMpi1
D On2><n0 B; 07L2 X1No Tt 0'!7,2 X1p Ong XNpi1
P ) . . ) . . ’ (16)
Onpxno Onpxnl Oan’ILQ e Onpxnp Bp+1
_077,p+1 Xng Onp_H XMy Onp_H XNo Tt ;+1 Onp_H X"p-H_

where B, is the matrix representation of 0;, and B is the adjoint matrix of B; forall 0 <i <p+ 1.

In general, for an operator 0 : X — Y, with a matrix representation B, the matrix representation B* of
its adjoint operator may not be the adjoint matrix B'. In fact, it is the matrix that satisfies

B~ 0Ox = OyB,

where Ox and Oy are the matrix representation of the inner products on X and Y respectively, and the
bar over B* indicates we take the complex conjugate. Choosing an orthonormal basis, however, yields
that B* is the adjoint matrix of B. Therefore, D, is symmetric and has real eigenvalues whose spectrum is
symmetric. That is, if

Spectra (D) = {(A1)p, (A2)p, -+ (AN)p}

is the collection of all the non-negative eigenvalues of D,, then

Spectra_(Dp) = {(—=A1)p: (= A2)p, -, (=AN)p}-

Further, recall that, by 2.4,
N(Dy) = o+ B1+ -+ By + n(LFy™), (17)
where LD} is the p + 1-th down Laplacian of the path homology.

In the following examples, we follow the same notation used in Example 1 to keep the presentation
consistent, where the notation is summarized in Table 1.

Example 2. This example demonstrates the computation of path complexes of digraphs and the application
of Proposition 3.1. It further emphasizes the impact of graphs’ topological and geometric features on Dirac
operators. To illustrate this point, we consider two directed graphs, as shown in Figure 2. These graphs
have the same structural components, comprising three edges and three vertices. The sole difference be-
tween them lies in the orientation of one of their edges. This comparison highlights how a minor variation
in graph structure, such as edge direction, can affect the analysis and interpretation of path complexes and
Dirac operators.



Vv nonempty set of vertices of a digraph

(vo,v1,---,vp) anchor sequence of length p

Cp the vector space generated by all sequences of vertices
of lengthp + 1

P, set of all anchor sequences of length p in the digraph

A, the vector space spanned by P, elements

Q, the 0-invariant p-paths

Table 1: Summary of the notations used for chain complexes of path complexes constructions induced by a digraph in the article.

A A
O ©, () ©,
(A) (B)

Figure 2: Two digraphs to demonstrate the Dirac operator’s ability to distinguish between them.

The first three sets of anchor sequences of both directed graphs are

Py=F; = {(0),(1),(2)},
Po= {(0,1),(1,2),(2,0)},
PP = {(0,1),(1,2),(0,2)},
P} = {(0,1,2),(1,2,0),(2,0,1)},
Py o= {(0,1,2)},

where for i € {0,1,2}, P! is for Figure 2A digraph, and P? is for Figure 2B digraph. Applying Proposition
3.1, we find that the components of the digraph complexes are

Q(1) = Q(2) = span < {(0)7 (1)’ (2)} >,

Q7 = span < {(0,1),(1,2),(2,0)} >,
0? = span < {(0,1),(1,2),(0,2)} >,
Q, = 0Vp>2,

Q3 = span<{(0,1,2))} >,

Q = 0Vp>3,

There are no triangles or squares of the types characterized in the proposition in digraph 2A; however, there
is one triangle in digraph 2B. Therefore, all components of a degree higher than one are zero for the first
digraph. We compute the boundary maps, Laplacian, and Dirac operators of Figure 2A digraph. In general,
By is zero, and B; can be computed as follows:

(0,1) -1 1 0 (0)
o (12 | = 0 -1 1 (1)
(2,0) 1 0 -1 (2)

Since higher components are zero spaces, we compute only the zeroth Dirac operator Dy. Dy will con-
tains only B; and B, and therefore



n Betti Number 5, Spec(L,,) DiracNullity Spec(D,)

0 1 0,33 2 0,0,4+v3, £V3
11 0,3,3 3 0,0,0,£v3,+V3
Table 2: Captured features by both Laplacian and Dirac operators on the digraph 2A.

n Betti Number 8, Spec(L,,) Dirac Nullity Spec(D,)

0 1 0,3,3 2 0,0, +v/3, +v3

1 0 3,33 1 0,£v3,+v3,+V3
Table 3: Captured features by both Laplacian and Dirac operators on the digraph 2B.

o 0 o0 -1 0 1

0 0 0 1 -1 0
Do = 0 0 0 0 1 -1
-1 1 0 0 0 0
0o -1 1 0 0 0
1 0 -1 0 0 0
We also compute Lj and L; since B; is calculated.
2 -1 -1 2 -1 -1
Lo=| -1 2 -1 L= -1 2 -1
-1 -1 2 -1 -1 2
When we compute D32, we obtain
2 -1 -1 0 0 0
-1 2 -1 0 0 0
-1 -1 2 0 0 0
2 _
Dy o 0 0 2 -1 -1
0 0 o -1 2 -1
0 0 o -1 -1 2

validating equation 10. Table 2 and Table 3 present characteristics of both directed graphs as identified
through Laplacian and Dirac operators.

4 Hypergraph Dirac

Hypergraphs represent an expansion from traditional graph structures, characterized by the inclusion of
hyperedges, which connect more than two vertices, unlike standard graph edges. This fundamental dif-
ference enhances hypergraphs’ representation and analytical capabilities, offering a more extensive frame-
work for capturing and understanding complex relationships. This section delves into an adjusted version
of the typical hypergraph complexes. We introduce an operator termed the hypergraph Dirac operator.
This operator is designed to extract and analyze information about hypergraphs’ connectivity and geo-
metric properties effectively. Its introduction advances the ability to examine intricate relationships within
hypergraphs, offering deeper insights into their structural and connective complexities.

41 Hypergraph complexes

Similar to digraphs, a hypergraph G'is a pair G = (V, E) of sets, where V' is a nonempty set whose elements
are called vertices of GG, and F is a collection of subsets of V whose elements are called hyperedges. In
this case, G is a hypergraph on V. Walks in hypergraphs are defined analogously to the digraph case;
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Figure 3: The essential subgraphs that contribute to generating the second-degree hypergraph complex component. (A) shows an
essential triangle, (B) an essential square where v; # v/, and (C) an essential fork-like in hypergraphs.
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v W~

(&) (B) ©

Figure 4: Three hypergraphs inducing the same complex: (A) a hypergraph G, (B) a sub-hypergraph obtained by maximal hyperedges
only, and (C) G essential graph.

however, there are subtle differences. A walk in G is an alternating sequence of vertices and edges of the
form (vg, e1,v1,-- - , €y, vy) such that v,_1 # v;, and {v;_1,v;} Ce; for 1 < i < n. Its anchor sequence is then
(vo,v1,- -+, vy,) of length n. This article considers an adjusted version of hypergraph homologies induced
by their anchor sequences analogous to digraphs. Further, we have the following characterization of the
first three components.

Proposition 4.1 ([19,27]). Let G be a hypergraph. Then, the zero-degree component of the chain complex of its path
complex is generated by the vertices, the first-degree one is generated by (vg,v1) such that vy is adjacent to v, and
the second-degree one is generated by anchor sequences of the form (vy, v1,v2) such that vy is adjacent to vy, vo # va,
and of the form (vo, v1,v2) — (vo, v}, v2), With possibly vy = va.

Therefore, like path homologies, Proposition 4.1 asserts that hypergraph complexes effectively represent
triangles and squares within hypergraphs.

As the anchor sequences influence hypergraph complexes, it is essential to note that the maximal hyper-
edges entirely determine the hypergraph complex of a hypergraph, which are the ones that are not part of
any other hyperedges, for instance. Let G be a hypergraph. Consider the graph G (see Figure 4), called the
essential graph of G, sharing the same vertex set with G, and has a set of edges satisfying the rule for every
two distinct vertices vy and vy, v is adjacent to v; in G if and only if there is a hyperedge e in G containing
both. Notice then that G and G have the same induced complex. Therefore, the rank of the first homology
Hy of G over principal ideal domains can be computed using the formula of graph cases. Hence, Hy, = RI¢I,
where C is the set of the connected components of G.

Next, we obtain a similar equation to H; = RIFI=IVI+ICl of graph homologies.

11



Proposition 4.2. Let G be a hypergraph. and G be the graph obtained from G as in the previous discussion. Let

R = k beafield. Then,
H, = R?Fal-IVal+|Cql—dim(Imdz) (18)

where Eg is the set of edges of G, and Cg is the set of connected components. dy is the boundary map from the
hypergraph complex component generated by paths of length three to the hypergraph complex component generated
by the edges.

Proof. First, notice that for an edge v, v1 in G, two anchors sequences are induced, namely, e = (vg, v1) and
e’ = (v1,vp). Obviously then, e + ¢’ € ker(d;). We say e and ¢’ are dual to each other. Let v be an element
in the first component of the hypergraph complex, then v = Y c.e + cere’ = D (ce — cer)e + ce(e + €'),
where the sum runs over all edges of G. By correctly writing the edges for simplicial complexes and graph
homologies, we notice that the subspace W generated by all e + ¢’ is disjointed from the subspace W5
generated by e. Moreover, v € ker(d,) if and only if ) (c. — ¢./)e € ker(d). Therefore,

ker(dy) = ker(d|w, ) D ker(di|w,).

By graph homology theory,
dim(ker(di|w,)) = |Eq| — [Va| + |Cgl, (19)

and clearly, dim(ker(d; |w,)) = |Eg|. Hence, we reach the desired conclusion since Vg = V4. O

In case R is a principal ideal domain, then proposition 4.1 can be restated as

rank(H;) = 2|Eg| — |Vg| + |Cg| — rank(Imdy). (20)

We obtain several consequences from the previous proposition. First, the previous proposition provides
an upper limit for the rank of the first-degree homology. That is,

rank(H;) < 2|Eg| — |Va| + |Cgl- (21)

Example 3. Consider the hypergraph in Example 4. The essential graph shown in Figure 4 has six vertices,
six edges, and two connected components. Thus,

2B — [Val +1Cq| =2-6 —6+2=58. (22)

The rank of the boundary map d; is also eight; hence, the rank (dimension) of the homology H; is zero,
which coincides with Example 4.

4.2 Hypergraph Dirac operators

Given a hypergraph G = (V, E), we can construct its hypergraph complex (., d.) embedded in (C,, )
generated by V' sequences as before. By equipping (C,, 9,) with an orthonormal basis consisting of these
sequences and restricting the resulted inner product on (£2,, 9, ), we can define Dirac operators (D)),>0 on
(Q4, 0s) which we call hypergraph Dirac operators. Unlike path Dirac operators on digraphs, hypergraph
Dirac operators generally have large sizes when G is large with complicated connections. This is evident
because a single triangle induces three generators in the second-degree components. Therefore, they are
difficult to express in this article’s examples. Accordingly, we represent hypergraph Dirac matrices by
images instead of the traditional matrix representations.

12
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Figure 5: A hypergraph to demonstrate the Dirac operator’s ability to capture features of hypergraphs.

n nullity(D,,) Spec(D,,)
0 10 0(x10), £/6(x4),
1 12 0(x12), £1(x2), £/6(x4),

+/7(x4), £3(x2)

2 16 0(x16), £1(x2), £2(x4),
+6(x4), £/7(x4), £3(x2),
+3.06(x6)
3 18 0(x18), £0.93(x2), £1(x2),

+2(x4), £v6(x4), £v/7(x10),
+2.89(x4), £3(x2), +£3.06(x6),
+3.24(x2)

Table 4: The spectrum of Dirac operators on the hypergraph in Figure 5.

Example 4. In this example, we demonstrate the cases of hypergraphs. Generally, large hypergraphs induce
complexes with nontrivial components for all degrees. Therefore, only the zeroth degree Dirac operator,
denoted as Dy, is visually depicted in Figures 6A. Consider the hypergraph shown in Figure 5. We calculate
the first three hypergraph complex components and the Dirac operators. Many anchor sequences exist
within sequences of three or fewer lengths. The vertices span the first component, and all directed edges
in the hypergraph span the second component. Our algorithms indicate that the first four Betti numbers
are as follows: By = 2, 1 = B2 = B3 = 0. Simultaneously, the nullities of the initial four Dirac operators
are nn(Dg) = 10, n(D1) = 12, n(D2) = 16, and n(D3) = 18. Due to multiple edges, the dimensions of the
hypergraph’s complex components are significant. Therefore, the Laplacian and Dirac operator matrices
are also quite large. Consequently, Table 4 provides information on the eigenvalues and their multiplicities
for the initial four hypergraph Dirac operators.

13
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Figure 6: Do Dirac matrix visualized as an image, where blue = -1, white = 0, and red = 1.

5 Persistent path Dirac and persistent hypergraph Dirac

This section describes thoroughly the construction of persistent path Dirac; however, the same construction
can be applied to hypergraphs. In topological data analysis, extracting information from data sets and
point clouds across various scales may involve establishing a sequence of topological structures, resulting
in a complex chain sequence. This procedure is commonly referred to as filtration. More formally, the
filtration of a digraph can be defined in two ways: Firstly, it can be defined as a function ¢ that assigns a
digraph for each real number in such a way that for every n < m, the vertices of ¢(n) are a subset of the
vertices of ¢(m), and the edges of ¢(n) are a subset of the edges in ¢(m). That is, a filtration is a functor
P : (R,<) — Dig from (R, <) to the category of digraphs. For real numbers a < b, the (a, b)-persistent
homology of a persistent path homology is given by

Hy*(P;K) = Im(Hy(P(a); R) — Hp(P(b);R)).
Alternatively, filtration can be seen as a sequence of digraphs. The same construction can be applied to
hypergraphs. This filtration process leads to the establishment of embeddings of chain complexes.
5.1 Persistent path/hypergraph Dirac operators

Given an embedding of chain complexes iy : (Aq,dZ) — (B.,dP), we compute an auxiliary complex
(Cy,dS = dP|c,) defined by

Cn = (df)il(in—l(An—l)) ={ve Bnuf(“) €in-1(An-1)} (23)
for n € N.

a4 iy dz di'

A, — A1 . Ay Ag 0 (24)
dS ds_y ds d¢

Qn Cn—l ~ Ql QO 0

~ dB ~ df—l < dZB ~ djlg ~

B, B, B: By 0

The persistent path n-th Laplacian operator [20] is defined to be
AT = (d)d + A () (25)

and the persistent path n-th Dirac operator D24 is defined as the n-th Dirac operator of the auxiliary
complex shown above. Notice that the persistent path Laplacian operator A4 corresponds to the n-th
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Laplacian operator of the chain complex

B,A dA dA df

d _
3 Ol — S Ay —— s Ay —— s Ay 0. (26)

Since i, is an embedding, then A,, C C,,, and thus over principal ideal domains, rank(4,,) < rank(C,,),

for all n € Ny. Moreover, Im(d2, ;) C Im(d27}) C ker(d2}), and hence

Hy(Aq) = ker(d2)/Im(d2, ;) — ker(d2)/Im(d2}) — 0 27)

and consequently, n(AzZ) > n(AZ:4). We also observe that ker(d4) C ker(d”) C ker(d?), and Im(d¥,,) =
Im(dfﬁ) . Therefore,
0 — ker(d}})/Im(dy;7) — Hn(C4) (28)

and subsequently, n(AS) > n(ABA4).

This section explores the practical applications and examples of the filtration technique. We also demon-
strate the features of the persistent path Dirac and persistent hypergraph Dirac operators captured. Con-
sider filtration denoted as ¢ and real numbers or integers n < m. Let H™ and H™ represent the corre-
sponding hypergraphs or digraphs under the filtration ¢, and H,' and H," be the p-th degree components
of their associated chain complexes. We compute the first-degree persistent path Dirac operators, denoted
as Dﬁn’m), and analyze selected characteristic features for demonstration purposes. According to the defi-
nitions of the operators and the diagram below,

ng“ . le’IL "
e Hj Hj 0 (29)
Zaed

2 1

d§ d¢
n— G —— G 0
A S L A

oy H 0

we can write

™
ono Xng d]_ 0710 XMn2

D™ = (™) Ouyn, dS (30)
0”2 Xno (dg)* 0712 XNz
Equation 17 states that
(D™ = ™ 4 g™ 4 ((dS)*dS) (31)

= 85" + g™ 4 p(dg),

where 8{"™ and "™ are the first two Betti numbers of the auxiliary complex C,. In various situations,
Hy = HI* = Cy = 0, and hence

Hm
1
Ono Xng d1 Ono XNg

D™ = (@) o (32)

niXni 0n1 XMno

0712)(7’7,0 0n2 XNy OTLQXTLQ
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Figure 7: Filtration of H5.

,BOn’m) is the same as the zeroth Betti number of H!", and when Cy = 0, then 61n’m) is the same as the
first Betti number of H;*. That is, D§"’m) might have the same features for many values of n for a fixed
m. We consider three features, namely, the nullity of the operators, the mean of their positive eigenvalues

defined as
1 n
D PRY (33)
ne

that runs over all the positive eigenvalues, where n is the number of the positive eigenvalues counting
multiplicities; otherwise, it assigns zero. Another feature of interest is the generalized mean of the positive
eigenvalues defined as
n
= (34)
1

that runs over all positive eigenvalues and assigns otherwise zero. This is useful, especially when the
eigenvalues are not equal to their mean. The generalized mean is utilized in the context of mean absolute
deviation to remove the direct reliance of the aggregate absolute deviation of each eigenvalue from the
mean eigenvalue on the size of the molecule, as explained in [28], and to assist in the development of
quantitative structural models for a diverse range of molecules [29,30]. For a linear operator T', we will
denote its mean by A(T), and its generalized mean by A(T). Other quantities such as the minimum of
the nonzero positive eigenvalues, the maximum among them, the sum of positive ones, and the standard
deviation of the positive ones are used in the literature as well [4,20,25].

:\*—‘

In the following examples, we calculate the features discussed at the beginning of this section captured
by persistent path Dirac operators to demonstrate their capabilities.

Example 5. This example considers a filtration of a hypergraph shown in Figure 7. The more incident edges
a hypergraph has, the larger the dimensions of the higher-degree components of the hypergraph complex.
This is evident by Proposition 4.1, since the hypergraph will have many generators of the form in Figure 3C.
Therefore, it is difficult to discuss and verify values. However we use our algorithms to compute the first-

degree persistent hypergraph Dirac operators D" ), and compute their nulities n(D;"""), their means

X(D{™™), and generalized means \(D{""™). Their values are shown in Figure 8.

Example 6. In this example, we showcase how persistent path Dirac operators exhibit sensitivity to dif-
ferent filtrations. We examine two distinct filtrations of a directed graph, depicted in Figure 9. Figure 10
displays distinctive characteristics captured by the persistent path Dirac operators for both filtrations, in-
cluding the nullities of the operators, generalized mean, and mean. It becomes evident that these different
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Figure 8: Captured features by persistent hypergraph Dirac operators. (A), (B) and (C) show n(D{™™), A(D{"™)) and X(D{""™))
of the filtration in Figure 7 respectively. (D), (E), and (F) show their projections on the mz-plane.

©
O

(A)

©

Figure 9: Two filtrations of the same digraph to demonstrate the sensitivity of persistent path Dirac operators to filtrations. (A)-(E)is
the first filtration, and (F)-(J) is the second one.

filtrations result in significantly varied captured features, underscoring the sensitivity of persistent path
Dirac operators. Further clarification of the values in Figure 11A will be provided. There are only the
vertices for (n,m) = (1, 1).

As a result, all the operators yield a value of zero, and consequently, we have ,8(()1’1) = 4, 69’1) =

0, leading to n(Dgl’l)) =440+ 0 = 4. Moving forward, when two edges are added, it is observed
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Figure 10: Captured features by persistent path Dirac operators induced by the filtrations in Figure 9. (A), (B) and (C) show n(DYL’m) ),
S\(Dgn’m)) and X(Dgn’m)) of the first filtration in Figure 9 respectively. (D), (E), and (F) show their projections on the mz-plane.

that their images in the space formed by the vertices are linearly independent. Consequently, we have
,8(()1’2) =4-2=2, ﬁ{l’” = 0, resulting in a second-degree component of the persistent complex with zero
dimension. Therefore, n(Dgl’z)) =2+ 0+ 0 = 2. Now, when (n,m) = (1,3), a triangle, essentially a cycle,
emerges when considering the induced hypergraph. According to Proposition 3.1 and Equation 14, the
second-degree component of the persistent complex is generated by this triangle. Consequently, we have
,8(()1’3) =2, ﬁ?’?’) =1, and n(dS) = 0. Following equation 19, this leads to n(Dgl’?’)) =241+ 0= 3. Three
adjacent triangles are formed when all edges are added, resulting in 7(dS) = 1. The images of these three
triangles are linearly independent, and with six edges in total, we have 69’5)
(DY) =143+4+1=5.

= 6 — 3 = 3. Consequently,

5.2 Relationship of persistent path/hypergraph Dirac with persistent Laplacian

Several topological Laplacian operators have been constructed based on the type of objects and homologies
they are used on. We list these objects, which consist of a family of discrete objects that satisfy certain
properties and their corresponding topological Laplacians. Let V' be a nonempty finite ordered set, P(V")
the collection of all subsets of V' excluding the empty set, and S(V') the set of all sequences in V. Recall that
the usual graph homology of a graph G = (V, ) with a vertex set V' is the homology of the chain complex
(Q4, 0s) for which the vertices and edges generate its first two components (represented by ordered pairs
(vo,v1) based on V ordering, e.g., vy < v;) respectively, and all higher degree components are set to be zero.
For a hypergraph H, the usual hypergraph homology is just the embedded homology induced by the edges
of H, represented by ordered tuples based on V' ordering, in the chain complex (C,, d,) induced on V" as
constructed before. However, the version we are considering is the one we have defined, which is induced
by the anchor sequences in H. A simplicial complex K = (V, K) is a hypergraph with the property that if e
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Figure 11: Captured features by persistent path Dirac operators induced by the filtrations in Figure 9. (A), (B) and (C) show n(D; ),
S\(Dgn’m)) and X(Dgn’m)) of the second filtration in Figure 9 respectively. (D), (E), and (F) show their projections on the mz-plane.

isanedge, and 7 C e, then 7 is an edge in K. Its homology is the usual hypergraph homology. For a digraph
G, its usual homology is the homology of the chain complex (€2, do ) for which its first two components are
generated by the vertices and edges of GG, and the higher components are set to be zero. However, in our
case, we consider a natural extension of this complex and its homology by path complexes. A path complex
P is a collection of elements of S(V') such that if v = (vg,v1, -+ ,Vn—1,v,) € P, then (v1,--+ ,v,-1,v,) and
(vo,v1, -+ ,vp—1) are in P. Its homology is the constructed one in the Path Dirac section.

A tightly related topological Laplacian to persistent path Dirac is the persistent path Laplacian [20].
Though both operate on digraphs as constructed in this article, they exhibit a significant distinction, as they
encode information about distinct complexes and homologies. Precisely, the n-th persistent path Laplacian
preserves details related to the n-th homology of the chain complex

i ! dy
e C'n-"-l - An =y An—l . (35)
and is given by
AR = An = (d)"dy + 73 (d5F)" (36)

On the other hand, the n-th persistent path Dirac operator conveys information pertaining to the homolo-
gies of degrees up to and including n within the auxiliary chain complex (C,,d,), as illustrated in the
diagram
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Figure 12: A filtration of a digraph to compare the eigenvalues of persistent path Laplacian and persistent path Dirac operators.

n - P 1
An An—l e Al AO 0 (37)
ey aveve
dy. dio dg’ df’
Cn Cnfl ~ C1 C() 0
) ~ Ia) )
A d? A R i G

However, when properly managed, both sequences of persistent path Laplacians
(A, AP o AT
and persistent path Dirac operators
(Dg" %, DY, e D)

have the same computational complexities. In general, the behavior of these two types of operators differs
significantly, making it unreasonable to compare them against each other. One may be more suitable for
analyzing a particular situation than the other. Furthermore, non-persistent Dirac operators encompass
information from non-persistent Laplacians and more, rendering them legitimately comparable. Conse-
quently, both types of persistent operators are consequential, and they are better employed in conjunction
to capture the complete persistence information. Moreover, possible Dirac operators can be constructed for
graph, simplicial complex and hyperdigraph homologies as discussed in the Concluding Remarks.

Example 7. According to the comments after Proposition 2.4, we can infer the eigenvalues of a Dirac opera-
tor from its corresponding Laplacian operator. However, this is not generally true for persistent path Dirac
and Laplacian operators. In this example, we show that persistent path Dirac gives rise to eigenvalues
that cannot be inferred by the corresponding persistent path Laplacians. Consider the digraph filtration
depicted in Figure 12. Table 5 shows the calculated eigenvalues of the first-degree persistent path Dirac
operators and their corresponding first-degree persistent path Laplacian operators. We notice that L§“>
has an eigenvalue 2, while as D%O’l) does not have /2. Similarly, L§0’2) has an eigenvalue 2, and D§0’2) does
not have /2.

6 Applications

In this section, we explore the applications of path and hypergraph complexes and persistent path Dirac
and persistent hypergraph Dirac operators in the field of biology, specifically focusing on their utilization
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Spec(L®V) = {2,4,4,4,5}  Spec(DI™") = {0(x5), £v/1.59, £1/3, £2,

+1/4.41, +/5, +/5}
Spec(L{"?) = {2,4,4,4,5} Spec(D{"?) = {0(x4), £v/0.89, £V/1.7, £2,

+1/3.25, £1/4.86, /5, £1/5.3}
Spec(L{"¥) = {2,4,4,4,5.09} Spec(D®¥) = {0(x6), £V/1.19, £/3, +2,

+/3.47, £v/5, +/5.09, £1/5.34}

Table 5: Eigenvalues of persistent path Laplacian and persistent path Dirac operators induced by the filtration in Figure 12.

C)
o
o))

Figure 13: A figure that demonstrates the allowed digraph edges equipped on the Glycogen molecule, where the loops say two atoms
of the same type are connected, and does not mean a directed edge from an atom to itself is allowed for no loops are allowed.

with molecules. The approach we use [4, 20] involves enhancing molecules with path and hypergraph
complexes derived from the constituent atoms’ inherent characteristics. We then apply a filtration process,
which can be based on distance or other pertinent features of interest. Atoms possess various distinguishing
attributes, including atomic number, atomic mass, and covalent radius. In this section, our primary focus
is examining the impact of the Pauling Scale of electronegativity on molecules.

A preorder on a nonempty set P is a relation that satisfies the following;:
1. Reflexivity: a < aforalla € P.
2. Transitivity: For all a,b,c € P,ifa <b,b < ¢, thena < c.

Preorders naturally give rise to digraphs by their inherent relations. These digraphs tend to induce rich
path and hypergraph complexes, as they often encompass the essential subgraphs needed to induce higher-
degree path and hypergraph complex components. To avoid including loops, we specifically consider a
strict preorder, which means we do not permit reflexive relations.

Assigning real values to atoms produces a natural preorder on atoms, where for any two atoms A and
B, we say A is less than or equal to B (A < B) if and only if the assigned value to A is less than or equal to the
value assigned to B. The periodic table then can be visualized as stacks of atoms on a line, and atoms of a
molecule can be visualized the same. Our proposed application involves assigning atoms electronegativity
values based on the Pauling Scale. This assignment establishes a natural preorder for both individual atoms
and molecules. It results in induced digraphs that can capture certain aspects of molecular nature and
geometric behavior. We can then apply filtration techniques and compute the resulting path or hypergraph
complexes and their corresponding Dirac operators. These calculations yield numerical features that can
be leveraged in various learning processes and analyses.

We illustrate our application through two specific examples. First, we equip a Glycogen molecule with
a directed graph reflecting the bonds between its constituent atoms only. We will consider the subdirected
graph induced by the bonds between the atoms instead of the whole directed graph induced by the pre-
order. We determine the direction of these bonds based on Pauling electronegativity values as described
in [31]. The Glycogen molecule is comprised of oxygen (O), hydrogen (H), and carbon (C) atoms, which
possess electronegativity values of 3.44, 2.2, and 2.55, respectively. As a result, the assignment of directions
is detailed in Figure 13. Note that we do not permit loops in our construction. The loops depicted in Figure
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H+~O C+~0 C~C C+H
Distance 097 A 143A 153A 11A

Table 6: The distances between every two atoms in Glycogen molecule that share a bond as calculated by MolView.
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Figure 15: Captured features by persistent path Dirac operators of the filtration on Glycogen molecule in Figure 14. (A), (B) and (C)
show n(Dgn’m) ), X(D;n’m)) and X(Dg"’m)) of the operator respectively. (D), (E), and (F) show their projections on the mz-plane.

13 indicate that we allow arrows between atoms of the same type but do not allow arrows from an atom to
itself. To determine the distances between atoms in Glycogen, we have computed them using the MolView
website [32], and the results are presented in Table 6.
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Figure 16: ByCoHp first isomer and its captured features. (A) shows the obtained protein-ligand structure of the first isomer. (B) and
(C) show n(Dgn’m>) and S\(Dgn‘"”) obtained from the first isomer. (D) and (E) show their projections on the mz-plane.

With four distinct distances at our disposal, our filtration encompasses five different digraphs, namely
H', H%, H3, H*, and H®. The construction of these digraphs is based on varying filtration parameters. For
instance, when the parameter is set to zero, leading to H!, no connections exist between atoms, resulting
in a wholly disconnected digraph. As the parameter increases to 0.97A and 1.1A H? emerges, where only
hydrogen and oxygen atoms are connected, maintaining a disconnected digraph. Continuing this trend,
H? emerges when the parameter falls between 1.1A and 1.43A encompassing connections between car-
bon and hydrogen atoms and progressively increasing the digraph’s connectivity. Finally, H® represents a
fully connected digraph when the parameter surpasses or equals 1.53A. The features extracted from these
digraphs are visualized in Figures 15A-15C.

In line with the examples provided, it is evident that the nullities of persistent path Dirac operators
convey significant information as anticipated. Moreover, in contrast to particular examples where the gen-
eralized mean displayed lower sensitivity than the arithmetic mean, the generalized mean for Glycogen
exhibited a higher degree of data variability than the arithmetic mean. We will elucidate Figure 15A. Ac-
cording to equations 12 and 32,

n(Di"™) = B 4 5™+ (dS). (38)

In our specific case, similar to numerous other directed graph instances, we observe that 5%"’7”) and
n(dS) are zero, resulting in the equation:

D(nvm) — (nvm) — m 39

n(Dy ) =5 B (39)

This relationship holds for various value combinations for n and m. Here, 57 represents the dimension of
the zeroth homology of H™, which diminishes as more edges are introduced. This phenomenon elucidates
a significant portion of the observed figure behavior. The peak at (n,m) = (5,5) can also be accounted

23



(A) (B) ©

17.5
15.0
£ 125
<.10.0
Q 75
< 5.0
2.5
0.0

(D) (E)

=Q= (1, m) == (2,m) === (3,m) =4= (4,m) =X= (5 m)

Figure 17: ByC2Hg second isomer and its captured features. (A) shows the obtained protein-ligand structure of the second isomer. (B)
and (C) show n(Dgn’m)) and S\(Dgn’m)) obtained from the second isomer. (D) and (E) show their projections on the mz-plane.

for. The elevated value in this instance results from adding additional loops due to the presence of carbon
atoms, causing ﬁ%”’m) to deviate from zero and become substantial. This application underscores the capac-
ity of persistent path Dirac operators to unravel the evolution of a molecule’s shape, topological attributes,
and persistence.

In the second example of applying our analysis, we utilize two isomeric structures of B;C2Hg and their
complexes with proteins to showcase the power of persistent path Dirac operators in distinguishing be-
tween them. These structures were obtained using Schrodinger’s Maestro software and are visualized in
Figure 16A and 17A. To create a directed graph based on atom electronegativity, we establish directed
edges following the sequence B -+ H — C. We also permit connections between two atoms of the same
type but prohibit self-connections. We only include directed edges between atoms that share a chemical
bond. Consequently, hydrogen atoms do not contribute to essential subgraphs that would generate path
complexes of degrees higher than one. This simplifies the digraph when computing higher-degree compo-
nents. The analysis reveals distinctive features captured by both isomers in Figures 16 and 17. Notably, for
large values of both n and m, the first isomer exhibits higher nullity values than the second. This discrep-
ancy is straightforward to explain since the first isomer forms a triangular graph, resulting in non-trivial
higher-degree path complex components with more generators than the second isomer. For instance, while
there is only one square-shaped graph like 3A, the graph in the shape of 3C lacks sufficient generators for
higher-degree path complex components.

7 Concluding remarks

Path and hypergraph homologies and complexes are crucial mathematical tools for analyzing the complex-
ities and inherent characteristics of hypergraphs and digraphs, enabling us to distinguish between these
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objects. Many physical entities and datasets can be endowed with innate hypergraphs and digraphs that
arise from their intrinsic properties. Path and hypergraph complexes offer a valuable means to delve deeper
into the intricacies of physical entities, such as molecules, and extract more comprehensive insights from
associated datasets.

This article presents path Dirac and hypergraph Dirac operators and persistent path Dirac and per-
sistent hypergraph operators to extract information from path and hypergraph complexes. These opera-
tors can encompass harmonic and non-harmonic spectra and offer insights into subcomplexes within path
and hypergraph complexes. First, we explore the homological aspects of path and hypergraph complexes
and examine the fundamental subgraphs that generate higher-degree components, mainly focusing on the
initial three. This analysis allows us to expedite path and hypergraph complex computations and better
understand their construction. Furthermore, we demonstrate that these problems can be simplified by re-
ducing them to standard graphs rather than dealing with complicated hypergraphs or, conversely, elevating
graphs to hypergraphs with significantly fewer hyperedges. We also derive a formula for the first-degree
Betti number, providing an upper bound for its value.

Subsequently, we introduce persistent path Dirac and hypergraph Dirac operators and illustrate their
behavior through various examples in diverse scenarios. We explore the sensitivity of these operators to
filtrations, revealing their responsiveness to topological changes. Additionally, we corroborate the upper
bound formula presented in Proposition 4.2 using illustrative examples.

Finally, we investigate several applications of persistent path and hypergraph Dirac operators and per-
sistent path and hypergraph homologies in biology, particularly in studying molecules. We introduce nat-
urally induced strict preorders based on molecules, which, in turn, induce hypergraphs and digraphs fea-
turing intricate path and hypergraph complexes. The richness of information within these path and hy-
pergraph complexes corresponds to the complexity of distinct classes within the preorders, making them
powerful tools for topological data analysis.

Like homology and topological Laplacians, topological Diracs are a class of distinct mathematical for-
mulations. Since persistent Laplacians have been shown to outperform persistent homology in a collection
of 34 datasets in protein engineering [12], persistent Diracs are expected to be powerful new tools for topo-
logical data analysis (TDA) as well.

Table 7 presents a list of (persistent) topological operators (i.e., homology, Laplacian, and Dirac) on var-
ious mathematical objects. The persistent homologies and persistent Laplacians of a simplicial complex,
digraph, directed flag, path complex, hypergraph, and hyperdigraph have been constructed. Persistent
Dirac, persistent path Dirac, and persistent hypergraph Dirac have been constructed. A few more formula-
tions, such as persistent Dirac of digraph, flag, and hyperdigraph, can be similarly developed.

Topological Structure Homologies Topological Laplacians Topological Diracs
simplicial complex simplicial homology Laplacian simplicial Dirac
digraph homology of digraphs digraph Laplacian digraph Dirac**
directed flag directed flag homology directed flag Laplacian | directed flag Dirac**
path complex path homology path Laplacian path Dirac*
hypergraph homology of hypergraphs | hypergraph Laplacian hypergraph Dirac*
hyperdigraph hyperdigraph homology | hyperdigraph Laplacian | hyperdigraph Dirac**

Table 7: A list of (persistent) topological operators (i.e., homology, Laplacian, and Dirac) on various mathematical objects, such as
simplicial complex, digraph, directed flag, path complex, hypergraph, and hyperdigraph. Starred objects are constructed in this
article. Double-starred objects can be constructed similarly.

In general, Dirac operators tend to have large matrix sizes, leading to a challenge in dealing with large
data. Nonetheless, their distinctive structure, comprising blocks of zeroes and boundary matrices, allows
for their representation through various specialized methods. Calculating these operators necessitates ini-
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tially determining an orthonormal basis and identifying the matrices representing the boundary map. Ad-
ditionally, constructing the complex necessary for persistent path Dirac operators involves identifying the
inverse image. This process aligns with solving linear equations, for which effective techniques are avail-
able.

Code Availability

The codes are available at

https://github.com/FaisalSuwayyid/persistent-path—-hypergraph-dirac/.
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