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Abstract. We define and construct the “canonical reduced word” of a
boolean permutation, and show that the RSK tableaux for that permu-
tation can be read off directly from this reduced word. We also describe
those tableaux that can correspond to boolean permutations, and enumer-
ate them. In addition, we generalize a result of Mazorchuk and Tenner,
showing that the “run” statistic influences the shape of the RSK tableau
of arbitrary permutations, not just of those that are boolean.
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1. Introduction

In 1961, Schensted showed that the first part of an RSK partition (A1 (w), A2
(w),...) is equal to the length of a longest increasing subsequence in a permu-
tation [15]. In 1974, Greene generalized Schensted’s result, showing that the
RSK partition of a permutation records the numbers of disjoint unions of in-
creasing sequences of the permutation [8]. As he pointed out in his paper, this
result was “somewhat surprising,” since there was no concrete interpretation
of each individual part of the RSK partition below the first part.

The boolean elements in a Coxeter group are those elements whose princi-
pal order ideals in the Bruhat order are isomorphic to boolean algebras. This is
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an important class of elements, established in [20], which has beautiful topo-
logical ([7,9,12,13]) and representation theoretic ([10]) properties. Previous
work established that the RSK shape of a boolean permutation has at most
two rows. Recently, Mazorchuk and Tenner [10, Theorem 6.4] showed that the
size of the RSK partition of a boolean permutation excluding the first row
equals its run statistic, a statistic on the reduced words of a permutation. In
Theorem 3.9 of the present paper, we generalize this result to all permutations,
as follows.

Theorem

For any permutation w € S,,, we have

A1(w) + run(w) = n.

Our result gives a concrete interpretation to the sum of all individual
parts below the first row; in the case of fully commutative permutations, this
gives meaning to the length of the second row and, by doing so, takes a step
to address the missing meaning mentioned in [8].

Theorem 3.9 demonstrates a connection between the Coxeter-perspective
and the pattern-perspective of permutations, via the RSK correspondence.
From there, we focus exclusively on boolean permutations, defining a “canon-
ical reduced word,” which we can construct in two (equivalent) ways. Not
only does this word demonstrate the necessary run statistic, but we show,
in fact, that it directly determines the entire RSK tableaux of the boolean
permutation—without using the insertion algorithm.

The relationship between this canonical reduced word and the tableaux
can be exploited further, allowing us to characterize precisely which tableaux
are the RSK insertion and recording tableaux of boolean permutations. In
particular, only those tableaux that we call “uncrowded” can correspond to
these permutations under RSK. The uncrowded tableaux, themselves, have
interesting combinatorics, as we demonstrate via their enumeration.

The paper is organized as follows. In Sect. 2, we introduce notation and
terminology that we will use throughout the paper. We also review heap posets
of boolean permutations, RSK insertion, and runs. In Sect. 3, we give a concrete
interpretation of the run statistic in terms of the shape of arbitrary permu-
tations in Theorem 3.9. Section4 introduces the canonical reduced word of
a boolean permutation, which can be defined (and constructed) from either
an arbitrary reduced word or from its heap. The canonical word is used to
construct the corresponding insertion and recording tableaux in Theorem 4.5,
and it demonstrates the run statistic (Corollary 4.7). In Sect. 5, we character-
ize tableaux that are RSK tableaux of boolean permutations, which we call
“uncrowded” tableaux. This is done in Corollaries 5.4 and 5.6. We conclude
with Sect. 6, enumerating the uncrowded tableaux via a bijection with binary
words in which each maximal block of 1s has odd length.
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2. Background and Notation

Let S, be the symmetric group on n elements. We represent permutations of
Sp in one-line notation as w = w(1l)w(2) ---w(n). For each ¢ € {1,...,n —1},
let s; € S, denote the simple reflection (also called an adjacent transposition)
swapping ¢ and ¢+ 1, and fixing all other letters. The simple reflections generate
Sy, meaning that every w € S,, can be decomposed as a product w = s;, - - - s;,.
The minimum ¢ among all such decompositions for w is the (Cozeter) length
of w, denoted ¢(w). In our proofs, we will make use of the fact that £(w) is also
the number of inversions in the one-line notation for w where an inversion is a
pair of positions i < j, such that w(i) > w(j). An expression w = s;, - 8i,,,
is called a reduced decomposition of w. We ease this notation by writing such
a decomposition as the reduced word [il .- ~i4(w)]. Let R(w) denote the set of
reduced words for w.

The support supp(w) of a permutation w is the set of letters appearing in
reduced words of w. Although simple reflections are subject to the Coxeter re-
lations, this does not change the set of reflections appearing in any reduced de-
composition, so supp(w) is well defined. A permutation w € S,, has full support
if supp(w) = {1,...,n — 1}. For example, let w = 51342 = 548953525481 € S5.
The permutation w has six inversions, so £(w) = 6 and [423241] € R(w). Since
supp(w) = {1, 2, 3,4}, we conclude that w has full support.

2.1. Fully Commutative Permutations and Boolean Permutations

Let w € S, and o € S,,, with m < n. The permutation w is said to contain the
pattern o if w has a (not necessarily contiguous) subsequence whose elements
are in the same relative order as o. If w does not contain o, we say that w
avoids o. For example, w = 314592687 contains the pattern 1423, because the
subsequence 4968 (among others) is ordered in the same way as 1423. On the
other hand, w avoids 3241, since it has no subsequence ordered in the same
way as 3241. Note also that each inversion of a permutation is an instance of
a 21-pattern.

Simple reflections satisfy commutation relations of the form s;s; = s;5;
when |i — j| > 1. An application of a commutation relation is called a commu-
tation move. When referring to reduced words, we will say adjacent letters ¢
and j in a reduced word commute when |i — j| > 1. Given a reduced word [s]
of a permutation, the equivalence class consisting of all words that can be ob-
tained from [s] by a sequence of commutation moves is the commutation class
of [s]. A permutation whose set of reduced words forms a single commutation
class is called fully commutative. The following proposition characterizes fully
commutative permutations in terms of pattern avoidance.

Proposition 2.1 ([4]). Let w be a permutation. The following are equivalent:

o w is fully commutative,

e w avoids the pattern 321,

e no reduced word of w contains i(i + 1)i as a factor, for any i, and
e no reduced word of w contains (i + 1)i(i + 1) as a factor, for any i.
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This paper focuses on the subset of fully commutative permutations
known as boolean permutations. While boolean permutations can be charac-
terized using the language of the Bruhat order (see, for example, [3, Chapter
2]), the following result provides a description analogous to that of Proposi-
tion 2.1.

Proposition 2.2 ([20]). Let w be a permutation. The following are equivalent:
w is boolean;

w avoids the pattern 321 and 3412;

there is a reduced word of w that consists of all distinct letters;

every reduced word of w consists of all distinct letters.

2.2. Heaps of a Boolean Permutation

Heaps are posets used in [19] to study fully commutative elements of Coxeter
groups. In this paper, heaps for boolean permutations provide a useful visual-
ization of a key construction in Sect.4.1. For a detailed list of attributions on
the theory of heaps, see [18, solutions to Exercise 3.123(ab)].

By Proposition 2.2, a boolean permutation w has the property that each
letter in supp(w) appears exactly once in every reduced word of w. Thus, the
relative positions of every pair of consecutive letters ¢ and ¢ + 1 in reduced
words of w are fixed. This allows one to give the following simple description
of the heap of a boolean permutation.

Definition 2.3. Given a boolean permutation w € S, the heap H, of w is
the partial order on supp(w) obtained via the transitive closure of the cover
relations

1 < 1 + lifiappears to the left ofi + lin every reduced word ofw
and
i > 1 + lotherwise.

We will refer to the Hasse diagram of a heap as a heap diagram.

The following proposition explains the connection between the heap of a
boolean permutation and its complete set of reduced words.

Proposition 2.4 ([19, proof of Proposition 2.2] and [18, solutions to Exercise
3.123(ab)]). If w is a boolean permutation, then the set of linear extensions
of the heap H,, is the set of reduced words of w.

We conclude this subsection with an example illustrating the heap of a
boolean permutation.

Ezample 2.5. The permutation w = 314569278 € Sy has [21873456] as a re-
duced word, and the permutation is, therefore, boolean. The heap diagram for
w is depicted in Fig. 1. By Proposition 2.4, the elements of R(w) are exactly
the linear extensions of this heap. For instance, [87213456] € R(w).
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FIGURE 1. The heap diagram for the boolean permutation
314569278

2.3. Robinson—Schensted—Knuth Tableaux
Given a partition A = (A1, Ag, ...) F n, the Young diagram of shape X is a top-
and left-justified collection of n boxes, such that the i** row has \; boxes. A
standard Young tableau of shape A is a filling of the Young diagram of shape
A by the values 1,...,n, such that each value appears exactly once and values
increase from left to right in rows and from top to bottom in columns.

The Robinson—Schensted-Knuth (RSK) correspondence as described in
[15] is a bijection

w — (P(w), Q(w))

from S, onto pairs of standard Young tableaux of size n having identical
shape. The tableau P(w) is called the insertion tableau of w, and the tableau
Q(w) is the recording tableau of w. The shape of these tableaux is called
the RSK partition of w, denoted sh(w) = (A1(w), A2(w),...). We will also
write P;(w) to denote the partial insertion tableau constructed by the first ¢
letters, w(1) - - - w(%), in the one-line notation for w. For more details, including
a precise description of the RSK insertion algorithm, see, for example [17,
Section 7.11].

The following symmetry result is a feature of the RSK insertion algo-
rithm, and one that will simplify our own work.

Proposition 2.6 ([16]). For any permutation w
P(w™") = Q(w).

Schensted’s theorem [15, Theorem 1], stated below, articulates an impor-
tant relationship between the RSK partition shape and the one-line notation
for w.



E. Gunawan et al.

Theorem 2.7. Let w be a permutation with RSK partition shape sh(w) =
(M (w), A2(w),...), and let (u1(w), pa(w),...) denote the conjugate of sh(w).
The length of a longest increasing (resp., decreasing) subsequence in the one-
line notation of w is A1 (w) (resp., p1(w)).

By Proposition 2.1, fully commutative permutations are 321-avoiding and
therefore have decreasing subsequences of length at most two. It follows from
Theorem 2.7, then, that the RSK partitions for fully commutative—and, in
particular, for boolean—permutations have at most two rows. That observa-
tion is key to the arguments in this paper.

Theorem 2.7 is sufficient for the purposes of this paper, but we point out
that Greene’s theorem [8, Theorem 3.1] is an important generalization of that
result, and could perhaps be useful in extensions of our work. For more details
about Greene’s theorem, see, for example, [14, Chapter 3].

2.4. Runs and Longest Increasing Subsequences

In this paper, we define a run as an increasing or decreasing sequence of
consecutive integers; for example, 234 and 432 are runs, but 245 and 542 are
not. Given a permutation w, let run(w) denote the fewest number of runs
needed to form a reduced word for w. A reduced word [s] € R(w) that can be
written as the concatenation of run(w) runs is called an optimal run word for
w.

Ezxample 2.8. Consider the permutation w = 345619278 € Sy. Examining all
reduced words for w shows that run(w) = 3, and thus the reduced words
[21873456] and [87213456] given in Example 2.5 are both optimal run words
for w. We can highlight their runs by writing them as [21 - 87 - 3456] and
[87 - 21 - 3456], respectively. In contrast, [82713456] € R(w) is not optimal,
because the string 82713456 cannot be written as the concatenation of three
runs.

Recently, Mazorchuk and Tenner [10, Theorem 6.4] showed that, if w is
a boolean permutation, then As(w) = run(w). Because the RSK partitions
of boolean permutations have at most two rows, we can apply Theorem 2.7
to conclude that the length of a longest increasing subsequence of a boolean
permutation w € S, is equal to n—run(w). In the present work, we will see that
this result is not only true for boolean permutations, but for all permutations.

3. Runs and RSK Partitions

The goal of this section is to prove Theorem 3.9, which relates the first row of
the RSK partition to the run statistic, for all permutations. This will general-
ize [10, Theorem 6.4], which was a result for boolean permutations, and the
argument from that paper will guide this more general setting.

Proposition 3.1 ([10, Lemma 6.2 and Corollary 6.3]). For any permutation
w € Sy, we have n — A1 (w) < run(w).
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Proof. Although [10] states these results in terms of boolean permutations,
the same proofs work for all permutations. O

It remains to show the other direction of the inequality, which we will
do in Proposition 3.8. To that end, we will define a function p, which maps a
permutation w to a shorter permutation (“shorter” in terms of Coxeter length).
It multiplies w by a single run on the left or right, in such a way that a longest
increasing subsequence in p(w) is longer than that of w.

Definition 3.2. We define a map
p:(Sn\{12:--n}) — Sy

as follows. Fix a permutation w € S,, that is not the identity permutation,
and consider the lexicographically least longest increasing subsequence in the
one-line notation for w. (In fact, any longest increasing subsequence would
satisfy our needs.) Let ¢ € [1,n] be the smallest value not appearing in this
subsequence.

e If ¢ = 1, then set t:=w~!(1). Note that, by definition of ¢, we must
have ¢t > 1. Define r to be the run (¢t — 1)---321 and set p(w):=w [r]. In
other words, p(w) uses the run to slide 1 into the leftmost position of the
permutation.

e Suppose that ¢ > 1. If ¢ appears to the right of ¢ — 1 in the one-line
notation for w, then set t:=w=1(q) and t:=w='(¢ — 1), s0 t > t'. In
addition, ¢ > t' 4+ 1, because otherwise adding ¢ to our lexicographically
least longest increasing subsequence (which includes ¢ — 1, by definition
of ¢) would have made a longer increasing subsequence. Define r to be
the (decreasing) run (¢ —1)--- (¢ 4+ 1) and set p(w):=w [r]. That is, p(w)
uses the run to slide ¢ into position ¢’ + 1, the position immediately to
the right of ¢ — 1.

e If ¢ > 1 and ¢ appears to the left of ¢ — 1 in the one-line notation for
w, then let j € [1,q — 1] be the smallest value appearing to the right
of ¢ in the one-line notation of w. Define r to be the (increasing) run
J(G+1) -+ (¢—1) and set p(w):= [r] w. In other words, there is a (possibly
nonconsecutive) subsequence

q i G+ G+2) - (g2 (-1
in w, and p(w) transforms that subsequence into
i G+ G+2) - (g-2) (=1 ¢

To make the process of Definition 3.2 more concrete, we consider a few
examples. We will continue example (c) after a trio of lemmas, demonstrating
those results as well.

Ezample 3.3. (a) Let u = 342516. The lexicographically least longest in-
creasing subsequence in u is 3456. The smallest value not appearing in
3456 is ¢ = 1, so we use the first scenario of Definition 3.2 to com-
pute p(u). Set t:=u~'(q) = 5, producing the decreasing run r = 4321.
We set p(u) = w[r]. Multiplying « by [r] on the right is equivalent to
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sliding u(5) = 1 into the leftmost position of the one-line notation, so
p(u) = 134256.

(b) Let v = 142563. The lexicographically least longest increasing subse-
quence in v is 1256. The smallest value not appearing in 1256 is ¢ = 3.
Since 3 appears to the right of 3 — 1, we use the second scenario of
Definition 3.2 to compute p(v). We set t:=v"1(q) = v=(3) = 6 and
th=v"1(q — 1) = v=1(2) = 3, producing the decreasing run r = 54. We
set p(v) = v[r]. Multiplying v = 142563 by [r] on the right will slide
v(t) = v(6) = ¢ = 3 into position t' + 1 = 4, the position immediately to
the right of ¢ — 1 = 2, so p(v) = 142356.

(¢) Consider the permutation w = 51642738. The lexicographically least
longest increasing subsequence in w is 1238. The smallest value not ap-
pearing in this longest subsequence is ¢ = 4. Since 4 appears to the left
of 4 — 1 in w, we use the third scenario of Definition 3.2 to compute
p(w), producing j = 2 and the increasing run r = 23. Then multiply-
ing w by [r] on the left transforms the subsequence 423 of w into 234:
p(w) = [r]w = 51623748.

There are important features of the image of a permutation under the
map p, and we will want to take advantage of these later. To prepare for that,
we now identify three of the map’s key qualities.

Lemma 3.4. For any nonidentity permutation w

Up(w)) + £([r]) = £(w),
where 1 is the run described in Definition 3.2. In particular, {(p(w)) < (w).

Proof. The minimality of ¢ and the definition(s) of the run r in Definition 3.2
ensure that each simple reflection described by the letters in r undoes an
inversion of the permutation. O

While an application of the map p decreases the length statistic, it in-
creases a different permutation statistic.

Lemma 3.5. For any nonidentity permutation w, the length of a longest in-
creasing subsequence in p(w) is greater than the length of a longest increasing
subsequence in w.

Proof. The run r in Definition 3.2 was constructed so that the effect of multi-
plying w by [r] is to insert ¢ into the lexicographically least longest increasing
subsequence in the permutation, without changing the relative order of any
other letters in that subsequence. g

After establishing Theorem 3.9, we shall see p increases the length of a
longest increasing subsequence by 1.

Recall that Schensted’s theorem relates those longest increasing sub-
sequences to the size of the top row in the permutation’s shape under the
Robinson—Schensted-Knuth correspondence. This means that Lemma 3.5 can
be written as

At(p(w)) > A1 (w).
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Finally, because p(w) and w differ by product with a run, we can say
something about the relationship between run(w) and run(p(w)).

Lemma 3.6. For any nonidentity permutation w
run(w) < run(p(w)) + 1.

Proof. Since p(w) is equal to w [r] or [r]w by Definition 3.2, we can write w
as the product of an optimal run word for p(w) and the inverse permutation
([r])~!. If we write the Tun 7 as 7 = ry - --rp,, then 7, - - - 71 is also a run and it
is a (in fact, the) reduced word for this ([r])~t. Thus, it is possible to write w
as a product of run(p(w)) + 1 runs. This guarantees that an optimal run word
for w has at most run(p(w)) + 1 runs, and so, run(w) < run(p(w)) + 1. O

We demonstrate the preceding three lemmas using the third permutation
from Example 3.3.

Example 3.7. Consider the permutation w = 51642738. As computed above,
p(w) = 51623748.

(a) The 21-patterns 42 and 43 appear in w but not in p(w). All other in-
versions of w are also inversions of p(w), so £(p(w)) = L(w) — £([r]) =
10 — 2 = 8§, illustrating Lemma 3.4.

(b) In the construction of p(w), the value ¢ = 4 was inserted into the increas-
ing subsequence 1238 to form 12348. This is an increasing subsequence
of p(w) that is longer than any increasing subsequence found in w, illus-
trating Lemma 3.5.

(¢) We can compute run(w) = 4. For example, three of the optimal run words
for w are

[32-456 - 321 -43] , [32-4321-56-43], and [32-4321-543-6].
We highlight these particular optimal run words, because their leftmost

letters are “32,” which will be canceled after multiplication by [r]. That
is, we find three corresponding reduced words of p(w)

[456 - 321 - 43] , [4321-56-43] , and [4321- 543 - 6].
Therefore, run(p(w)) < 3 = run(w) — 1, illustrating Lemma 3.6.

Lemmas 3.4, 3.5, and 3.6 give us tools for making inductive arguments
involving the permutation statistics length, length of a longest increasing sub-
sequence, and runs. In other words, these lemmas allow us to make inductive
arguments toward achieving an upper bound for the function run(w). Such a
bound, in turn, could be combined with the lower bound proved in Proposi-
tion 3.1.

Proposition 3.8. For any permutation w € Sy, we have run(w) < n — Ay (w).

Proof. If w is the identity, then A; = n and run(w) = 0, and the result is
trivially true. Suppose that w is not the identity permutation. Assume, induc-
tively, that the result holds for all permutations shorter than w. In particular,
since Lemma 3.4 tells us that p(w) is shorter than w, we have

run(p(w)) < n — X (p(w)).
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Next, note that, because \; takes only integer values, we can rewrite Lemma 3.5
as

A (w) < Ai(p(w)) — 1.
Combining this with Lemma 3.6 gives
run(w) < run(p(w)) + 1
< 0= i(p(w)) +1
=n—(A(p(w)) —1)
<n-—A(w).
O

We can now prove the precise relationship between A\; and run, for any
permutation.

Theorem 3.9. For any permutation w € Sy,
A1 (w) 4 run(w) = n.
Proof. This follows from Propositions 3.1 and 3.8. O

Intuitively speaking, multiplying a permutation on the right by a run
is the same as deleting an entry from the permutation and then inserting it
somewhere else. For example, let w = 253146 € Sg. If we multiply w on the
right by the run [321], we get w [321] = 125346. We can see that 1 is deleted
from w and then inserted to the beginning. In fact, run(w) is the minimum
number of runs whose concatenation is a decomposition for w, where we drop
the reduced condition.

Lemma 3.10. The minimum number of runs whose concatenation is a decom-
position for w is run(w).

Proof. Clearly, the minimum number of runs whose concatenation is a decom-
position for w is at most run(w). We prove the other inequality. Let w € S,
and let w = p1pa...p¢ where p; is a run for 1 < ¢ < £. Since a run deletes
one entry and inserts it somewhere else, it can change the length of a longest
increasing subsequence by at most one. That is, the length of a longest in-
creasing subsequence of the permutation p1pa ... p¢ is at least n —£. Therefore,
A1(w) is at least n — £. It follows that £ > n — A1 (w) = run(w). O

With the equivalent definition of run(w) as being the minimum number
of runs whose concatenation is a decomposition for w, our statistic run(w)
recovers the “Ulam distance” on permutations. Ulam’s metric was originally
defined to study mutation of DNA sequences from the perspective of permu-
tations [21] as well as to find the fastest way to sort a bridge hand of 13 cards
[1]. An Ulam move deletes a value from the current permutation and places
it at some other position. Correspondingly, the Ulam distance U(o, ) is the
minimum number of Ulam moves needed to obtain 7 from o. See also [2].
In fact, our Theorem 3.9 is equivalent to a statement about Ulam’s distance
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given in [6, Chapter 6B, Lemma 2]. Note that our proof is constructive (via
Definition 3.2 of the map p), in contrast to the proof of the latter.

Note that, in general, applying the function p is not the same as applying
an Ulam move, as in the last case of p. We give an algorithm for sorting a
permutation w to the identity permutation by applying a shortest sequence
of Ulam moves, as follows. First, we apply p repeatedly until we arrive at
the identity permutation, giving us an optimal run word. Next, we read the
runs of this optimal run word from right to left, one run at a time; each
run corresponds to applying an Ulam move. In the following example, we
demonstrate our algorithm for sorting a permutation.

Ezxample 3.11. Continuing with Example 3.7, let w = 51642738. We apply
p repeatedly: p(w) = [23]w = 51623748, p?(w) = [1234] p(w) = 12634758,
p3(w) = [345] p?(w) = 12345768, and p*(w) = [6] p®(w) = 12345678. This
gives an optimal run word [32 - 4321 - 543 - 6] of w which tells us how to sort
w using minimally many Ulam moves. Reading the four runs of this optimal
run word from right to left, we apply the following Ulam moves to 51642738:
(1) delete the sixth number, 7, from w and insert it after the number 3,
producing 51642378;
(2) delete the third number, 6, and insert it after the number 3, producing
51423678;
(3) delete the first number, 5, and insert it after the number 3, producing
14235678;
(4) delete the second number, 4, and insert it after the number 3, producing
the identity permutation 12345678.

4. Canonical Reduced Words and the Second Row of RSK
Tableaux

In this section, we construct and study a particular optimal run word for a
boolean permutation w. We call it the RSK canonical reduced word (canonical
word for short) of w and denote it by canon(w). In Sect. 4.1, we will present
two different algorithms to produce canon(w): in Definition 4.1, we start from
an arbitrary reduced word of w and apply commutation relations; in Defini-
tion 4.2, we construct canon(w) from the heap H,,, which gives a convenient
visualization of canon(w). In Sect. 4.2, we establish an application of canon(w).
We show that canon(w) directly produces P(w) and Q(w) without using the
RSK insertion procedure.

4.1. Constructing Canonical Words

The first algorithm was inspired by a technique used in the proof of [10, The-
orem 6.4]. Essentially, it uses commutation moves to push decreasing runs to
the left within the word and increasing runs to the right, starting with runs
on the smallest numbers.

Definition 4.1. Let w be a boolean permutation, and [s] € R(w) an arbitrary
reduced word.
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Step (1): Let a be the smallest value appearing in [s]. Apply commutation
moves to push a run to the left or right of w according to the following
instructions.

(a) (Push a singleton run to the left.) If a + 1 does not appear in [s],
then define w’ so that w = [a]w’.

(b) (Push a decreasing run to the left.) If a + 1 appears to the left of a
in [s], then let b > a+1 be the largest such that the run b(b—1)---a
is a subsequence of s. Define w’ so that w = [b(b—1) - - - a]w’.

(¢) (Push an increasing run to the right.) If a+1 appears to the right of
ain [s], then let b > a+1 be the largest such that theruna - - - (b—1)b
is a subsequence of s. Define w’ so that w = w'[a--- (b — 1)b].

Step (2): If w’ is not the identity permutation, repeat Step (4.1) on an arbitrary
reduced word for w’. If w’ is the identity, we are done.

The reduced word of w created by this algorithm is canon(w).

Alternatively, we can construct the same canonical reduced word given in
Definition 4.1 using the heap (defined in Sect.2.2) of a boolean permutation.

Definition 4.2. Let H be the heap diagram of a boolean permutation w, drawn
in increasing order from left to right. Start with two empty lists Dec := Dec (H)
and Inc:=1Inc (H). We will scan the elements of H from left to right and fill
these two lists with decreasing and increasing runs, respectively.

Step (1) Let a be the leftmost element (that is, smallest number) of H.

(a) If a+ 1 is not an element in H, then append the singleton run a to
the list of Dec.

(b) If a > a+1in H, then let b be the first extremal element of H
(necessarily minimal) to the right of a. Append the decreasing run
b(b—1)---a to the list Dec.

(¢) If a <a+1in H, then let b be the first extremal element of H
(necessarily maximal) to the right of a. Prepend the increasing run
a(a+1)---b to the list Inc.

Step (2) Let H' be the diagram obtained by removing the singleton a from H
(Case (a)) or the elements a,a + 1,...,b (Case (b) or (¢)). If H' is
not empty, redefine H:=H’, and repeat Step (4.2). If H' is empty, we
are done.

If Dec is nonempty, let canon(Dec) be the concatenation of the decreasing runs

in Dec, with smaller indices appearing first; otherwise, let it be the empty word.

If Inc is nonempty, let canon(Inc) be the concatenation of the increasing runs

in Inc, with larger indices appearing first; otherwise, let it be the empty word.

The reduced word canon(w) is the concatenation of canon(Dec) and canon(Inc),

in that order.

We can verify that Definitions 4.1 and 4.2 are equivalent, as follows. By
Proposition 2.4, we know that a reduced word [s] for a boolean permutation
w corresponds to a linear extension of the heap H,,. In addition, we observe:

(1) = € H, if and only if = € [s];
(2) = ax+1in H, if and only if 2 4+ 1 is to the left of = in [s];
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(3) x < x+1in H, if and only if 4 1 is to the right of z in [s].

Therefore, we obtain the same decreasing run (including singleton) or increas-
ing run at each iteration. Furthermore, appending a decreasing run is equiv-
alent to pushing a decreasing run to the left, while prepending an increasing
run is the same as pushing an increasing run to the right.

Next, we demonstrate this canonical word construction using two boolean
permutations: one having full support and one not.

Ezample 4.3. Consider the boolean permutation 314627(10)589 € Syo. First,
we construct canon(w) following Definition 4.1.

e We start with an arbitrarily chosen reduced word: [259136847] € R(w).

e First, a = 1. Since a + 1 = 2 is to the left of a, and b = 2, we push the
decreasing run [21] to the left and write w = [21 - 5936847].

e Now, we look at w’ = [5936847]. In this case, a = 3. Since a + 1 =4 is
to the right of a, and b = 4, we push the increasing run [34] to the right:
w' = [59687 - 34].

e Now, we look at w” = [59687]. Here, a = 5, we have a + 1 = 6 to the
right of a, and b = 7, so we push the increasing run [567] to the right:
w'” =[98 - 567).

e We are left with [98], which is a run, so we are done.

Our steps produce the following:
[259136847] ~~ [21 - 5936847] ~~ [21 - 59687 - 34] ~ [21 - 98 - 567 - 34] = canon(w).

We could also have constructed canon(w) using heaps, according to Defini-
tion 4.2. The heap H of w is shown in Fig.2. As we go from left to right
along the elements of H, we create Dec = {[21],[98]} and Inc = {[567],[34]}.
Then, canon(Dec) = [21 - 98] and canon(Inc) = [567 - 34]. Their concatenation,
in that order, produces the reduced word canon(w) given above.

The boolean permutation in the next example does not have full support,
so its heap diagram is disconnected.

Ezample 4.4. Consider the boolean permutation w = 231548697(11)(10) €
S11. We can again construct canon(w) following Definition 4.1.

e We start with an arbitrarily chosen reduced word: [471(10)268] € R(w).

e First, a = 1. Since a + 1 = 2 is to the right of a, and b = 2, we push the
increasing run [12] to the right and write w = [47(10)68 - 12].

e Now, we look at w’ = [47(10)68]. In this case, a = 4. Since a+1 = 5 does
not appear in [47(10)68], we write [47(10)68] = [4 - 7(10)68].

e Now, we look at w” = [7(10)68]. Here a = 6. Since a + 1 = 7 is to the
left of a, and b = 7, we push the decreasing run [76] to the left and write
[7(10)68] = [76 - (10)8].

e Now, we look at w”’ = [(10)8]. Here, a = 8 and we push this singleton to
the left and write [(10)8] = [8 - (10)].

e What remains is the singleton run [(10)], so we are done.
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canonical reduced word [21 - 98 - 567 - 34]
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Our steps produce the following:
[471(10)268] ~ [47(10)68 - 12] ~~ [4 - 7(10)68 - 12] ~> [4 - 76 - (10)8 - 12]
~[4-76-8-(10) - 12] = canon(w).
The heap construction would have produced the same result: the heap of w is
shown in Fig. 3, creating Dec = {[4], [76], [8], [(10)]} and Inc = {[12]}. Then,

canon(Dec) = [4-76 - 8 - (10)] and canon(Inc) = [12], and their concatenation,
in that order, produces canon(w).

4.2. From Canonical Reduced Words to RSK Tableaux
We now use canon(w) to simply and directly construct P(w) and Q(w). Note
that because a boolean permutation has at most two rows in its RSK partition,
the RSK tableaux are completely determined by the values appearing in their
second rows.

Let Row(T) (resp., Rows(T')) denote the contents of the first (resp., sec-
ond) row of a tableau T'. Therefore, in particular, Rowy(P(w)) and Rowy(Q(w))
denote the second rows of P(w) and Q(w), respectively.

Theorem 4.5. If w is boolean, then
Rows (P(w)) = {i + 1| i is the leftmost entry in a run of canon(w)}

and
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Rows (Q(w)) = {i + 1| ¢ is the rightmost entry in a run of canon(w)}.

Proof. We first note that the two statements are equivalent, thanks to Propo-
sition 2.6 and the fact that reduced words for the inverse permutation w™!
are exactly the reverse of the reduced words for w, from which it follows that
canon(w™!) is the reverse word of canon(w) up to reordering the singleton
runs. Therefore, it suffices to prove the first statement, about Rows(P(w)).

It is straightforward to verify this result when w is the identity permu-
tation and when the canonical reduced word for w consists of a single run.
Assume now that the statement is true for all boolean permutations with
canonical words having k runs for some k& > 1. Consider a boolean permuta-
tion w € S, having k 4 1 runs in its canonical word.

Let a be the smallest value in the support of w. There are three cases:

1. a+ 1 does not appear in any reduced word for w,
2. a+ 1 appears to the left of a in all reduced words for w, or
3. a+ 1 appears to the right of a in all reduced words for w.

Case 1: If a + 1 does not appear in any reduced word for w, then a is its own
maximal run in all reduced words of w. Thus, w = [a] w’ = w' [a] where w' is a
boolean permutation, canon(w) = [a]canon(w’), supp(w’) C {a+2,...,n—1},
and run(w’) = run(w) — 1. Therefore, Rows(P(w’)) C {a + 3,...,n}. Further-
more, we have that w'(i) = i for ¢ < a + 1, that is, the one-line notation of w’
is as follows:

w=12 - a (a+1) w(a+2) - w'(n).
Since a + 1 ¢ Rowy(P(w’)) and the one-line notation for w is
w=12 - (a+1) a w'(a+2) - w'(n),

we have that Rows(P(w)) = Rows(P(w’)) U {a + 1}, and thus, the inductive
hypothesis on w’ completes the argument.
Case 2: Suppose a + 1 is to the left of a in all reduced words for w. As in
Definition 4.1, let b > a+1 be the maximum value such that the decreasing run
[b(b—1)---a]is asubsequence of canon(w). Then w = [b- - - (a 4+ 1)a] w’, where
w’ is a boolean permutation, canon(w) = [b- -+ (a + 1)a] canon(w’), supp(w’) C
{b+1,...,n—1}, and run(w’) = run(w) — 1.
Because 1,...,b are not in the support of w’, these values are fixed by
w’. The permutation w is the result of multiplying w’ on the left by the run
[b(b—1)---a]. Therefore
w=12---(a—1) b+ Dala+1)---(b—2)b—1)wbd+1)---w(n),
where, for b+1<i<n
e g
w(i):{b/ . 1fw(z)-7b+1,and
w'(i)  otherwise.

Since the first b values in the one-line notation of w’ are fixed, the partial
insertion tableau Py(w’) is the 1-row insertion tableau of the identity permu-
tation: P(12---b). All entries to the right of b in the one-line notation of w’
are larger than b, so none of the numbers 1,2,...,b will get bumped to the
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second row as we continue the insertion algorithm to produce P(w’). Thus all
numbers in Rowy(P(w’)) are larger than b.

Meanwhile, the partial insertion tableau Py(w) has 1,...,(b — 1) in the
first row and b+ 1 in the second row

pywy=| L2 [ -] [ b
bt1

All entries to the right of b — 1 in the one-line notation of w are larger than
b—1, so none of the numbers 1,2,...,b—1 will get bumped to the second row
in the formation of P(w).

If b+ 1 bumps some larger value w'(j) [necessarily w’(j) # b+ 1] in the

construction of P(w’), then the same value w(j) = w'(j) would be bumped by
b in the construction of P(w). It follows that Rows(P(w)) = Rows(P(w')) U
{b + 1}, and the inductive hypothesis on w’ completes the proof.
Case 3: Suppose a + 1 is to the right of a in all reduced words for w. As in
Definition 4.1, let b > a + 1 be the maximum value in canon(w) such that
[a---(b—1)b] is a subsequence of canon(w). Then w = w'[a(a+ 1) - - - b] where
w’ is a boolean permutation, canon(w) = canon(w’)[a(a + 1) - - - b], supp(w’) C
{b+1,...,n—1}, and run(w’) = run(w) — 1.

The numbers 1,2, ...,b are again fixed points of w’, so the one-line no-
tation of w’ is of the form

w=12---(b—1bw' (b+1)---w'(n).
The fact that w = w’ [a(a + 1) - - - b] means that
w=1--(a—1)(a+1)(a+2) --bw'(b+1)aw (b+2) - w'(n).

Because w'(b+ 1) > b, the first b+ 1 values in the one-line notation of w’ form
an increasing sequence. Therefore the partial insertion tableau Py (w’) is the
1-row tableau

Pb+1(w/) — 1 2 e b w41
Meanwhile, the partial insertion tableau Pyy1(w) has 1,.. ., a/+\1, b (b+
1) in its first row and a + 1 in the second row
1 2 | o e a2 | - | b |woem
Ppi1(w) =
a+1

The remaining steps of the RSK algorithm will bump exactly the same
values for w and for w’. Hence, Rowy(P(w)) = Rows (P(w'))U{a+ 1}, and the
result follows from the inductive hypothesis on w’. O

We demonstrate Theorem 4.5 by recalling a previous example.
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Ezample 4.6. Let w = 314627(10)589, and recall that canon(w) = [21 - 98 -
567 - 34], as computed in Example 4.3. The RSK tableaux for w are

2[5]7]8]9] ,q Q) =| 1]3]4]6 7 [10]
3[4]6][10 25819

P(w) =

confirming Theorem 4.5. That is, Rowy(P(w)) ={24+1,94+1,5+1,3+ 1} and
Rows(Q(w)) = {1+ 1,8 +1,7+1,4+ 1}.

Corollary 4.7. If w is a boolean permutation, then canon(w) is an optimal Tun
word for w.

Proof. This follows immediately from Theorem 3.9 and Theorem 4.5. O

Another interesting consequence of this result is that certain values can-
not appear together in the second row of P(w) when w is boolean. We present
an example of this here, and the result will be generalized in Sect. 5.

Corollary 4.8. Ifw is a boolean permutation, then {i,i+1,i+2} Z Rows(P(w))
for all 1.

Proof. Let w be a boolean permutation with ¢,i+4 1 € Rowy(P(w)). Thus, the
canonical reduced word for w has one run, call it r;_1, with leftmost element
1 — 1 and another run, call it r;, with leftmost element 7. In particular, r; is
either a singleton or an increasing run.

Recall the algorithm used to construct canon(w), given in Definition 4.1.
If r; is an increasing run, then ¢ + 1 must be part of r;. On the other hand,
if r; is a singleton, then ¢ + 1 does not appear in any reduced word for w. In
either case, it follows from Theorem 4.5 that ¢ + 2 ¢ Rows(P(w)). O

5. Characterizing Boolean Insertion Tableaux

As we have observed, the insertion tableau of a boolean permutation has at
most two rows. On the contrary, not every 2-row standard tableau is the inser-
tion tableau of some boolean permutation. For example, as a consequence of
Corollary 4.8, the following tableau is not the insertion tableau of any boolean
permutation:

112]3]5
416|178

In this section, we will characterize the 2-row standard tableaux that are inser-
tion tableaux for boolean permutations. We will rely heavily on the definition
of the canonical reduced word from Sect. 4.1.

Definition 5.1. Let L be a set of integers. If, for all integers x and y, with
z > 0, we have

ly:y +22] N L] <241,

then we will say that L is uncrowded. Otherwise, we say that L is crowded.
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In other words, a set of integers L is crowded if L contains more than
x + 1 of the integers in some interval of 2z + 1 integers. We are interested
in crowded and uncrowded sets as they pertain to standard tableaux. The
following technical lemma is important for Theorem 5.3 and Definition 5.5.

Lemma 5.2. Let T be a standard tableau with at most two rows, and let R C
Rows(T). Then, RU {1} is uncrowded if and only if R is uncrowded. In par-
ticular, Rows(T) U {1} is uncrowded if and only if Rows(T) is uncrowded.

Proof. One direction of this statement is clear, since every subset of an un-
crowded set is uncrowded. To prove the other direction, assume for the sake of
contradiction that R is uncrowded, but RU {1} is crowded. This means there
is some minimal = > 0, such that |[1,2z + 1N (RU{1})| > = + 1.

Therefore, there are at least = + 2 elements in R from the set

{1,2,...,22 — 1,22,22 + 1}.

Furthermore, since x is minimal, there are at most x elements in R from the
set

{1,2,...,2z —1}.

Hence, {2z,2z + 1} C R and there are exactly = elements in R from the set
{1,2,...,2x—1}. Since R is uncrowded, {1,2,...,2x—1}NR = {2,4,...,2z—
2}. It follows that {2,4,...,2z,2¢ + 1} C R.

This is a set of size x 4+ 1, and there are only x positive integers smaller
than 2x + 1. However, Row;(T') requires at least x + 1 such numbers, so this
is a contradiction. O

With this lemma in hand, we can prove the main result in this section
which will relate uncrowded sets to boolean permutations.

Theorem 5.3. Let L be a subset of {1,...,n—1}. Then, LU{0} is uncrowded
if and only if L is the set of leftmost letters in the runs of the canonical reduced
word of a boolean permutation.

Proof. First note that the result is easily checked when |L| is small.
Let us now prove the direction that if L U {0} is a crowded set then
L cannot be the set of leftmost run letters in the canonical reduced word
of a boolean permutation. Suppose that L U {0} is crowded, and let us find a
minimally wide set demonstrating this crowding: fix a pair of values y € LU{0}
and z > 0, such that (1) |[y,y +22] N (LU{0})| > z + 1 and (2) z is minimal
for this and all other possible values of y.
The second condition means no proper subset of [y, y + 2x] N (LU {0}) is
crowded. This implies that one of the following cases holds:
(i) {1,3,5,...,2¢ — 1,22} C L,
(i) {y,y+1Ly+2} CL,or
(i) {y,y+1L,y+3,y+5,...,y+2z—1,y+2z} C L.
We will now prove in all cases that these cannot be leftmost run letters in the
canonical word for a boolean permutation.
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First, assume that Case (i) holds. Suppose by contradiction that 1,3,
5,...,2x — 1,2z are leftmost elements in the runs of the canonical reduced
word canon(b) of some boolean permutation b. Then, Theorem 4.5 tells us
that Rowa(P (b)) 2 {2,4,6,...,2x,2x + 1}. However, {2,4,6,...,2z,2z + 1}
is uncrowded and {1,2,4,6,...,2z,2x + 1} is crowded. By Lemma 5.2, we
conclude that this case is impossible.

Case (ii) is Corollary 4.8.

Next, assume that Case (iii) holds. Suppose the elements of the set {y, y+

1,y +3,...,y + 2z — 1} are leftmost letters in the canonical reduced word
canon(b) of a boolean permutation b. Then, canon(b) must include the run
yly—1)---,

which forces those remaining leftmost letters to come from the runs

(y+1(y+2)
(y+3)(y+4)

(y +2x — 1)(y + 22),

where the rightmost values are either in those runs or are not in the support of
b. In either case, it would be impossible for y + 2z to be a leftmost run letter
in canon(b).

Thus, if L U {0} is crowded, then L cannot be the set of leftmost run
letters of the canonical reduced word of a boolean permutation.

We now show that, whenever L U {0} is uncrowded, there is a canonical
word for some boolean permutation whose leftmost run letters are exactly the
elements of L. For L = (), the empty word for the identity permutation satisfies
these conditions. Now, say LU{0} is uncrowded, and assume, inductively, that
our result holds for all I’ with |L'| < |L|. Write L = {mo < -+ < my}, and
note that, for all ¢, we have m; > 2¢+ 1. Indeed, if there is an ¢ > 0, such that
m; < 2i, then LU {0} is crowded, since

1[0,2i] N (LU {0})] = |{0,mo, ..., mi}| =i +2>i+1.

First, consider the case that m; = 2i+1 for all i. Then, L = {1,3,...,2k+
1}, and the following word—comprised of two-element increasing runs—is the
canonical word for a boolean permutation with leftmost run letters exactly the
elements of L: [(2k + 1)(2k+2) - --- - 34 - 12].

Otherwise, choose the smallest j such that m; > 2j + 1, and define

L':={z —mj;:z€ L and z >m,}.

Note that L' U{0} C {z—m, : z € LU{0}}. The latter set is uncrowded, since
it is a shift of the uncrowded set L U{0}. This means L' U {0} is a subset of an
uncrowded set and is therefore also uncrowded. By the inductive hypothesis,
there exists a canonical word [s] for a boolean permutation with leftmost run
letters exactly the elements of L’

Define [t] to be the word obtained by adding m; to each letter in [s]. Since
[t] is simply a shift of [s], we see that [t] is a canonical word for a boolean
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permutation with leftmost run letters L\{my,...,m;} = L\{1,3,...,2j —
1,m;}. By construction, all letters of [t] are larger than m;. Since m; > 2j+1,
we also have m; —1 > 2j. Thus, we conclude that the following word is a

canonical word for a boolean permutation with leftmost run letters given by
L:

[mj(mj —1)-t- (25 — 1)(2) -----34-12)].
O

Combining Theorem 5.3 and Theorem 4.5, we can characterize the sets
Rows (P(w)) when w is boolean.

Corollary 5.4. Let X be a subset of {2,...,n}, and set Li={x —1: 2z € X}.
The set X is equal to Rows(P(w)) for some boolean permutation w € S, if and
only if LU {0} is uncrowded.

This result together with Lemma 5.2 motivates us to define a special class
of tableaux.

Definition 5.5. Let T" be a standard tableau having at most two rows. We say
that T is uncrowded if the set Rows(T) is uncrowded.

Note that a 1-row tableau, for which Rows(T") = (), is always uncrowded.
We can rephrase Definition 5.5 to say a tableau is uncrowded if and only if
it is the insertion tableau of a boolean permutation. Note that this does not
mean that an uncrowded tableau can only occur as an insertion tableau of
a boolean permutation. Because the RSK insertion algorithm is a bijection
between permutations and pairs of standard tableaux, multiple permutations
can have the same insertion tableau. For example, both 3142 (boolean) and
3412 (not Boolean) have the following insertion tableau which is uncrowded,
because {3,4} is uncrowded:

3 | 4.

The inverse of a boolean permutation is also boolean, because reversing
a reduced word will not introduce any repetition among its letters. Therefore,
due to Proposition 2.6, there is a statement about recording tableaux that is
analogous to the insertion tableau result given in Corollary 5.4.

Corollary 5.6. Let (Q be a standard tableau with at most two rows. Then, @ is
the RSK recording tableau of some boolean permutation if and only if Rows(Q)
s uncrowded.

In other words, both the insertion and recording tableaux of boolean per-
mutations follow the same characterization: their second rows are uncrowded.
However the converse is not true. For example, 3412 is not a boolean permu-
tation, but has uncrowded insertion and recording tableaux.
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6. Enumerating Uncrowded Tableaux

In this section, we enumerate uncrowded tableaux via a bijection to a certain
set of binary words. A mazimal run in a word is a factor of maximally many
identical symbols, and it is common to use run-length to describe the length
of a maximal run. For example, the binary word 0111001 has run-lengths 1, 3,
2, and 1, when read from left to right.

Let U, be the set of standard uncrowded tableaux of size n (including
the 1-row tableau), and let X,, be the set of 01-words of length n — 1 in which
all run-lengths of 1s are odd. We define a map f : X,, — U, as follows. (See
Example 6.3.) If = is the word whose letters are all Os, then let

fay=[1]2]-]n]

Otherwise, given © = z1z9 - xn_1 € X,, we will construct a 2-row tableau
f(z). Define a(z) C [1,n] and B(z) C [2,n] as follows:
o 1ca(r).
o If z; =0, thenn+1—1i € ox).
e If we have a maximal run of 1s starting at index ¢ and ending at index
i + 2k, then
*xn+1—ié€f(x),
*xif 2k > 0, thenn+1—j € B(x) forall j € {i+1,i+3,i+5,...,i+
2k — 1}, and
*xif 2k > 0, then n+1—j € a(x) for all j € {i+2,i+4,i+6,...,i+
2k}.
Let f(z) be the tableau whose first (resp., second) row is the increasing se-
quence of entries in a(x) (resp., 5(x)).
We first verify f is a well-defined map from X,, to U,.

Lemma 6.1. For each x € X,,, we have f(z) € U,.

Proof. We must establish two facts: §(x) is uncrowded, and f(x) is a standard
tableau.

The requirement that each run-length of 1s is odd means that, for each
even length interval of integers [i,¢ + 2z], we can have at most

n+l—dand {n+1—j|je{i+1,i+3,...,i+2z—1}},or
{n+1-jljef{i,i+2,...,i+22}}

in B(z). Therefore, we can have at most z + 1 integers in S(z) from [, + 2z].
Therefore, 8(x) is uncrowded.
To see that a(z) and S(z) form the first and second rows, respectively, of
a standard tableau, we observe that the following is an injective map sending
an entry in the second row to a smaller entry in the first row: For a maximally
long factor x; - - - 2,425 of 1s in z, consider the entries of the interval [n 4+ 1 —
(t+2k—1),n+1—1]in B(z).
e If 2k = 0, then the corresponding singleton set in 3 is {n 4+ 1—4}. Either
i=n—lorziy1 =0.Ifi=n—1,thenn+l—i=n+1—(n—1) = 2 and we
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map 2 € f(z)tol € afx). If x;41 =0, thenn+1—(i+1) =n—i € a(z),
and we map n+1—1i € B(x) ton —i € a(x).
e If 2k > 2, then we have
n+1-i}u{n+1—jlj=i+1,i+3,...,i+2k -1} C §(x)
and
{n+1—jlj=i+2,i+4,...,i+ 2k} C o).

Either ¢ + 2k = n — 1 or x;49541 = 0. If i + 2k = n — 1, then we

map n+ 1 — (2k — 1) € B(x) to 1 € a(x). Otherwise, the fact that

Zitok+1 = 0 gives us an entry in «(x) that is smaller than everything in

{n+1—-i}u{n+1—j|j=i+1,i+3,...,i+2k—1} C (). This

allows us to send each element in 3(z) to a unique smaller entry in a(z).
Therefore, each f(x) is indeed in U,,. O

In fact, not only does f send elements from X,, to the set U,,, but we can
invert this process. That is, the map f is a bijection.

Proposition 6.2. The map f : X,, — U, is a bijection.

Proof. We describe the inverse map ¢ : U, — X,, of f.

If T € U, is the 1-row tableau, then let g(T') be the word whose letters
are all Os.

Otherwise, let g(T') be the 01-word zy23 - x,—_1 constructed using the
following algorithm. Set z;:=0 for 1 <7 <n — 1. Let § denote the second row
of T Since T is standard, we have 3 C [2,n].

e Let z be the largest number in 8. Note that z > 1, and set x,,1_,:=1.
*xIf z—1¢ 3, then let 3:=p\ {z}.
* Otherwise the uncrowded condition guarantees the existence of a
maximal integer k£ > 1, such that

[z =2k, zlNB={2,2—1,2—3,...,2— (2k — 1)}.
Set
zjp=lforn+2—2<j<n+(2k+1) -z,

and let 8:=0\{z,2—-1,2-3,...,2— (2k - 1)}.
e If 3 is empty, then we are done. Otherwise, redefine 3:=(" and iterate
the process.

We first check that the algorithm is well defined. More precisely, we need
to prove that n+ (2k + 1) — z is less than or equal to n — 1, which is equivalent
to proving that z is greater than or equal to 2k + 2. Suppose, for the sake of
contradiction, that z < 2k+1. Because z—(2k—1) € 3, we have z—(2k—1) > 2,
and thus, z = 2k+1. The k+1 elements of S:={z,2—1,2—3,...,2—(2k—1)}
are in Rows(T). When z = 2k + 1, we have S = {2,4,...,2k — 1,2k}. This
means that S C Rowy(T) is uncrowded and S U {1} is crowded. Lemma 5.2
shows this is impossible, and we have reached a contradiction

Next we show that x,,(ory2)—, if it exists, will stay equal to 0 at the
conclusion of each iteration. To see this, note that z — (2k + 1) is not in the
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second row of T', so the next largest element in the iteration will be less than
z—(2k+1).

Now, it is apparent that the above algorithm indeed gives a 0l-word.
Moreover, all run-lengths of 1s are odd; therefore, g(T) € X,,. It is straight-
forward to check that fog = 1y, and go f = 1x,. Therefore, we obtain a
bijection between U,, and X,,. O

We demonstrate this bijection with an example, beginning with the map
f.
Example 6.3. Suppose we have the 01-word

X1 T2 T3 T4 Ts Tg L7 T8 T9 T10 11 T12 13 L14 15 T16 T17
t=1001010111 1 1 0 1 1 1 0 €Xs

Then, a(z) = {1,2,3,6,7,9,12,14,16,17}, 8(z) = {4,5,8,10,11,13,15,18}
and

, 123679121416|17\ . .
= flz) = 4|58 l1o0[11]13]15[18 € 18- (6.1)

For example, the letter z13 = 0 tells us that n+1— 13 = 6 € a(z), while
the maximal block xg---x12 of 1s tells us that

*n+1—jef(z)forall je{88+1,8+3},so{11,10,8} C B(x) and
*n+1—jecalx) forall j € {8+2,8+4},s0{9,7} C afx).

Next, we illustrate the inverse map g.

Ezample 6.4. Suppose we have T € Usg as given in (6.1), and let § = {18, 15,
13,11,10,8,5,4} denote the second row of T

* z=18 € fand z—1 ¢ (. Thus, z; = 1.

x z=15€ fand z —1 ¢ (. Thus, x4 = 1.

* z=13€ fand z—1¢ (. Thus, zg = 1.

* z=11€ fand z — 1,z — 3 € 3, and thus, kK = 2. Therefore, x5 = 9 =
ZT10 = 211 = 212 = L.

* z=5¢€ fand z—1 € 3, and thus, k = 1. Therefore, x14 = £15 = 216 = 1.

Therefore, we get ¢g(7") = 10010101111101110, and this is exactly the word z
from Example 6.3.

The bijection developed above, between uncrowded tableaux U,, and the
set X, of 0l-words having odd run-lengths of 1s, allows us to enumerate the
set Uy, and related subsets. We present those results in the following corollary.
Note that we must adjust for indexing in parts (b) and (c) of the result, because
both of the sequences referenced there are for binary words of length n, not
n—1.

Corollary 6.5. (a) The number of uncrowded tableaux in U, are counted by
the sequence [11, A028495], which is known to count the 01-words in X, .
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Below is a table for the first few entries of |Uy|

1 5

4
\Un|H1 ‘2 ‘5’ ‘6’ ‘10‘19‘33‘6’1‘108‘197

2 ‘3 6 ‘7 ‘8 ‘9 ‘10

n ‘

(b) The number of 2-row uncrowded tableaux in U, which is U, — 1, are
counted by the sequence [11, A077865], which is known to count the 01-
words in X,, not including the all-0s word.

(¢) The uncrowded tableauz in U, having n in the second row are is counted
by the sequence [11, A006053], which is known to count the 01-words in
X, that start with the letter 1. Below is a table for the first few entries
for the sequence

w2 | e s e |7 s o |

a(n)HO ‘1 ‘1 ‘3 ‘4 ‘9 ‘14 ‘28 ‘47‘89
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