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ARTICLE INFO ABSTRACT

Keywords: This paper is devoted to numerically solving a class of optimal stopping problems for stochastic
Optimal stopping hybrid systems involving both continuous states and discrete events. The motivation for solving
Switching diffusions

this class of problems stems from quickest event detection problems of stochastic hybrid
systems in broad application domains. We solve the optimal stopping problems numerically by
constructing feasible algorithms using Markov chain approximation techniques. The key tasks
we undertake include designing and constructing discrete-time Markov chains that are locally
consistent with switching diffusions, proving the convergence of suitably scaled sequences, and
obtaining convergence for the cost and value functions. Finally, numerical results are provided
to demonstrate the performance of the algorithms.

Markov chain approximation
Weak convergence

1. Introduction

Optimal stopping problems are motivated by a wide range of applications in which sudden changes in system structures and
parameters must be detected and managed. These sudden changes can be triggered by variables passing certain thresholds and
boundaries in financial and engineering systems, cyber attacks on infrastructures, and disruptive changes in biological systems. In
modern emerging technologies such as modern power systems, autonomous systems, etc., prompt detection of events is especially
important for fault and contingency diagnosis to achieve reliability enhancement and risk mitigation. For example, in modern power
systems, when a contingency (such as a line fault, a load jump, or a cyber attack) occurs, it is important to detect its occurrence as
quickly and accurately as possible so that the system’s stability and operation can be maintained [1-3].

Timely detection or “quickest detection” of abrupt changes is vitally important for risk management of systems. The theory
of optimal stopping is often employed to solve such quickest detection problems. The framework of optimal stopping consists of
a decision maker observing an underlying stochastic process and who, at each stopping time z, must make one of two decisions:
(i) stop observing the process and collect the “reward” at = or (ii) continue observing the process. For a review of the theory of
sequential detection/optimal stopping for discrete-time processes, the reader is referred to [4,5]. For continuous-time processes, the
reader is referred to the seminal books of Peskir and Shiryaev [6,7].
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Quickest detection problems are usually reformulated as optimal stopping problems by introducing an appropriate cost function.
This allows one to formulate an optimization problem whose solution is given by the stopping time * at which the infimum of the
cost function is realized. Solving an optimal stopping problem may also be viewed as solving an optimal stochastic control problem
where the control is the stopping time z. The solution to an optimal stochastic control problem typically requires deriving a partial
differential equation (PDE) and verifying that the solution to the PDE is indeed the value function (the optimum). To solve this
PDE, one also needs to identify the auxiliary conditions (boundary conditions). In contrast, an optimal stopping problem is usually
worked out by solving a free-boundary problem standing in a one-to-one correspondence with the optimal stopping problem.

Perhaps the most classical quickest detection problem is that in which one observes a trajectory of the Wiener process with
a drift changing from O to u # 0 at some random time 6. The task then becomes to find the stopping time z* that is as “close as
possible” to the unknown time 6 [6,8]. In lieu of the standard one-dimensional diffusions, the diffusions that we shall consider in the
present paper are multi-dimensional hybrid switching diffusions in which continuous states and discrete events coexist. The discrete
events, which are formulated as continuous-time Markov chains, are utilized to represent the switching dynamic feature. Indeed,
finding both analytic and numerical solutions to optimal stopping problems for hybrid switching diffusions becomes substantially
more difficult due to the presence of regime switching.

The present paper is in part motivated by the recent work of Ernst and Mei [9], which considered a multi-dimensional switching
diffusion system given by the following dynamics

n
dX () = Fat)X(Odt + Y Go(a(t) X (O)dB,(1), X(0)=x, a(0) =1, 1.1
a=1
where «(-) is a continuous-time Markov chain with a finite state space M. For each a = 1, ..., n, B, is a real-valued standard Brownian
motion, and for each i € M, F(i) and G,(i) are d x d matrix-valued coefficients. Under suitable conditions, Eq. (1.1) has a unique
positive solution and the pair (X(-), a(-)) is a strong Markov process; see Yin and Zhu [10, Chapter 2] as well as the recent work of
Nguyen et al. [11,12]. We denote by 7 a stopping time for the stochastic system and define a cost function

Jeo1) =K, / Texp(— / A(a(s))ds)H(X(t),a(t))dt, (1.2)
0 0

where E, | is the expectation with respect to the initial data (x,1), A(-) is the so-called discount rate function, and H is the running
cost rate function. The value function is then given as

V(x,1) =inf J(x,1,7), (1.3)

where the infimum is taken over 7y ,, the collection of all possible stopping times of (X(-), a(-)) with respect to the natural filtration
{F, : t > 0} augmented with all P-null sets; see [9] for further details. The solution to the optimal stopping problem in (1.3) can be
represented by a system of Hamilton-Jacobi-Bellman (HJB) equations, and the stopping boundary is a free boundary to be specified.
The presence of the continuous-time Markov chain «(r) allows us to work with a system of PDEs. Section 6 of [9] considered an
application to quickest detection of Brownian coordinate drifts with M = {1,2} and d = 2; in this example, the stopping boundary
is identified as the solution of a system of integral equations. However, for a more general set M with more than two discrete states
and with dimension d > 2, an analytic solution is not attainable. Further, even in the simplified setting of M = {1,2} and d = 2
in [9, Section 6], the system of integral equations cannot be solved in closed form for many practical applications.

The above limitations reinforce the importance of developing robust numerical approximations to optimal stopping problems. The
present work proposes an approximation scheme based on a Markov chain approximation method, initiated by Kushner, continued by
Kushner and Dupuis [13], and further extended for controlled switching diffusions and games; see Song et al. [14,15]. A preliminary
exploration of the numerical solutions to the optimal stopping problem was in [16], whereas the current paper develops the method
further together with a complete convergence analysis of the algorithm. The objectives and methods used in [9] and the current
paper are different. The main effort in [9] is on the analysis aspect. It is devoted to analyzing the optimal stopping problem, where
as the current paper provides a computational method for solving such optimal stopping problem numerically.

To simplify the discussion, in what follows, we shall assume that a(-) is known. The case of hidden Markov chains can be handled
by the methods proposed in this paper together with the use of Wonham-type filter algorithms; see Wonham [17].

The remainder of this paper is organized as follows. Section 2 presents a formulation of the optimal stopping problem under
consideration. Section 3 is devoted to Markov chain approximation, in which we design an algorithm by constructing a suitable
Markov chain. Sections 4 and 5 provide convergence analysis. Section 6 offers numerical examples to demonstrate the performance
of the algorithm.

2. Formulation and basic setup

Consider a finite set M = {1,...,m,} as the state space of a continuous-time finite-state Markov chain a(-). Suppose that
F:R'xM — R?and G : R x M — R?“ are appropriate nonlinear functions satisfying suitable conditions. We shall consider
nonlinear systems which are more general than (1.1) and are of the form

dX(t) = F(X(1),a(t))dt + G(X (1), a(t))d B(t), X(0) =x, a(0) =1, 2.1)

where B(:) is a d-dimensional standard Brownian motion, a(-) is a continuous time finite-state Markov chain with state space M, and
a(-) is assumed independent of B(-). The generator of the continuous-time Markov chain is denoted by Q = (g;;), where Z;":“I q;=0
for each i € M and ¢;; > 0 for i # j.
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We shall utilize the same cost function as that of [9]; see (1.2). The corresponding value function is denoted as

V(x,1) :=inf J(x,1, 7). 2.2)

In numerical computations, the process will be confined to a compact set O in order to make it computationally feasible. That is, @
is the closure of its interior (open set) O, and the process must stop at the first exit time from O, ie.,

7o = inf{t 1 (X(O), a(t)) & Ox M}, (2.3)

if it has not stopped earlier. For further discussions on the requirement of 7, and the associated conditions for finiteness, we refer
the reader to Remark 4.3 in this paper.

The problem is now to find the stopping time 7 < 7, which minimizes the cost function in (1.2). The optimal stopping problem
under consideration becomes

V(x,1) = Tigfo J(x,1,7). 2.4)

Our study begins with the following preliminary assumption.

(HO) Suppose that F(-) and G(-) are suitable functions such that (2.1) has a unique (in the sense of distribution) solution for each
initial condition. We also assume that the optimal stopping problem has a unique solution in the weak sense.

Note that we are using the weak solution (or solutions of the martingale problems). Sufficient conditions for the strong solution
of the system can be provided. However, this is not the focus of the present paper. As we stated in Section 1, our main concern is
to design feasible computational procedures for the optimal stopping problem given that the problem has a solution.

For each i € M and y € O, define £, the operator for a twice continuously differentiable function (-, i), as

Ly(y,i) = [V, D' F(y,i)+ %tr[Vzw(y, NGy, DG (v, D] + Qw(y, (i), (2.5)

where z’ denotes the transpose of z,

mo
Qw(y, () = Y qw (. ),
j=1
and Vy(y,i) and V2y(y, i) denote the gradient and Hessian of y(y, i) with respect to y, respectively. The system of Hamilton-Jacobi—
Bellman (HJB) equations satisfied by the value function in (2.4) is

min{ LV (x,1) — 2OV (x,1) + H(x,1),—-V(x,1)} = 0. (2.6)

The original derivation of the systems of HJBs (2.6) can be found in [18]. Because the motivation was for a mathematical finance
problem, maximization was used; see also the related reference [19]. This notation was also used in [9] although the quickest
detection is for minimization of the cost function. In this paper, we inherit the notation as in [9]. The key purpose of the present
paper is to construct algorithms which approximate the solution to the key optimal stopping problem under consideration in (2.4).

3. Markov chain approximation
3.1. Discrete grids and approximation

Let 4 > 0 be a small step size and S}, be the h-grid of RY defined by
d
Sh:{y:y:anejh,j:L...,d, njeZ}, (3.1)
j=1

where e; is the standard unit vector in the jth coordinate direction. We construct a discrete-time two-component Markov chain
{(5:, al’c') : k < oo} on the discrete state space S, X M with transition probabilities p"((y, i), (z, #)) from the state (y,i) € S, X M to the
state (z,7) € S;, x M. This setting for switching diffusions originates from the work of Song et al. [14,15]. The intuition here is that
{5,?} should “approximate” X(-) and {a,’(’} should “approximate” a(-). We approximate the stopping time = by N” using stepsize h

and approximate the cost function J(x,,7) by denoting

Nh-1 k
TN =By, Y exp(= Y M@ ) HE afarl, (3.2)
k=0 =0

h,th

4> 1e,1)- The corresponding value function of

with Ati‘ to be specified in (3.4) below. The discounting is constant on the interval [z
the approximating Markov chain is

V' (x,1) = inf J"(x,1, N").
Nh
The associated dynamic programming equation in (2.6) will then have the following discrete form

Vix,0) = min{e-“’”"’w) 3 5 (G0, 0 D)V i) + H x4 (x,0), 0}. (3.3)
(O3]
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For ease of flow, we postpone the derivation of (3.3); it will appear immediately after the proof of Lemma 3.2.
In our analysis, in order to establish convergence, we shall utilize continuous-time interpolations. Suppose that we have an
interpolation interval A"(-,-) > 0 on S, X M; the construction of this interval will be given in (3.9). Let

A= AEL a). (3.4)

The interpolated time is defined as
k-1
ho_ hegh h
= Z‘:)Ar/.(gj,aj).
=

Some more notation is necessary for what follows below. Let us denote Fth as the c-algebra generated by {£(s), a"(s), z"(s) : s <t}
and let * be a F/-stopping time.

To ensure the approximation is in line with the dynamics of (2.1), we need to check that our construction is “locally consistent”;
that is, the conditional mean and conditional covariance of the constructed discrete-time Markov chain {.f;’,i’, a,ﬁ’} “match” that of the
switching diffusion in Eq. (2.1) and, further, that the error tends to 0 as 4 — 0. Similar to the work of Song et al. [14, Definition
1], we will show that the constructed Markov chain leads to the correct limit. With the constructed Markov chain in hand, we now
can define the interpolated processes as

h hoh ho_h h h h _ h
F'n=¢, " =a, z't)=k for tElr ) T ="tn

oh i
Thxn ) = E, / exp(- / Ha"($)ds ) H (£, a"0) dt,
0 0

Vi, = inf Jhoe o).
T

3.2. Construction of the controlled Markov chains

We begin with the construction of the Markov chain {éf, aZ} in order to approximate the switching diffusion in Eq. (2.1). Define
the covariance matrix C(y,i) as

C,i) 1= Gy, DG (v, 1) = (¢;,(y, D). (3.5)

Note that for the general diffusion coefficient G, the matrix C is not diagonal. We define the transition probabilities by invoking
the finite difference method for approximating the first and second derivative of V'(-,i),i € M. This is done as follows

Ve, 0ni) = IV +e;hi) = V(y.i)l/h, if F;(3.) 20,
Vi) = V.0 =V —e;h i)/, if Fi(31) <0,
Vi, i) = V(e )+ V(y = eh,i) =2V (r. D)/,
Vs, i) = V(v +ejhteh, )+ V(y—ejh —e,h,i) + 2V (y.0)]/2h°
—V+ehi)+V(y—ehi)+V(y+eh i)+ V(y—eh,i)/2n (3.6
if ¢ (y,1) 20,
Vx/xr(}’, ) > —=[V(y+eh—ehi)+V(y—e;h+e.hi)+2V(y, i)]/Zh2
+HV(y+eh)+V(y—ehi)+V(y+ehi)+V(y—e.h, i)]/2h2
if ¢;(y,0) <0,

where the e; represent a d-dimensional unit vector that has zeros in all components expect for the jth component being equal to 1.
We note that the approximation of mixed second order partial derivatives depends on the sign of c;,(y, ). This guarantees that the
coefficients of V" (y,i) will be nonnegative and sum to unity so that it can be invoked as the transition probabilities of a Markov
chain. We also assume, for all y € R? and i € M, that

= Y lej, (] 2 0. 3.7)
rir#j

The condition in (3.7) requires the matrix to be diagonally dominant, which is a convenient condition for our construction in the
present work. A condition of this sort actually depends on the coordinate system we are using and there are several ways to relax it;
see Kushner and Dupuis [13, pp. 110-111] for details. Denote by p((y, i), (z, ) the transition probabilities from a state (y, i) € S, XM
to a state (z,7) € S, X M. Substituting these approximation (3.6) into (2.6), we are able to define the transition probabilities as
follows

P0G x ) = [e0a/2 = T 1y D172+ REE ()] /0",

r#j

P(0n D), v+ ejh+e,hi)) = p" (1), (v = eh = €,h, D)) = ¢/.(v,)/20" () if r # j, 3.8

P(0n ), v = eh+e,hi)) = p" (), (v + eh = €,h, D)) = ¢;,.(v,)/20" (D) if r # j, '

P30, (z.0)) = (hPq,,)/Q"(y.1) if ¢ #1i,

p"((3.0),(z.©)) = 0 otherwise,
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where
d d
Q") =Y cj;mi = D e dI/2+h Y IF; (3, )| - Hq,
j=1 Jortj#r Jj=1 (3.9
Ay, i) = R
PO 0+ A

In Lemma 3.2 below, we shall show that the above construction of the Markov chain retains the local behavior of system (2.1). That
is, the “local mean” and “local covariance” of the Markov chain {éz’, “Z} match that of the regime switching diffusion Eq. (2.1). We

. I3 . 9 . PR} h _ h h h h h IRy
call this match “local consistency” (see Definition 3.1). Let A& = S =6 and denote by ]py,i,n’ Ey,,-,n’ and (Covy’i , the conditional

probability, conditional expectation, and conditional covariance with respect to the cs-algebra generated by
{&halik <néh=yal =i}

We now proceed with the statement of Definition 3.1.

Definition 3.1 (Local Consistency). The sequence {5,’:, a,’:} with 4t"(y,i) defined in (3.8) is said to be “locally consistent” with the
system in (2.1) if, given «53 =y and aﬁ =i, the following five conditions hold

", A" = F(y, DA (y.0) + o(Ar(y, 1)),

yi,n
Covl, Al = G(y, )G (y, DA (y, ) + o(At" (3, ),
Py =)= qp 8"y, D) + o(4t" (y, ), € # 1, (3.10)
P, (@l =) = 14 g A (p, i) + o(Ar" (v, D)),

sup [4£"| = 0 w.p.1 as h — 0.
n,w
We now proceed with Lemma 3.2.
Lemma 3.2. The constructed Markov chain {é,’(’, ai’} with transition probabilities defined in (3.8) is locally consistent with Eq. (2.1).
Proof. The verbatim proof is omitted for brevity. It is straightforward to directly verify each of the conditions in Definition 3.1 by

using the transition probabilities defined in (3.8). [J

The local consistency of the Markov chain {.}:Ii’,al’:} leads to Proposition 3.3 below.

Proposition 3.3. The dynamic programming equation for system (2.1) becomes

Ve, ) = mind e O 0D 3G, (V1) + H e DA ), 0.
)

Proof. We begin by discretizing the original HJB Eq. (2.6) using (3.6), (3.8) and (3.9). Doing so gives the discretized form

min { 0", p" (e 1), b V(3 i) + K H (1) ~(Q"(x, ) + WAV (x, ),
) (3.11)
RV (x,0) }= 0.
Recall
h2
Qh(x,1)+ h2A()
Dividing by Q”(x,1) + h2A(:) and then adding V"(x, ) to both sides of Eq. (3.11), we have

Ath(x, l) — (3.12)

min { D (1= AW A" e, 0)p" (e 0, 1 DV (1) +A1" G, ) H (x, ),
) (3.13)
(1 = A" (x, )V (x, 1) }: Vi(x,0).

Note that the right-hand side of Eq. (3.12) is order O(h2). It allows us to regard the term 1 — A(:)At"(x,1) as an approximation of
404" () with an error of the order o(h%). Eq. (3.13) becomes

V"(x,1) = min { THOMND N (1), (L iV (D) +AT e, ) H (x, ),
)
(1= A" (x, )V (x, 1) } .

Since the value function takes values in (—o0, 0], we have

Vh(x, 1)
_ { eTHOAND B O, D (x, 0, DV i) + A D H (x,0) V(1) < 0,
“Lo itV (x,1) = 0.
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We thus conclude that the HJB equation associated with the approximated Markov chain {5,’(’, al’:} has the desired form. This finishes
the proof. []

We now preview the key results in Section 4 and in Section 5. We will show that, as 4 — 0,

(a) the sequence (£(-), a”*(-), 7") converges weakly to (X(-),a(-), 7). We shall do so by showing that the limit of (£%(-),a”(-)) is a
solution of the martingale problem with operator £ defined in (2.5), which allows us to conclude that (¢(-), a”(-)) converges
weakly to (X(-), a(+)). This is accomplished in Section 4.2.

(b) J(x,1,7") = J(x,1,7) and V"(x,1) = V(x,1). This is accomplished in Theorems 5.2 and 5.3.

4. Convergence of Markov chain approximation

This section is devoted to proving the convergence of the Markov chain approximation procedure. To proceed, we impose
Assumption 1 below.

Assumption 1. We assume that the following conditions hold.

(H1) For each i € M, we have that F(-,i), G(-,i), and H(-,i) are continuous functions on o.
(H2) For each i € M and each y € O, G(y,i) is invertible.
(H3) Ezy < o.

Remark 4.1. Recall that in Assumption (HO) from Section 2, we have already assumed that there is a unique solution of (2.1)
in the “weak sense”. This means that, for each initial condition, the probability law of an admissible {a(-), B(:),z} determines the
probability law of any solution {X(-), a(-), B(-),7} of (2.1) regardless of the probability space.

Condition (H2) ensures the matrix G(-, i) is non-singular in 0. In the case where G is not invertible, we can “modify” its inverse.
This is a useful trick for the martingale problem representation; for further details, see Kushner and Dupuis [13, p. 288].

Remark 4.2. In Kushner and Dupuis [13], it is assumed that the drift, diffusion, and the running cost function are bounded and
continuous. The main rationale is that the computation must be done in a bounded set, and the continuity yields the boundedness.
Therefore, it suffices to consider bounded functions. In this paper, we take a similar approach to [13] by assuming that the drift,
diffusion, and running cost are continuous on ©, which implies the boundedness on O.

Remark 4.3. Condition (H3) is not strong. In fact, if we assume the drift and diffusion coefficients are Lipschitz continuous in the
first variable, that is, for some x; > 0,
[F(y,i) = F(z,D)| + |Gy, i) — G(z,i)| < x|y -z,

then the following assertions hold

(i) Foreachie M and y € 0, both F and G grow at most linearly; that is,

[F(y, Dl < K+ [yD, |Gy, D] < KA+ |y]).

(ii) Eq. (2.1) has a unique solution in the pathwise sense.

(iii) Ery < oo and 7 < o a.s.

Because the system is time homogeneous, the Lipschitz condition implies assertion (i). Assertion (ii) is standard and follows from
the Lipschitz condition and linear growth in (i). For a proof of assertion (iii), we refer the reader to Zhu et al. [20, Lemma 3.2]. It
should be noted that [20] considers a more general system, namely, switching jump diffusions, in which the switching depends on
continuous state and another Poisson type jump process. In the present paper, rather than assuming Lipschitz continuity, we assume
(for purposes of simplicity) assumption (HO) in Section 2. This enables us to work with a larger class of systems where the Lipschitz
condition may not hold.

4.1. Continuous-time interpolations

The purpose of this section is to define the appropriate interpolated cost function. We begin by defining

n—1

= A& ah.

k=0

Fort e [tfl',tfﬂ), we define the continuous-time interpolation

ey =¢n d"=d, PPy =1 n"0)=n, 4.1)
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where n’(¢) is the “look back” function of time. The local consistency in (3.10) gives

(-1

gy =x+ Y AW
k=0
nh()-1 (-1

=x+ 3 ERAg+ Y (4] - E{ag))
k=0 k=0
(-1 " (1)-1
=x+ ) [FELaha" @ af) +oa" & aft)] + Y, (A& — B ag))

k=0 k=0
(-1

t
=x+ / F(E"(s),a"(s))ds — (t =" F(E", o) + Z o(At" (&R, alh)) + M"(1),
0

k=0
where IEZ denotes the conditional expectation with respect to the c-algebra generated by {5;‘, aj'.‘, 'r;'; j <k}, and

nht)-1

Mty = ) (A5 - ERag)).

k=0
Defining
(-1
whiy =Y G o)) (A8 - EFAEY), (4.2)
k=0
we then have that
t t
iy =x+ / F(&E"(s), a"(s))ds + / G(E"(s), a"())dW™h(s) + " (1), (4.3)
0 0
where the term
(-1
eh0 = Y ol afn| - (- P al) -« - agh ~ Elagh),
k=0

represents negligible error tending to zero as 4 — 0. Invoking similar logic to that used above, we obtain the following interpolated
cost function and its associated value function

N’-1 k
P =B, Y ep(= X A@h ) HE alart @l o)
k=0 =0

o ' (4.4)
=E.| / exp(~ / Ma"($)ds) HE" 0, o )]
0 0

Vo =inf I,
T
4.2. Weak convergence

In this subsection, we prove the weak convergence of the constructed Markov chain. We first verify the tightness of continuous-
time processes {&"(-), a(-), 7", W"(-)}. We then characterize the limit of W”(-) as a standard Brownian motion, the limit of a”(-) as
the Markov chain «(-), and the limit of £%(-) as the solution of (2.1).

4.2.1. Tightness
Lemma 4.4. The continuous-time interpolated process {a"(-)} converges weakly to the Markov chain a(-) with generator Q.

Proof. The proof of this lemma can be found in Yin et al. [21, Theorem 3.1, pp. 457-458]. We thus briefly provide an outline of
the proof. One begins by proving that a”(-) is tight. Invoking the interpolation of (4.1) and the Markov property of the discrete-time
Markov chain, standard calculations yield

E[(ah(t +5)— ah(s))zlth] < yh(t) and lina]im sup ]Eyh(t) =0,
11— h—0
where y"(1) > 0 is an Fsh—measurable function. The tightness of {a”(-)} is then guaranteed by the tightness criterion in Kushner [22,

p. 47]. One then shows that the limit of a”(-) is the solution of a martingale problem with operator Q, and this completes the
proof. []

Lemma 4.5. Consider the approximating Markov chain {51};’ a,’c'} with transition probabilities defined in (3.8). Then the interpolated process
{EhC), ah (), ", Wh()} is tight.
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Proof. Step 1: Tightness of £"(-). Recalling the local consistency definition in (3.10), we have

(-1 2

2
EL "0 x| =EL| Y Epag+ (gt - Efagy)|
k=0

nh()-1 2 nh()-1 2

h h h h h h h
SZEN| D IEkAzjk) +2E", (Afk—IElkAéjk)|
k=0 k=0

(-1 2

52E§J| D F(g,f,af)mh(gg,a,’j)+o(At”(§g,a,’j))(
k=0

(-1
+2E?, Z [C(.f,f,ag)m"(g,f,ag)+o(Az”(§,i',a,i'))]

k=0
(-1
2K 42KE+4ED D oA (&) o)),
k=0

where K is a bound for |F(y,i)| vV |C(y,i)| for y € © and i € M. For each t € [0,00) and § > 0, Chebyshev’s inequality implies there
exists a sufficiently large C, ; > 0 such that

sup{Py, (101 > Cy5) } < 6.
According to Kushner and Dupuis [13, Theorem 2.1, p. 251], we also need to show that

lim lim sup sup Eﬁl(l A |§h(n+5)—§h(n)|) =0, (4.5)
- h—0 ,767'117 ’

h h P h o h
where 7! is the set of F"-stopping times less than or equal to T w.p.1. for any T € [0, o). By the strong Markov property of {£!,a}},
for any n € 7, we have

E (1A 1€ +6) - eml) < (B 1E"0n+8) - "))
nl(p+8)—1
< (2K252 +2K5 +4E!, Z o(At" (&}, af))).
le=nh(n)
Eq. (4.5) is thus verified and so &(-) is tight.

Step 2: Tightness of W (-). Recall the definition of W"(t) defined in (4.2). To show that W"(.) is also tight, we invoke the same
approach in dealing with the terms &”(-) and observing the boundedness of G(y, i) for y € OandieM.

Step 3: Tightness of 7. Since the stopping time 7" has the potential to be unbounded, we must consider weak convergence for
sequences of random variables with values in [0, co]. Note that [0, o] is the one point of compactification of [0, o), i.e., the point
of {0} is added to the set [0, o) as the limit of any increasing and unbounded sequence. Due to the compactness of [0, ], the
sequence of stopping times {z"} is tight. Together with Lemma 4.4, the proof is now complete. []

4.2.2. Characterization of the limits

In this subsection, we characterize the limit of the processes {&"(), a”(-), 7", W"(-)}. Since the sequence of this quadruple is tight,
we consider a convergent subsequence still denoted by {£"(-), &”*(-), 7, W"(-)}. We represent the limit as { X (-), a(), 7, W (-)}. By virtue
of the Skorokhod representation theorem, we have that

(M), a (), ", Wh ()} = (X(),a(), 7, W ()}, w.p.l.
This leads to Theorem 4.6 below.

Theorem 4.6. W () is an F,-measurable standard Brownian motion. Letting T be F,-measurable stopping time, we have that

t

t
X)) =x+ / F(X(s),a(s))ds + / G(X (), a(s)dW (s),
0 0
where F, = o(X(s), a(s), T, W(s); s < 1).
Proof. Step 1: Characterization of the limit of W"(-). We first prove that W (-) is indeed an F,-Wiener process. Let p(-) be a real-valued
bounded and continuous function, let p be any positive integer, and let ¢, < with k < p. We have
Ep(&h(t). Wh(ty). o' I ngyyik < p) [Wh(t +5) - Wh()] = 0.
Taking h — 0 yields

Ep(X (1), W (), Tl 4,13k < p) [W (e +5) = W(©)] = 0.
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It follows that W (-) is an F,-martingale. To show W (-) is indeed a standard Brownian motion, we prove that W (-) is a continuous
process and its quadratic variation is 71, where I is the d X d identity matrix. The Lévy characterization then yields the desired
result. We note that
Ep(&"(1). W (t,). 7" I ey < ) [W"(t F W (1 45) - W”(z)(W"(z))’]
= Ep(" (0, W (1), 1 h ik < P (W't + 9= Wh) (W +5) - W)

By the direct computation using the definition of W"(t) in (4.2), and taking » — 0, weak convergence and the Skorokhod
representation yield

Ep(X (1), W (1), Tz, 13k S p) [W( + )W (it +5) = WOW' ()] = s1.

We thus conclude that W (-) is a d-dimensional standard Brownian motion.
Step 2: Characterization the limit of &(-). From the tightness of {&(-)} in Lemma 4.5, we may assume that £"(-) - X(-) with
probability one using the Skorokhod representation. For each § > 0, if ¢ € [§, (j + 1)5), we define

5;'(0 = £h(je), a;’(f) = a"(j8), X5(t) = X(j5).
It now becomes useful to recall the representation in (4.3),

p (-1
o =x+ /0 FE"(s).a"s)ds+ Y GELahWal, ) — Whah) + el ).
k=0

By the above representation, the continuity and boundedness of F(y, i) and G(y,i) for y € 0O,i € M, and the tightness of {&"(-), a(-)},
we obtain

t
e =x +/ F(EM(s),al(s))ds
0
[t/5]
+ 2 G(EL(j8), ap(j8)) [W"(js +8) = W"(js)] + e, + ORY),
j=0
where [s] denotes the integer part of s and Elgg | = 0 as 6 — 0, uniformly in & > 0 and ¢ in any bounded interval. Taking 2 — 0
implies
t [1/5]
Xs5() =x+ / F(X5(s), a5(9))ds + Y, G(X;5(i8), a5(j8)) [W (j& + 6) = W ()] + &5,
0 j=0
where E|es,| — 0 as 6 — 0. The boundedness of G and standard properties of the Wiener process give

1

1
Xs5(t) = x + / F(X5(s), a5(s))ds + / G(X5(s), as(s)dW (5) + &5,
0 0
Here, note that E|é;,| — 0 as 6 — 0. Taking 6 — 0 yields
t

'
X)) =x+ / F(X(s),a(s))ds + / G(X(s), a(s)dW (s),
0 0

which completes the proof. []
5. Convergence of cost and value functions

In the previous section, we established the weak convergence of the continuous-time interpolated process {£"(-), @"(:), 7"} and
characterized its limit as a solution to the system in (2.1). In this section, we shall focus on the convergence of the cost and value
functions.

For a function ¢ € D([0, o); R?) (i.e., functions defined on [0, co) taking values in R that are right continuous having left limits
equipped with the Skorokhod topology), we define

PO inf {1 : (1) & O},
T(d’)_{ o if ¢p(t)e© forall < co. (5.1)

We are now prepared to state Lemma 5.1 below.

Lemma 5.1. Assume (HO) and (H1)—(H3). Then the following assertions hold

1) 7(X(")) < oo and 7(X(-)) is continuous w.p.1.
(ii) For sufficiently small h > 0, {z"} is uniformly integrable. That is, there is an hy > 0 such that for all h < hy, {z" : h < hy} is
uniformly integrable.
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Proof. The proof of the lemma for systems of diffusions was in Kushner and Dupuis [13, pp. 259-261]. For our case, we need to
modify it for the switching diffusions. We shall only highlight the main difference below. In a Markov switching diffusion, we have
diffusions between the Markovian jump times. It suffices to examine the system until the first jump. We focus on the case where
no switching occurs before the first escape time of O. Let ¢ denote the first jump time of the continuous-time Markov chain a(r).
Suppose that before the first jump time o, a(r) = i € M. Note that before the first jump time, X(r) € O and it is a diffusion

{ dX(t) = F(X(®),i)dt + G(X (1), )d B(?),
X =x.
Denote by 7, ; the T’,X @ _stopping time for the above diffusion
7., =inf{r >0, X (1) € O}.
By virtue of [13, pp. 263], there exists a §; > 0 so that inf , co P, ;(7,; < T) > 6,. Thus,
(x,i)ien(gx./vl P(Z<T)> (x,i)ien(gxM P (T<Tlo>T)P, (c>T)

= inf P_,T.. <T)edi”
(x.)EOXKM xi (P )

> inf %78, >0,
iemM

where we used the fact that the first jump distribution of ¢ is an exponential random variable with parameter —g;;. The rest of the
details are omitted. []

5.1. Convergence of the cost functions

The key result of this section is as follows.

Theorem 5.2. Suppose that the assumptions of Lemma 5.1 hold. Then the cost function J"(x,1,7") in (4.4) converges to J(x,1,7) as
h—0.

Proof. First note that by assertion (i) in Lemma 5.1, 7(X(-)) < o leads to E, 79 < o, where

SUP (x.heOxM
7o = inf{r 1 (X(0). a(t) & Ox M).

Because {&(), a”(-), 7"} is tight, we may extract a convergent subsequence, with its corresponding limit denoted by (X(-), a(-), 7).
Note that the stopping time 7 satisfies = < 7, where 7, is the first exit time from ©. Thus 7 still has the possibility to be the exit time
7. This implies that the tangency problem may still occur; see Kushner and Dupuis [13, pp. 276-278] for the detailed description
of tangency problem. By the Skorokhod representation, with a slight abuse of notation, we may assume that the convergence is with
probability one, ie.,

€O a"(), 7" = (X (), a(),7) w.p.1.
Proving J"(x,1,7") converges to J(x,1,7) requires first showing r = 7 w.p.1. In view of Lemma 5.1, we have
7 = lim 7" = lim 2(&"(-)) = 2(X (")) = = w.p.1.
T=limz hl_r}g)f(cf () =7X() =7 wp
In addition, it needs to be demonstrated that the mapping
T t
(X(C), a(),7) / exp(— / A(a(s))ds)H(X(t), a(t)dt (5.2)
0 0

is continuous w.p.1 with respect to the measure induced by (X (-), a(-), 7). However, this is already implied by the continuity of H(,-)
and Lemma 5.1. We thus have

’[h t
/ exp(— / A(ah(s))ds>H(§h(t), o (1))dt
0 0

T ' (5.3)
= / exp(— / /L(a(s))ds)H(X(t),a(t))dt w.p.1.
0 0

In order to obtain the desired convergence for the cost functional, one first takes expectations on both sides of (5.3) and then takes
limits. This requires the uniform integrability, for some h, > 0, of the set

rh 1
{ / exp(— / A(ah(s))ds>H(§h(t), " (©)d1;0 < h < hy }
0 0

Due to the boundedness of H in the set O and the positivity of A(-), we only need uniform integrability of {z";h < hy}. However,
this has already been demonstrated in Lemma 5.1. We thus have that J(x,1,7") = J(x,1,7) as h — 0 as desired. []

10



P.A. Ernst et al. Nonlinear Analysis: Hybrid Systems 53 (2024) 101507

5.2. Convergence of the value functions

In what follows, for 4 > 0, we say that (X(-), a(-), W(-), 74) with initial data (x,) is a 4-optimal process satisfying (2.1) if
J(x, 1,78 < V(x,1) + A.

The random variable 74 is called a 4-optimal stopping time.

Since 7 appears in the upper limit of integration of the cost function, the e-optimal stopping times (the “control”) will not
influence the dynamics of the regime switching diffusions. In other words, if we restrict the stopping times 7 to a certain set, we
will still have the same constructed Markov chain {5,’:, a,’c’} and its continuous time interpolated process {£"(-), a”(-)}; see (5.5) below.
Therefore, in contrast to numerical approximation in standard stochastic optimal control problems, in which the control variable
will influence the underlying dynamics, we do not need to use the chattering lemma (cf. [23,24]).

Theorem 5.3. Under the conditions of Theorem 5.2, the value function V" (x,1) in (4.4) converges to V (x,1) as h — 0.

Proof. By Theorem 5.2, we have that
Jhx, 1,7 = J(x,1,7) > V(x,1).
Thus liminf,,_ V"(x,1) > V(x,1). To complete the proof, we now need only prove the reserve inequality

limsup V2(x,1) < V(x,1) = inf J(x,1,7).
h—0 <79
The idea is to find an e-optimal stopping time for the process (X(-),a(-)) and adapt it to the Markov chain, and then to use the
minimality of V" (x,1) and weak convergence. We now formally proceed. By the continuity and boundedness of H, for each ¢ > 0,
there exists a § > 0 such that we can restrict the stopping times for (2.1) to take values on {né;né < T'} and for which the cost (1.2)
increases by at most £. Denote by 7, the optimal stopping time with above restriction. That is, 7, is taken to be one of the values in
the set {né;né < T}. The restriction on stopping times implies

J(x,1,1,) SV (x,1) + €. (5.4)

For the optimal stopping problem associated with the cost function (1.2), where the stopping time is restricted to take values on
{né;né6 < T} as above, we have

EEa (), WO ) = (X, (). W), 7). (5.5)
where ©/ is the time approximating stopping time z,. Then Theorem 5.2 and the inequality in (5.4) yield
Ve, < It < T (x 1)+ 81(6) SV (x,0) + 8,(e) + &

Letting A — 0, 6,(¢) — 0. Taking limsup,,_,, and letting € — 0 now completes the proof. []
6. Numerical examples and remarks

In this section, we illustrate how to use the numerical algorithm developed in this paper with computational examples. We shall
apply our algorithm to obtain both the stopping region and the continuation region for a two-dimensional system. We then conclude
with some remarks.

6.1. Numerical example

We first provide a motivation of the study from power systems. Quickest detection of faults in power systems has always been a
critical issue in power system reliability studies and technology development. In power systems, a common scenario of contingencies
is a class of line faults, such as line-to-ground faults, line-to-line faults, over-current, loss of a transformer, line disconnection, etc.
Starting from the occurrence time of a contingency, there is a critical maximum time interval in which the fault must be detected
and cleared. Beyond this time interval, synchronous generators of the power system lose their synchronism and stability, and must
be taken off the grid; see Kothari and Nagrath [2]. Since line faults are represented as switches in hybrid system models for power
systems, the prompt and accurate switching time estimation investigated in the present paper has the potential to be an essential
and promising tool.

Mathematically, a line fault can be represented by a sudden change in line impedance, from a normal value to certain extreme
values (near zero or extremely high values) depending on the types of the fault. For instance, without direct measurement devices
on every segment of a long distance transmission line, the command center must rely on available measurement devices such as
phaser measurement units on buses to diagnosis such faults. The algorithm of this paper provides an advanced method to detect
such line faults based on system dynamics and Markov chain information.

Before continuing with numerical experiments, we outline the value iteration policy in order to approximate the value function
in (3.3), as follows.

11
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1. Initialization. For each (x,1) € S), x M, we set the initial value Voh(x, 1) to be 1.
2. Value iteration. Given the value of Vn”(x, 1), we find the next value Vnﬁ (x,1) using (3.3) as

Vi G = min{ e AOMD N (1), (9, )V, 1)+ H e, 0" (x, 1), 0}. 6.1
i)

3. Error bounds and stopping criterion. If |anjr - Vh| < tolerance level, then the iteration stops; otherwise, we continue the
value iteration procedure.
—h
4. Stopping region and optimal policy. Given the estimated optimal value V' (x,:) and the tolerance level ¢, the stopping region
will be

h,e

D = (e Sy xM: V(x> —e),

and the estimated optimal stopping time will be

- —h,

T =inf{120: " eD ).
Example 6.1 (Quickest Detection of a Markovian Drift). In this example, we assume that one can observe a sample path of X =
(X', X?). Namely, there is no drift initially. Then at a random and unobservable time 8 > 0 following an exponential distribution
exp(4) with parameter A > 0, one of the coordinate processes of X obtains a (known) nonzero drift 4 depending on a Markov chain
a, where a = {a,;t > 0} takes values in a finite state space M = {1,...,m,} and the Q matrix Q = (g;;) satisfying > jemdi; =0 and
g;; 2 0 for all i # ;. In this example, we take m, = 3. Let the probability of 6 taking zero value equals z € [0, 1). Therefore, the
quickest detection problem in such case aims to find the time 6 as “accurate” as possible.

Formally, X = (X', X?) satisfies the following stochastic differential equations:

{ dX! = p(a)lsgporydt +dB), X} =x, 6.2)
dX}? = p(a)l g porydt +d B2, XJ =Xy,

where « is the Markov chain with initial state ay = 1. The B}, B? are two independent standard Brownian motions. The parameter
p is used to represent the coordinate number whose process obtains the Markovian drift. We assume g = B(l, p), the binomial
distribution with parameter p € (0, 1), and we also assume that «, B,l, B,z, 0, B are all independent.

We use the term “accurate” to mean that we seek to find a stopping time z* that is as “close as possible” to 6. Following [9],
this means that we would like to minimize a cost functional J(-) with respect to the stopping time 7 defined as follows

J@)=Pr <O+ E [l @ -1], r>0, (6.3)

where 7 are stopping times adapted to the natural filtering F,X ' =0{X,,a,,0 <s <t} augmented with all P-null set. The first term
in the right of (6.3) represents the probability of false alarm, while the expectation term is the expected exponentially penalized
cost for detection delay. The constant c is a trade-off coefficient. Denote by the value function V' as

V@, ) = inf J(7), (6.4)

where the infimum is taken for all (bounded) stopping times z.
To proceed, we perform the change of measure techniques in Ernst and Mei [9, Section 6.1]. The original detection problem can
be reformulated as the following linear switching diffusion

dY' = [A+ A+ )Y ldt + u(a)Y'dB!, Y} =y, ©5)
dY? = [A+ A+ Y dt + u(a)Y2dB}, Y} =y, :
where «; = 1. The corresponding value function in the new measure has the equivalent form
~ v A
Vyi.y) =infE,, / e“’(pY,' +(1-pY? - E>d" (6.6)
“Jo

In our numerical example, we concentrate on solving (6.5) and (6.6), ie., the dynamics after the measure change. We take
n=231=05y =04p=04u) =5u?2 = 1,u3) = -5 and ¢ = 1,7 = 0.25. Furthermore, we set @ = [0, 5] x [0,5] and let
the step size h = 0.01. The Markov chain has three states M = {1,2,3} with

-3 1 2
Q€R3X3={q,~j,i,j53}= 4 -5 1
3 1 -4

Figs. 1-3 below display the optimal stopping boundaries with Markov chain state {1, 2,3}, respectively. For each of these figures, the
optimal stopping boundary is depicted by the dark solid line. The blue area is the continuation region and the red area represents the
stopping region. Starting from a point in the continuation region, the underlying process evolves until it hits the optimal stopping
boundary. The corresponding hitting time is the optimal stopping time that minimizes the cost function.

12
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5
Stopping Region
Continuation Region
—— Stopping boundary
4
3
~
>
2
l -
0 T T T T
0 1 2 3 4 5
Y1
Fig. 1. Optimal stopping boundary, continuation region, and stopping region: a = 1. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)
5
Stopping Region
Continuation Region
—— Stopping boundary
4
3
~N
>
2
l -
0 T T T T
0 1 2 3 4 5
Y1

Fig. 2. Optimal stopping boundary, continuation region, and stopping region: a = 2. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)

6.2. Final remarks

This work has been devoted to numerically approximating optimal stopping problems for a class of stochastic hybrid systems.
We note that for a number of large and complex systems, using time-scale separation and singular perturbations, we can reduce
a large-scale and complex system to a much simplified and reduced order system. Although a simple numerical example has been

demonstrated, the developed algorithms can certainly be employed for a wide range of applications.
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5
Stopping Region
Continuation Region
—— Stopping boundary
4 -
3 -
BN
2 -
1 -
0 T T T T
0 1 2 3 4 5
Y1

Fig. 3. Optimal stopping boundary, continuation region, and stopping region: a = 3. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)
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