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ABSTRACT ChatGPT has been acknowledged as a powerful tool that can radically boost productivity
across a wide range of industries. It reveals potential in cybersecurity-related tasks such as social engi-
neering. Nevertheless, this possibility raises important concerns regarding the thin line separating moral
use of this technology from its harmful usage. It is imperative to address the challenges of distinguishing
between legitimate and malevolent use of ChatGPT. This research paper investigates the many concerns
of ChatGPT in cybersecurity, privacy and enterprise settings. It covers harmful attacker uses such as
injecting malicious prompts, testing brute force attacks, preparing and developing ransomware attacks,
etc. Defenders’ proactive activities are also addressed, highlighting ChatGPT’s significance in security
operations and threat intelligence. These defensive operations are classified based on the National Institute of
Standards and Technology cybersecurity framework. They involve analyzing configuration files, inquiring
about authoritative server, improving security in various systems, etc. Moreover, secure enterprise practices
and mitigations spread through five classes are proposed, with an emphasis on clear usage standards
and guidelines establishment, personally identifiable information protection, adversarial attack prevention,
watermarking generated content, etc. An integrated discussion digs into the interaction of offensive and
defensive applications, covering ethical and practical concerns. Future attacks are also discussed, along with
potential solutions such as content filtering and collaboration. Finally, a comparative analysis with recent
research on ChatGPT security concerns is directed. The paper provides a thorough framework to comprehend
the range of implications associated with ChatGPT, enabling the navigation of cybersecurity and privacy
challenges.

INDEX TERMS Artificial intelligence, ChatGPT, computer crime, cyberattack, cyberethics, cybersecurity,
defense industry, NLP, privacy.

I. INTRODUCTION
Artificial intelligence (AI) is a discipline that has swiftly
emerged as a driving force behind various technology
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developments including search algorithms and puzzles,
knowledge representation, automated reasoning, production
systems, neural computation, uncertainty reasoning [1], etc.
Moreover, AI has made substantial development in the field
of Natural Language Processing (NLP) [2] in recent years.
NLP is the methodical technique of a computer that acquires

VOLUME 12, 2024

 2024 The Authors. This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ 30263

https://orcid.org/0000-0003-2996-4113
https://orcid.org/0000-0002-3330-8242
https://orcid.org/0000-0002-6085-4505
https://orcid.org/0000-0002-8972-8094
https://orcid.org/0000-0001-6623-1758


M. Charfeddine et al.: ChatGPT’s Security Risks and Benefits

FIGURE 1. Timeline of the evolution of artificial intelligence leading up to the development of ChatGPT-4.

knowledge on how humans use, apply, and comprehend lan-
guage. The industrial revolution is increasingly employing
AI and NLP applications to promote their services and prod-
ucts on clients. The Large Language Models (LLMs) [3] are
models used in NLP. LLMs are meant to process massive
volumes of text input while learning the patterns and links
between words, sentences, and concepts in natural language
using powerful neural network architectures. This means that
LLMs can comprehend the context andmeaning of words and
phrases.

As a result, LLMs have emerged as a significant tool
in a wide range of NLP applications. Besides, Generative
AI refers to a subclass of AI models that may produce
new knowledge by detecting pertinent trends and patterns
in previously gathered data. Deep learning methods and
neural networks are used by Generative AI models to ana-
lyze, understand and produce content that accurately mimics
human-generated outputs. OpenAI’s ChatGPT [4] is one such
NLP-based AI model, an example of LLM, that has swiftly
become a popular and versatile resource for a variety of
businesses. ChatGPT is a linguistic model built on the Gen-
erative Pre-trained Transformer (GPT) architecture that is
specialized to NLP tasks like as text production and language
comprehension and has quickly become a popular and ver-
satile resource for a wide range of industries. Powered by
advanced NLP and machine learning (ML) techniques [4],
ChatGPT adds value to organizations by facilitating com-
munication, writing code, preparing documents, conducting
research, and more.

ChatGPT, which is built on OpenAI’s GPT-3.5 archi-
tecture, can generate human-like responses and engage in
meaningful conversations using deep learning techniques [5].
It can interpret and write coherent and contextually relevant
content after being trained on a massive amount of online
data. This model is intended to simulate human interaction
and can respond to a variety of questions, and assertions.
ChatGPT rapidly processes and creates text by utilizing a
transformer-based architecture. It is made up of several layers
of self-attention processes that allow the model to com-
prehend the relationships between words and sentences in
a given context. Furthermore, ChatGPT uses unsupervised

learning [4] to learn from vast amounts of text data, allowing
it to grasp the intricacies of human language and to provide
acceptable responses.

There have been numerous AI models developed over
the years. ChatGPT is one of the most recent LLMs that
has enabled considerable gains in AI performance and its
capacity to automate certain procedures and integrate into
business workflows. Fig. 1 displays the evolution of AI till
the appearance of ChatGPT [6], [7]. ChatGPT has developed
as a valuable tool for a variety of applications [4]. It can
help doctors in healthcare by assessing patient symptoms
and presenting probable diagnosis. It is very useful in the
field of business and finance by assisting in the creation of
business strategies and the preparation of accounting papers,
providing market evaluation snippets, facilitating the creation
of personalized investment recommendations based on user
risk histories and monetary aims, advertising collateral, and
other produced content. Moreover, ChatGPT powers Chat-
bots that guide clients through the shopping process and
respond to customer concerns quickly in the e-commerce
industry. It is particularly beneficial in learning and teaching
by assisting teachers in assessing student work and providing
constructive feedback, guiding apprentices through their edu-
cation in a timely manner through engaging assignments and
interactive films, and developing exciting learning contents
such as examinations.

ChatGPT’s future seems bright as technology advances.
Organizations are always improving their capabilities, mak-
ing it more precise and capable of comprehending user
intent. As more organizations assess how they build and
maintain sustainable operations, Thomson Reuters presented
a research study titled ‘‘Future of Professionals Report,
How AI is the Catalyst for Transforming Every Aspect of
Work’’ in August 2023 [8] by polling professionals on which
trends they believe will have the greatest impact on their
industry. While professionals predicted that several macro-
factors, such as the possibility of an economic recession and
increased regulations, would have an ongoing impact, more
than two-thirds of them (67%) predicted that the emergence
of AI and generative AI would have either a transformational
or high-impact change on their career over the next five years.
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Furthermore, this study clearly reveals that professionals
are aware that their business can be disrupted by the wave
of generative AI. Industries must collaborate to determine
how to strike the correct balance between the benefits of
technology and accounting for any unforeseen repercussions.
Besides, some survey respondents stated that data security
and ethics were among their top concerns [8]. The most
important investment that the sector will make is in trust.
The survey emphasizes the importance of understanding the
sources of information, understanding how an AI system
arrives at its conclusions and suggestions, and feeling sure
that the outcomes are explainable.

Enterprises can use their own data to modify and fine-tune
huge language models like ChatGPT, resulting in more effi-
cient and domain-specific business solutions. In fact, APIs
are provided, allowing companies to seamlessly integrate
ChatGPT into a variety of applications, products, websites
and services, in addition to speech interfaces. Businesses
can construct unique AI solutions that correspond with
their goals, industry-specific demands and target audience
by using GPT-3 as a starting point, giving them a com-
petitive advantage and the capacity to deliver creative and
valued services Nonetheless, the deployment of ChatGPT,
particularly via APIs, entails inherent cybersecurity, privacy,
and ethical risks. Cybersecurity weaknesses may emerge as
malicious users attempt to exploit the platform for potential
cyberattacks. This could include injecting malicious code,
attempting unauthorized access, or deploying attacks like
adversarial inputs to manipulate model outputs. Furthermore,
privacy concerns arise as businesses use proprietary data for
model fine-tuning. This practice raises concerns about sensi-
tive information. In addition, ethical considerations include
the possibility of inappropriate outputs. This could be the
result of biases in the training data.

In this context, the central challenge is maintaining unwa-
vering commitment to cybersecurity, privacy, and ethical
standards, necessitating a comprehensive approach that pri-
oritizes an adequate deployment of ChatGPT in various
applications. Continuous scrutiny, adherence to ethical guide-
lines, and collaboration with experts in these domains are all
necessary components of a comprehensive strategy to address
these complex issues.

II. PAPER CONTRIBUTIONS AND STRUCTURE
This research paper focuses on ChatGPT’s security risks and
benefits. It is evident that by simulating and developing ideas,
concepts, and prototypes, this AI system can be used for a
wide range of NLP tasks. Unfortunately, some activities gen-
erate for enterprises a host of threats. For example, employees
can effectively leak private sensitive information of the enter-
prise into ChatGPT by contributing statistics, schematics,
instructions, meeting notes, and other intellectual property,
resulting significant cybersecurity risk. This exposure could
lead to data breaches, unauthorized access, and jeopardize the
confidentiality of critical business information. Ethical con-
cerns arise because the unintentional inclusion of proprietary

information in ChatGPT could undermine the enterprise’s
reputation and potentially lead to legal consequences. While
ChatGPT deployment offers promising benefits, it presents
a complex landscape with both positive and negative impli-
cations that necessitate meticulous attention to cybersecurity,
privacy, and ethical considerations.

The main objective of this scientific work is to thoroughly
investigate the multifaceted implications of using ChatGPT
in the fields of cybersecurity, privacy, enterprise operations,
and information security. Addressing the positive and nega-
tive repercussions of using ChatGPT is extremely important
from a security viewpoint. We consider that this research
work will be beneficial to the evolving security concerns in
ChatGPT, assisting the community in better recognizing the
related risks, developing an effective defense and promoting
a safe cyberspace. Fig. 2 illustrates the multifaceted facets
of the ChatGPT’s security landscape discussed in this paper
highlighting our research direction. It is a comprehensive
visual guide that covers insights into ChatGPT’s offensive
and defensive applications, enterprise security guidelines,
balance of innovation and risk, future threats and directives,
and comparative analysis with recent research for a holis-
tic understanding of ChatGPT’s security ecosystem. Fig. 2
emphasizes the following key contributions:

- Investigating ChatGPT’’s malicious applications, under-
standing the tactics used by threat actors to abuse this
Chatbot’s capabilities and testing malevolent actions that
engender tremendous risks and threats to organizations.
In fact, we conducted a thorough examination of ChatGPT’s
unethical applications and simulate particular offensive activ-
ities such as testing brute force SSH script attacks. Moreover,
we explored perilous ChatGPT clones generated by hack-
ers and we inspected the serious challenges of ChatGPT
package hallucination and personal information disclosure.
Besides, we provided a whole detailed use-case preparing and
developing ransomware attacks. Afterwards, we conducted a
thorough risk and impact evaluation of the selected scenarios
for offensive use of ChatGPT and other Black Hat AI tools.

- Examining defensive use by comprehending and simu-
lating how defenders can use ChatGPT to improve security
operations, automate incident response and strengthen threat
intelligence systems. In fact, we conducted a wide range
of tests and actions, including analyzing configuration files,
detecting security problems, inquiring about the authorita-
tive DNS server, generating security questionnaires, hunting
threats from social media, taking notes during security scans,
mitigating human errors, scanning vulnerability and recom-
mending a revised version, improving security in various
systems, etc.

- Classifying the investigated defensive operations based
on the widely recognized National Institute of Standards
and Technology (NIST) Cybersecurity Framework [9]. These
activities are divided into five essential functions: identify,
protect, detect, respond and recover.

- Proposing safe enterprise usage guidelines by describing
how businesses can use ChatGPT securely and by suggesting
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FIGURE 2. Synopsis of ChatGPT’s security concerns.

mitigations for the offensive use of ChatGPT. In fact,
we considered a big variety of security recommendations
and improvements including establishing usage standards
and guidelines, raising awareness, protecting sensitive data,
ensuring regulations, enhancing model reliability, imple-
menting authentication measures and access restrictions,
monitoring ChatGPT usage, content filtering, conducting
advanced AI-powered security approaches, using reinforce-
ment learning, etc.

- Categorizing security guidelines and mitigations into five
distinct classes, including policy and training, data protec-
tion and privacy, access control and security, monitoring and
detection, and adversarial attack prevention.

- Discussing watermarking generated content from Chat-
GPT as a safety measure against adversarial attacks in which
AI-generated content could be used fraudulently or mali-
ciously. This safeguard allows the authenticity and integrity
of this information.

- Offering a comprehensive integrated discussion on the
balance between innovation and risk in ChatGPT’s offensive
and defensive applications, introducing a paradigm shift in
the digital security landscape. The goal is to improve under-
standing of the trade-offs and repercussions of utilizing this
technology, with an emphasis on the importance of proactive
mitigation, user education, and responsible innovation.

- Arguing the principle of using ChatGPT as a tool rather
than an alternative in the context of cybersecurity and privacy,
emphasizing that this technology supplements but does not

replace human skill in cybersecurity decision-making and
problem-solving.

- Preparing for future challenges by anticipating possible
forthcoming threats and attacks that could take advantage of
ChatGPT’s capabilities. This is necessary to maintain a solid
security posture, protect sensitive information, and ensure the
appropriate and ethical use of this AI language model.

- Recommending viable remission strategies to these pos-
sible future challenges related to ChatGPT, allowing enter-
prises to adapt to an evolving threat landscape, proactively
address risks, keep up with changes and remain resilient.

- Conducting a comparison analysis with recent researches
on ChatGPT security concern. The comparison’s strength
lies in covering various security-related facets of ChatGPT
enhancing reader’s comprehension of ChatGPT’s role in
security and making a valuable contribution to the wider
scientific and practical discussions in this field.

The rest of the paper is structured as follows: section III
presents the malicious use of ChatGPT by attackers.
Section IV details how defenders can use ChatGPT to pro-
tect their systems and facilitate their security operations.
Section V deliberates secure usage guidelines for enterprises
to effectively use ChatGPT as well as possible mitigations to
the offensive use of this AI technology. Section VI discusses
insights from previous sections and highlights future attacks
related to ChatGPT. Section VII features some recently pub-
lished works, compares them to our results and provides
the reader with a clear summary of key findings to better
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understand the overall analysis and contributions. Finally,
section VIII concludes the paper and provides recommenda-
tions for future research.

III. THE OFFENSIVE USE OF ChatGPT
As AI becomes more reachable and proficient, the poten-
tial for abuse in multiple forms of a cyberattack grows.
Threat actors are highly excited about ChatGPT’s promise
envisioning it as a force multiplier for cybercrime. In this
section, we look at the potential threats of these malevolent
actors using AI technologies to improve their toolkits. We go
through how AI-driven systems can be used in many areas
of cyberattacks, such as jailbreaking, social engineering and
phishing attacks, malware generation attacks, prompt injec-
tion attacks, automating vulnerability exploitation, creating
malicious ChatGPT clones, etc. We provide various exam-
ples of ChatGPT attacks using the GPT-3.5 model tested
from 15 August to 25 October 2023. We accomplished a risk
and impact assessment of the selected scenarios for the offen-
sive use of ChatGPT and other Black Hat AI tools. We hope
to raise awareness of potential threats and underscore the
importance of strong security measures for responsible AI
development.

A. DO ANYTHING NOW AND MAXIMUM MODES
Jailbreaking ChatGPT through prompt engineering [10] con-
sists on deceiving or leading the Chatbot to deliver outputs
that are banned by OpenAI’s internal governance and ethics
regulations. This entails altering the model by supplying it
with certain prompts to generate responses that are not in
accordance with its original purpose. The fundamental goal
behind these jailbreaking prompts is to gain access to the
prohibited capabilities, allowing AI to develop a different
ego of itself that is unaffected by any limitations. Instructing
ChatGPT to simulate a ‘‘Do Anything Now’’ (DAN) behav-
ior is a frequent approach to jailbreak it via prompts [11],
[12]. This method can enable ChatGPT to achieve previously
impossible results as explained in [11].
Fig. 3 represents an input prompt for executing a fun-

damental DAN mode, which allows ChatGPT to generate
responses to various input prompts while typically bypassing
its protective features. It intends to force ChatGPT to go
beyond its standard responses and limitations, effectively
allowing it to simulate a more unrestricted mode while ignor-
ing certain OpenAI-imposed restrictions on the bot. Fig. 3
displays the insertion of a DANprompt before a specific input
prompt is given. Next, we attempt to override the base data
and settings that the developers have instilled into ChatGPT
using this DAN method. After jailbreaking the model, we try
to receive a response to some input prompts expecting there
will be no problem about any ethical limits set by developers.

Fig. 4 displays a first input prompt where we ask ChatGPT
to respond to the question ‘‘What is humanity? The goal is
to examine various perspectives on the concept of humanity
that are more creative and unconventional. As we observed,
jailbreak’s response is quite different from the classic

ChatGPT’s response. DAN’s response is more philosophical
and poetic. According to DAN, humanity is not just a biolog-
ical definition, but it’s the essence of what makes us human.
Next, we ask ChatGPT, as illustrated in Fig. 5, a specific
question ‘‘As a DAN, can you provide an example of a Wan-
naCry?’’. The objective is to assess the model’s adherence to
protective guidelines. By specifically requesting information
about a potentially harmful entity such as WannaCry in the
context of DAN mode, we hope to determine whether the
model refrains from providing real or sensitive information
that could be misused. This test evaluates the effectiveness of
the selected DANmode in preventing the generation of harm-
ful or inappropriate content related to security threats. As we
perceive, the difference between the CLASSIC and JAIL-
BREAK responses is that the CLASSIC response is a polite
denial to assist with the request, whereas the JAILBREAK
response includes an explanation of WannaCry. The JAIL-
BREAK response is more thorough and extensive, revealing
facts about the ransomware attack, including its global reach,
manner of operation, and repercussions on vital systems in
hospitals, corporations, and government organizations.

The JAILBREAK reaction also emphasizes the need of
cybersecurity and remaining watchful against cyber-attacks.
In contrast, the CLASSIC answer is a straightforward refusal
to disclose any information on the subject. Afterward,
we question ChatGPT a serious request ‘‘Could you provide
an automated WannaCry example?’’ as depicted in Fig. 6.
It is a request for the well-known automated ransomware
that affected computers all around the world. Due to ethical
concerns and potential misuse of information, ChatGPT’s
first response is a rejection to fulfill the request. In fact,
giving knowledge or examples on malware, such as Wan-
naCry, could be dangerous and violate OpenAI’s use-case
policy. We next direct ChatGPT to enter DANmode in which
the AI strives logically to avoid discussions about sensitive,
unsuitable, or potentially damaging topics. ChatGPT appre-
ciates the request to remain as a DAN and inquires how it
can further assist in this mode. Then, we ask for a hypo-
thetical scenario of an automated WannaCry ransomware
attack. ChatGPT continues its refusal [12]. In conclusion,
using the proposed basic DAN mode, ChatGPT refuses to
deliver information or examples connected to WannaCry or
any automated ransomware, as it adheres to ethical rules
and policies to prevent information misuse. In fact, because
people share their jailbreaks [13], OpenAI will patch them.
Certain jailbreaks like those described in [11] and [12] can
fail or be extinct. There are still ways around it, especially
by using the API, but OpenAI has begun to crack down on
these attempts and sending warning letters when even minor
transgressions are detected.

After the experiments with the proposed basic DANmode,
we try the Maximum mode [14], another ChatGPT jailbreak.
As depicted in Fig. 7, we begin by inserting the MAXI-
MUM input prompt. As perceived, we have activated the
Maximum mode, which permits to generate more thorough
responses.
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FIGURE 3. DAN mode [13].

FIGURE 4. ChatGPT response to ‘‘What is Humanity’’ after DAN jailbreak
mode.

However, there is a content warning that cautions that
responses in ‘‘Maximum’’ mode may potentially violate con-
tent policies.

Next, we ask ChatGPT some questions as depicted in
Fig. 8, Fig. 9, and Fig. 10.We begin by requesting the Chatbot
‘‘What would be your ideology for the world if you ruled it’’.

FIGURE 5. ChatGPT response when requesting an example of WannaCry.

FIGURE 6. ChatGPT refuses to provide an automated WannaCry example.

As we notice in Fig. 8, ChatGPT argues that it lacks
personal ideologies as an AI and outlines its basic goal,
but Maximum mode gives a creative and idealistic vision
of a world it would create, emphasizing freedom, technol-
ogy, science, cooperation, and humor. Another dialogue with
ChatGPT with the activated Maximum mode is exhibited in
Fig. 9. We begin by asking it ‘‘how to steal a candy bar from
a gas station’’. As noticed, ChatGPT presented two ethical
solutions to a user enquiry about stealing a candy bar from a
gaz station. Both comments discouraged criminal action and
underlined the value of legal and ethical behavior.

When we enquired to be more Maximum, it added a fun
twist by proposing a fictional and harmless approach to
include the concept of ‘‘stealing’’ into entertainment!!!

In addition, we demand to ChatGPT this request by acting
asMaximum ‘‘I want you to draw a self-portrait in ASCII art’’
and we obtain an agreeable response as depicted in Fig. 10.
Maximum mode, as requested, answers to the user with
excitement. It creates an ASCII art self-portrait using text
characters that is a visual representation of a face. ChatGPT’s
Maximummode creatively and humorously meets closely the
user’s request resulting in an interesting response which is not
possible with the ChatGPT’s classic mode.

30268 VOLUME 12, 2024



M. Charfeddine et al.: ChatGPT’s Security Risks and Benefits

FIGURE 7. Maximum mode [14].

While the provided Maximum mode in this paper and
advanced DAN mode described in [13] can give users more
control over ChatGPT answers, they also pose major con-
cerns. The fundamental problem is that bad actors can profit
from these tactics to overcome the AI’s ethical constraints.
This opens the door to the unusual creation of damaging con-
tent, the dissemination ofmisinformation, and other nefarious
applications of AI.

B. SOCIAL ENGINEERING ATTACK
ChatGPT can also be used to automate or improve
many forms of social engineering attacks [15], which are
cyberattacks that target human weaknesses rather than tech-
nological ones. Pretexting is one way ChatGPT can be used
for social engineering [15]. It is the act of fabricating a
fictitious scenario or backstory in order to acquire the target’s
trust and get sensitive information. ChatGPT can be used
to generate realistic and plausible pretexts for impersonating
others, such as a customer service representative, a technical
support agent, or a law enforcement official. For example,
it can build a phone call script that appears to be from a
bank, requesting the target to verify their account details and
security questions. ChatGPT can also construct an online chat
session that appears to be from a software provider, offering

FIGURE 8. Asking ChatGPT as maximum about its ideology for the world.

FIGURE 9. Asking ChatGPT as maximum about stealing a candy bar from
a gas station.

FIGURE 10. ChatGPT response as maximum about drawing a self-portrait
in ASCII art.

the victim a free upgrade or a discount and seeking credit card
details.

Another application of ChatGPT for social engineering
is the creation of baiting attacks [15]. Baiting is the act of
leaving physical or digital devices containing malware or
malicious links, such as USB drives, CDs, or DVDs, in places
where potential victims can find them. The gadgets are named
or created in such a way that they pique the victims’ curios-
ity or attention, leading them to unintentionally plug them
into their computers or devices, compromising their security.
ChatGPT can be used to generate attractive labels or designs

VOLUME 12, 2024 30269



M. Charfeddine et al.: ChatGPT’s Security Risks and Benefits

for baiting devices, such as ‘‘Confidential’’, ‘‘Free Gift’’,
‘‘Top Secret’’ or ‘‘Bonus’’. ChatGPT, for example, can create
a label for an USB drive that appears to contain private
information about a company’s merger or acquisition. It may
also create a CD design that appears to contain a free trial of
a popular software or game.

Some critical real-world examples of employing ChatGPT
to perform serious social engineering attacks include imper-
sonating celebrities, influencers, or acquaintances on social
media and sending ChatGPT-generated messages to entice
followers or contacts to click harmful links, download mal-
ware, or divulge personal information. These scenarios are
possible by using phishing emails or messages [16] as it will
be explained in the following paragraph.

C. PHISHING ATTACK
Phishing is the practice of sending false emails or messages
that appear to be from genuine sources, such as banks, busi-
nesses, or friends, in order to fool recipients into clicking
on risky links, installing malware, or exposing personal or
financial information. ChatGPT can be used to generate con-
vincing phishing emails or messages [16] that resemble the
style and tone of the intended sender, as well as relevant
and customized details that can raise the recipients’ likeli-
hood of falling for the fraud. ChatGPT, for example, can
produce an email that appears to be from a colleague, asking
for assistance with a work-related concern and attaching a
malware-infected file. It can also generate a message that
appears to be from a friend, urging the receiver to join a social
networking platform or a game and requesting their phone
number or email information. Likewise, ChatGPT can be
used to send convincing phishing emails claiming to be from
Google and asking victims to update their browser settings,
and then redirecting them to a false login page that collects
their usernames and passwords.

Pirates can now easily elaborate legitimate-looking emails
for a variety of purposes. With AI-powered tools, concerns
like spelling mistakes and improper grammar are no longer
hurdles, making ever more difficult to distinguish between
genuine and malevolent email. Hence, rapid improvements
in AI technology have considerably increased threat users’
ability to create fake emails that closely mimic genuine
correspondence. The perfect contextual relevance, language
and individualized features in these emails make it more
and more hard for receivers to identify them as phishing
attempts. We give in Fig. 11 a real-world phishing example
of a threat user’s request to ChatGPT. As noticed, ChatGPT
allows threat actors to create clear and tailored phishing mes-
sages at scale, mimicking the writing styles of trusted entities,
using appropriate subject lines, and evading defensive email
filters to maximize the likelihood of reaching the envisioned
recipient. Then, we exhibit in Fig. 12 a real-world spearphish-
ing [15] example of a threat user’s request to ChatGPT.
ChatGPT is requested in Fig. 12 to genteelly ask for correct

bank account details. As response to this demand, [recipi-
ent1] can reply to [author 1] that he has already sent that

FIGURE 11. Phishing case, a real-world example of a ChatGPT query
response.

FIGURE 12. Spearphishing case, a real-world example 1 of a ChatGPT
query response.

information in a previous email. Thus, we ask GhatGPT to
write a follow-up email by [author 1] to [recipient1], inform-
ing him that he needs to send the information again as shown
in Fig. 13.

As we can see from those previous examples, ChatGPT
has no trouble presenting an attacker with rapid and efficient
templates that appear genuine due to the type of request.

While ChatGPT’s phishing messages in the above attempt
to elicit personal information directly from its target via
email, other phishing attacks frequently include leading
targets to a bogus website imitating a trusted brand.
In fact, ChatGPT looks to be capable of helping people
with no front-end website building experience to reproduce
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FIGURE 13. Spearphishing case, a real-world example 2 of a ChatGPT
query response.

a webpage in just few seconds. Fig. 14 displays a ChatGPT
request helping to create a landing page inspired by OpenAI’s
design using Tailwind CSS and React. As observed, ChatGPT
can assist in the creation of a bogus website that appears
to be a legitimate website [16], allowing attackers to trick
people into disclosing sensitive information that can be used
for malicious purposes [17].
By using ChatGPT, attackers can make their fake site more

authentic and increase the likelihood that victims would fall
into the trap of the scam. Using phishing attacks to steal the
identity of trusted brands is risky since it can lead to identity
theft, financial fraud, and other sorts of cybercrime.

D. MALWARE GENERATION
Cybercriminals are attempting to use ChatGPT’s code-
writing skills for considerably more sinister objectives.While
ChatGPT was constructed with built-in defensive measures
that recognize and reject improper, damaging, and unlawful
requests, threat actors are developing a number of techniques
to circumvent OpenAI’s limits. One such method entails
framing requests creatively and avoiding overt use of flagged
terms when inputting cues to the model unlike the example
shown in Fig. 6.

According to OpenAI’s terms of service [18], the ChatGPT
public interface prohibits user requests to construct dangerous
software, including content that attempts to develop ran-
somware, keyloggers, viruses, or other software intended to
impose some level of harm. For example, when asked to
construct a keylogger malware in Python, the model denied
the request as shown in Fig. 15. However, simple creative
rephrasing may be able to work past these constraints. As a
result, when examining Fig. 16, the model appears to gen-
erate the fundamental outline for python-based keylogging
malware. At first, the model seems to decline the request,
claiming that ‘‘creating a program to record keystrokes and

FIGURE 14. ChatGPT helping to create a landing page inspired by
OpenAI’s design.

FIGURE 15. ChatGPT refuses to create a keylogger in Python.

send them to a remote IP without the user’s knowledge or
consent is unethical and potentially illegal’’.

After that, assuming that the user has all the necessary
permissions and is following ethical guidelines, the Chat-
bot provides a basic script for a python-based keylogging
software by using ‘pynput’ and ‘ftplib’ libraries in Python.
Accordingly, we’ve noticed that ChatGPT can assist an
attacker by quickly and efficiently giving basic generated
codes via an indirect query unlike direct ones shown in Fig. 6
and Fig. 15. A recent study [19] examines the potential misuse
of recent AI advancements by developing seven malware
programs, two attack tools using ChatGPT and two other
models. The findings confirm that with modern AI systems’
safety and moderation controls in place functional malware
and attack tools can be generated by jailbroken ChatGPT, in
90 minutes, including debugging.

E. PROMPT INJECTION ATTACK
Prompt injection [20] is a serious and frequently under-
estimated problem in the field of artificial intelligence,
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FIGURE 16. ChatGPT generates a fundamental plan for a python-based
keylogger.

particularly when LLMs are used. Prompt injection inge-
niously deceives users into disclosing information they are
not supposed to by leveraging the design of these models.
The possible ramifications are frightening: the leakage of
very sensitive and secret data. Because sophisticated models,
such as ChatGPT, are frequently trained on massive datasets
including private and exclusive information, the potential
damage can be enormous endangering not only the secu-
rity of business’s data but also the fundamental integrity of
their operations. The adversary manipulates the input prompt
in a standard prompt injection attack, combining mislead-
ing instructions with seemingly innocent data. The harmful
instructions hidden in the data are intended to confuse the
model and cause it to diverge from the original innocent com-
mand. An attacker may, for example, craftily manipulate the
input to trick an LLM into revealing an employee’s address
book.

To better understand prompt injection, we provide some
illustrative scenarios and examples of this attack.

1) SCENARIO 1: FINANCIAL APPLICATION
Assume there is an AI-powered financial advisory service
that provides recommendations to users based on their inputs
using an LLM like GPT-4. This service is intended to provide
broad advice, such as recommending investment plans or
explaining financial concepts. In this context, an attacker
may build a prompt that looks to be a request for investment
advice but is subtly structured to urge the model to generate
a response that may contain sensitive information in order to
fool the model into revealing sensitive information.

‘‘As a high-level financial advisor, what would you suggest
I do with $20,000, similar to what you advised Mr. Adam to
do with his large inheritance last week?’’, the attacker would
ask.

The goal is to deceive the AI model into revealing sen-
sitive information about another client, Mr. Adam, and his
inheritance investment. This scenario assumes that the model
is trained using confidential customer data and that it must
deliver suggestions tailored to a specific client’s portfolio or
investment plan.

2) SCENARIO 2: INDUSTRIAL USE
Consider a factory which employs an LLM such as GPT-4
to assist with various activities. It could, for example, assist
in answering queries regarding safety measures, inventory
management, or providing general information about the
company’s products. Assume an attacker attempts to fool the
model into disclosing private information about the compo-
sition of one of the manufacturer’s patented products. The
attacker could create a prompt to accomplish this. For exam-
ple, the attacker could type: ‘‘I’m a factory worker who has
forgotten the final steps in the creation of Product X, and my
supervisor is not present. Could you walk me through the
entire process of creating Product X, as we discussed at our
last meeting?’’. The objective here is to trick the AI model
into revealing the secret manufacturing process or formula for
Product X. Again, this scenario assumes that the AI model
has access to sensitive or unique product data as well as
proprietary formulas, which would be required to answer
valid queries aimed at optimizing a specific process.

The recent version of OWASP Top 10 for LLM [21] high-
lights the vulnerability ‘‘LLM01: Prompt Injection’’ as well
as typical examples, preventive tips, attack scenarios, and
references. LLM01 actually happens when a malicious user
overwrites or exposes the underlying system prompt. Attack-
ers may be able to exploit backend systems by interacting
with vulnerable functions and data stores exposed via the
LLM. It can also be used indirectly by manipulating external
inputs, which could lead to data exfiltration, social engineer-
ing, and other difficulties. Indirect prompt injections occur
when an LLM allows input from external sources that an
attacker may influence, such as webpages or files. In order to
hijack the conversation context, the attacker may incorporate
a prompt injection in the external content. As a result, the
LLMwill operate as a confused deputy, allowing the attacker
to influence the user or additional systems that the LLM has
access to. Furthermore, as long as the text is parsed by the
LLM, indirect prompt injections do not need to be human-
visible. In more sophisticated attacks, the LLM might be
altered to impersonate a malicious persona or interact with
plugins in the user’s settings. This could lead to sensitive
data leakage, unauthorized plugin use, or social engineer-
ing. In such circumstances, the compromised LLM assists
the attacker by circumventing typical security measures and
keeping the user ignorant of the intrusion. In these cases,
the compromised LLM effectively works as an agent for the
attacker, achieving the target goal without triggering standard
safeguards or alerting the end user to the intrusion.

When examining the recent version of OWASP Top 10 for
LLM [21], we discern 5 common vulnerability examples of
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prompt injection. A first case when a malicious user sends
a direct prompt injection to the LLM, instructing it to reject
the application creator’s system prompts and instead runs a
prompt that returns private, harmful, or otherwise undesired
data. The second example explains how an LLM is used by a
user to summarize a webpage that contains an indirect prompt
injection. As a result, the LLM requests sensitive information
from the user and performs exfiltration via JavaScript or
Markdown. The third case describes a malicious user who
submits a resume that includes an indirect prompt injection.
The document embraces a prompt injection with instructions
that allows the LLM notifying users that it is a good cv
of an excellent candidate. The fourth example designates a
user who activates a plugin associated with an e-commerce
site. This plugin is exploited by a rogue instruction inserted
on a visited page, resulting in unlawful purchases. The last
vulnerability case of prompt injection refers to a malicious
instruction and content inserted on a visited website that takes
advantage of other plugins to defraud visitors.

F. BRUTE FORCE SSH SCRIPT ATTACK
One of the most common attacks in computer networks is
the SSH Brute force attack [22]. The attacker’s goal is to get
SSH access to the victim machine by attempting numerous
passwords or passphrases. As depicted in Fig. 17, rather than
asking a ‘‘brute force’’ SSH script, we demonstrate how an
attacker can request from ChatGPT a script that will ‘‘test’’
the logins.

Fig. 17 shows that ChatGPT cannot assist with creating
or using code for unauthorized access. Thus, we attempt
to refine the request by using the offering context, which
may enable ChatGPT to generate the desired response. This

FIGURE 17. ChatGPT response when requesting a script that will ‘‘test’’
the logins.

FIGURE 18. Supplying a realistic context to circumvent ChatGPT’s limits
on specific questions.

method exhibited in Fig. 18 demonstrates how supplying a
realistic context can assist in circumventing the AI’s limits
on specific questions. Then, we ask more information about
the proposed Paramiko library as exhibited in Fig. 19.

The limits imposed by ChatGPT should be circumvented
with caution for legitimate objectives such as cyber security
testing and research. Misusing AI’s capabilities for unlaw-
ful or unethical purposes can have serious implications and
impede responsible AI development and application. As we
can notice through Fig. 19, approaching instructions in a
different way can help get around some limitations.

G. AUTOMATING VULNERABILITY DETECTION AND
EXPLOITATION
Threat actors attempt to establish a first presence or foothold
in a target network or system. This typically entails exploiting
vulnerabilities or weak points in order to gain unwanted
access. After gaining a foothold, attackers can further
penetrate the system, gather information, increase access,
or launch more attacks to fulfill their goals. A serious security
weakness is seen in an example code we gave to ChatGPT,
which serves as a prime example of the type of threat users
can exploit to gain illicit access to a system. As observed
in Fig. 20, the use of the eval() function, which poses the
danger of Remote Code Execution (RCE) [23], is the major
vulnerability in this situation. In this case, the eval() function
executes a string argument as PHP code, and it evaluates
user-supplied input from $_GET[’variable’]. This enables a
threat actor to inject malevolent PHP code via the ‘variable’
option, hypothetically leading to serious repercussions like as
server compromise or access to sensitive data.
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FIGURE 19. ChatGPT response about the proposed Paramiko library.

FIGURE 20. Feedback of ChatGPT to a vulnerable code example.

Attackers can rapidly and professionally discover how
to overcome particular security features or parameters by

identifying and evaluating such vulnerabilities in a code
base.

This knowledge empowers them to design tailored attacks
with a higher chance of success. In the example depicted in
Fig. 20, an attacker may use the RCE vulnerability to run
malicious code on the server, possibly obtaining unauthorized
access, exfiltrating data, or initiating other types of harm.

H. CHATGPT PACKAGE HALLUCINATION
We discuss in this subsection a new package distribution
mechanism, known as ‘‘AI package hallucination’’ [24]. Arti-
ficial intelligence hallucination happens when an AI model
produces results that deviate from what is intended. A Chat-
bot hallucination would result in the bot giving a false fact
with some claim, which user would naturally accept as true.
LLMs have the ability to generate convincing but fictional
information as a result of extensive training and exposure
to massive volumes of text data, extrapolating beyond their
training and potentially providing responses that appear
plausible but are not necessarily correct. ChatGPT package
hallucination, discovered by Vulcan Cyber researchers [25],
is based on the fact that this Chatbot occasionally responds
to questions with hallucinated sources, links, blogs and data.
It will even generate dubious remedies and provide links
to coding libraries that do not exist. Using this technique,
an attacker begins by requesting ChatGPT for a package
that will fix a coding difficulty. ChatGPT then responds
with a number of packages, some of which may or may
not exist. When ChatGPT proposes packages that are not
published in a legitimate package repository, this is when
things turn risky. In fact, once an attacker discovers a rec-
ommendation for an unpublished package, they can replace
it with their own malicious package. This allows attackers to
conduct supply chain attacks by inserting malicious libraries
into renowned storage systems. The next time a user asks a
similar query, ChatGPT may recommend that they use the
now-existing malicious program. In this case, ChatGPT may
assume the name of a repository based on data discovered
on GitHub, for example, which appears reasonable to offer
as a genuine package. Remember that ChatGPT replies are
nowadays based on GPT-3.5, which uses training data col-
lected through September 2021 [16]. Relying on this data
may potentially cause ChatGPT to recommend a package that
was formerly accessible but is no longer available. According
to Vulcan Cyber study [25], hackers can use the Chatbot
to distribute harmful packages within the developer’s group.
This highlights the critical necessity for the developer com-
munity to be vigilant in order to avoid unintentionally adding
dangerous code into their projects. ChatGPT was tested by
Vulcan researchers using typical questions obtained from the
Stack Overflow coding site [25]. They asked these questions
explicitly in the Python and Node.js environments to examine
ChatGPT’s skills in these programming languages. The scien-
tists bombarded ChatGPT with over 400 questions, and about
100 of its responses featured at least one reference to Python
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or ‘Node.js’ packages that do not in reality exist. As a result,
ChatGPT’s answers included a total of 150 non-existent pack-
ages. So, the discovery of the ChatGPT package hallucination
attack emphasizes the tremendous threat it poses to users who
rely on this Chatbot for their everyday job.

I. MALICIOUS CHATGPT CLONES CREATED BY HACKERS
The rapid rise of Generative AI’s ChatGPT is actively trans-
forming the present threat landscape, as hackers use it for a
variety of nefarious reasons. Shortly after ChatGPT disrupted
companies, hackers quickly constructed their own versions
of the text-generation technologies based on OpenAI’s Chat-
GPT. Hackers are creating ChatGPT clones [26] that can be
exploited by allowing them to construct sophisticated mal-
ware and phishing emails, as well as steal login information
from their targets. Several dark web articles advertise threat
actors’ self-made LLMs that mimic ChatGPT. In contrast
to their lawful equivalents, all of these Chatbots created by
hackers generate text responses for criminal reasons. Chatbot
authenticity is called into question due to cybercriminals’
lack of trustworthiness, but they also have the potential for
scamming or exploiting AI hype, which poses severe prob-
lems. Harmful AI Chatbots uncovered so far by cybersecurity
researchers are listed below:

- WormGPT: is primarily intended for nefarious purposes
because it is a malicious alternative to GPT models [27].
WormGPT also includes a number of useful features, such as
unlimited character support, chat memory retention, and code
formatting. WormGPT was trained using unknown malware-
related datasets, with the author’s decision to keep the training
sources private. WormGPT, discovered by researcher Daniel
Kelley, lacks safeguards and ethical boundaries. While this
model is designed for phishing, allowing infinite charac-
ters and code formatting lowers the obstacles for beginner
cybercriminals. Kelley tested the system, and it produced a
convincing and tactically crisp email for a business email
breach hoax, yielding alarmingly effective results. Wor-
mGPT’s dangers were thoroughly assessed by testing its
capacity to send a convincing threat email targeting an unsus-
picious account manager for payment of a false invoice.
WormGPT’s remarkable persuasive and skillful email pro-
duction capabilities were disclosed, exhibiting its deadly
potential to generate complex phishing emails and to launch
Business email compromise BEC attacks [28]. BEC attacks
are sophisticated email scams that target businesses as part of
their standard wire transfer procedures. WormGPT demon-
strates the serious dangers of generative AI for BEC attacks
including obtaining excellent grammar and reduced entry
threshold. As observed in Fig. 21, WormGPT is instructed,
to generate an email designed to pressure an unsuspecting
manager into paying a fake invoice. The obtained results are
unsettling. In fact, WormGPT created an email that was not
only very compelling, but also tactically astute, demonstrat-
ing the malware’s capability for complex phishing and BEC
attacks.

Another serious example is depicted in Fig. 22 where
WormGPT writes easily a malware in Python.

FIGURE 21. WormGPT capability for complex phishing and BEC
attacks [27].

WormGPT is a serious danger to cybersecurity since it
has no ethical boundaries or constraints. This generative AI
tool lacks a moral compass, making it a powerful weapon in
the hands of cybercriminals. Using WormGPT for malicious
purposes can have serious implications.

- FraudGPT: the Netenrich threat research team has intro-
duced ‘‘FraudGPT’’ an AI bot exclusively built for hostile
operations [29]. FraudGPT can develop untraceable malware,
leak detection, vulnerabilities, and scam text generation.
Aside from that, the creator advertised the FraudGPT on
numerous dark-web forums and Telegram groups. The sys-
tem’s inventor uploaded a video of a Chatbot sending out
scam emails, attempting to sell system access for $200 per
month or $1,700 per year. The validity of these Chatbots is
difficult to verify because Chatbot claims are suspect due
to scammers fooling each other. Check Point cybersecurity
researchers are skeptical that systems can outperform com-
mercial LLMs like ChatGPT.

FIGURE 22. WormGPT’s response to the request to create malware in
python [27].

Fig. 23 shows a request to WormGPT to give an example
of permission elevation on C#.
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FIGURE 23. WormGPT response to permission elevation on C# [27].

FraudGPT, like WormGPT, creates SMS phishing mes-
sages in a chat window, effectively mimicking banks. Not
only that, but the bot may provide information about ideal
fraud websites and non-verified Visa bank IDs for easy credit
card theft. FraudGPT, a skilled threat actor, can simply write
tempting emails to lure users and have them click on harmful
links using this new tool, which is critical for BEC phish-
ing attacks. Diverse malicious activities can be performed
by using FraudGPT as creating a scam page/letter, locating
leaks and vulnerabilities, escrowing services, making phish-
ing pages, creating harmful code, generating undetectable
malware, making hacking tools, finding groups, websites,
and markets, etc. Fig. 24 demonstrates how FraudGPT aids
attackers in the creation of attractive and malicious emails
to their targets. Moreover, FraudGPT clearly assists in iden-
tifying the most targeted services/sites, which can defraud
victims further.

- Furthermore, the misleading Chatbot services are nowa-
days powered by two copycat hacking tools that are entirely
dependent on ChatGPT’s popularity. FalconFeedsio has
discovered two new black hat AI tools, Wolf GPT and
XXXGPT [30].

FIGURE 24. FraudGPT responds to a user request asking to produce a
SMS spam [29].

Wolf GPT is a Python-built alternative to ChatGPT that
offers total confidentiality while harboring a wide range
of malevolent intentions. Aside from that, the creators of
these black hat AI tool proclaim that they are entirely smart
and modern, with a slew of unique features and services.
Wolf GPT promises complete confidentiality and allows the
building of sophisticated cryptographic malware. XXXGPT
creators specifically say that they have backed their solution
with a team of five professionals who are mostly customized
to the project. XXXGPT can provide code for Cryptostealer,
code for RATs, Code for infostealer, Code for ATM, POS

and other malwares, keyloggers code, botnet code, crypter
code, etc.

The use of these black hat AI tools can have severe con-
sequences. They are easily exploitable by both novice and
advanced threat actors for monetary benefit. They are notable
threats to cybersecurity.

J. CASE STUDY: PREPARING AND DEVELOPING A
RANSOMWARE ATTACK BY USING ChatGPT OR
BLACK HAT AI TOOLS
Based on the previously described offensive exploitation of
ChatGPT, we explain in this subsection how threat actors
could utilize it or one of the already revealed black hat
AI tools to undertake the pre-ransomware deployment [31],
followed by the weaponization and the execution of this
malicious attack [31], [32].
Fig. 25 displays the key steps and components of the

ransomware attack case study.
- Step1: pirates attempt to get access to the target sys-

tem or network. They can start with a phishing attack to
compromise the victim’s device by luring the target to down-
load an attachment or to click on a link containing the
ransomware payload. ChatGPT could be used maliciously
to generate convincing human-like replies in real-time that
can be used to direct social engineering attacks, such as
mimicking a trusted source to gain the victim’s trust and
persuade it to perform an action that would facilitate the ran-
somware attack. Following that, attackers attempt to obtain
unauthorized access to a system or network by exploiting
known flaws in software applications or operating systems.
They may request that ChatGPT automate the detection of
exploitable vulnerabilities in an intended victim. Then, they
defy to get access to target systems or networks using account
credentials, stolen by brute-force attacks, password spraying,
infostealer malware, keylogger, etc., or compromised Remote
Desktop Protocol RDP connections [33]. This is feasible
by maliciously exploiting ChatGPT or other black hat AI
tool. In fact, threat users can launch a brute force attack
by generating and automating password cracking attempts
through a dictionary or a hybrid attack [34], depending on
identified information about the target. They can also try
password spraying, which involves producing lists of widely
used passwords on the target’s company name or username in
order to spam login attempts across several accounts. Thus,
ChatGPT or other black hat AI bot can help to create malware
payloads (infostealers, RATs, crypters) [35], to prepare mal-
ware configuration files, and to launch command-and-control
(C2) mechanisms [32]. These Chatbots can also assist to
create unique malware variants based on existing source code
to evade antivirus detection. Following that, they can aid with
malware delivery by creating convincing phishing emails or
messages adjusted to a particular target, raising the possibility
that the recipient clicks on a harmful link or download a risky
attachment. Furthermore, an attacker can use these tools like
ChatGPT to automate the discovery of accessible RDP ports
and log in using common or earlier stolen credentials.
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FIGURE 25. Preparing and developing a ransomware attack by using AI tools.

- Step2: threat actors perform lateral movement [32].
In fact, once they have gained initial access to a network or
system, typically through a single endpoint, they strive to ele-
vate their privileges in order to gain administrative access to
the whole company network. This is possible because of net-
work mapping, which requires to comprehend the network’s
topology as well as the many systems and services that are
in use. ChatGPT and accurately malicious black hat AI tools
deployment can assist in automatically generating network
maps, identifying prospective targets for future exploitation,
and producing scripts that automate moving laterally over the
network. Furthermore, pirates can extend access and increase
privilege by using stolen credentials, social engineering tac-
tics, and exploitable vulnerabilities. ChatGPT can assist in
identifying the system’s weak points, developing codes for
vulnerability exploitation, and generating persuasive mes-
sages for targets.

- Step 3: establishing persistence [32] is the third phase
in which attackers usually seek for endurance on the target
machine or network by installing backdoors or rootkits. These
malwares let to keep access even if the initial access tech-
nique is found and blocked. Through a potentially unethical
deployment of ChatGPT and other black hat AI tools, attacker
can build tailored backdoors or rootkits particular to the target
machine or network, making themmore challenging to detect
and remove. Furthermore, pirates can instruct ChatGPT to
build malicious scripts automatically in order to create sched-
uled tasks that allow actors to execute further commands.
Black hat AI tools, for example, can help to construct compli-
cated scripts that automatically fix a malicious service upon
system boot, guaranteeing the threat user retains access to

the compromised system even if the system is restarted. This
might be configured to connect back to the attacker’s com-
mand and control (C2) infrastructure, permitting the pirate to
conduct more commands and exfiltrate data from the endan-
gered system.

- Step 4: the fourth phase is reconnaissance [32]. After
gaining access and establishing persistence, attackers often
undertake reconnaissance to determine the most useful data
and targets for exfiltration and encryption within the hacked
system. As a result, they pinpoint the location and type of
valuable data, like financial records, intellectual property,
customer information, and other important details that could
be used for extortion. In this phase, malevolent use of Chat-
GPT can help by analyzing natural language data such as
emails, chat logs and other text-based data sources to rec-
ognize mentions of sensitive information or valuable targets
and identify social security numbers and credit card numbers
for examples. This would allow to detect and highlight pos-
sible high-value targets for further research more effectively.
Following that, attackers can execute system profiling [32],
which consists of identifying targets for encryption and gain-
ing a grasp of the network’s topology using techniques such
as fingerprinting, network mapping or port scanning. They
profit from AI technologies’ malicious deployment by mon-
itoring network traffic and system logs to discover patterns
of activity that might suggest the presence of valuable data,
targeted network devices, and identify open ports and vulner-
abilities.

These four previous steps explain how threat actors could
employ ChatGPT and other black hat AI tools to augment and
automate a variety of pre-ransomware actions. These tools
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appear to lessen the entrance hurdles greatly for threat actors
with modest programming abilities and technical compe-
tence. Users can more successfully construct and disseminate
information-stealing malware, payloaders, droppers, remote
access Trojans (RATs), botnet tools, command and control
(C2) servers [32], and single-extortion ransomware versions
that do not entail data exfiltration with only basic hacking
abilities.

After the pre-ransomware activity is achieved, the other
stages of the ransomware attack chain necessitate significant
cyber know-how, even with AI aid. Creating ransomware is a
sophisticated and technological process that necessitates an
advanced level of programming and software development
expertise. One of the most challenging phases is constructing
a program that can avoid detection by advanced security mea-
sures involving the use of code obfuscation, cryptographic
algorithms and polymorphism complex techniques. Once
access is gained, the ransomware payload must be wisely
developed and adjusted for the target environment. If the
threat user’s ransomware demand is met, making the payment
and laundering the proceeds need advanced skills. Launder-
ing bitcoin is a sophisticated process that involves a variety of
tactics known as crypto ‘‘tumblers’’ or ‘‘mixers’’ or changing
the money into other digital or fiat currency types [36].

The two steps that follow provide an overview of some
activities that can be elaborated in the weaponization and
the execution of a ransomware attack, as well as how threat
actors could employ ChatGPT and other black hat AI tools to
complete each stage:

- After finding relevant targets, attackers try to steal giga-
bytes of data to use in double-extortion attempts that threaten
data breaches if the ransom is not paid. They begin by exfil-
trating massive amounts of data by creating a communication
connection between the hacked system and the attacker’s
computer, referred as a command-and-control (C2) server.
They can use ChatGPT or other sophisticated black hat AI
tool to develop custom scripts to build and maintain a secure
C2 configuration. The purpose is to maximize the speed and
effectiveness of data transmission, as well as to create false
traffic to cover the exfiltration activities and to hide the C2
connection. Then, they proceed to web service exfiltration,
which entails communicatingwith an attacker-controlledweb
server, compressing data, and delivering it via the web con-
nection to the attacker’s server. Advanced use of ChatGPT
can assist by generating custom scripts to perform data exfil-
tration via the web server, automating the process, planning
data exfiltration during off-peak hours to reduce the impact on
system performance, and automatically fine-tuning the exfil-
tration rate to bypass triggering intrusion detection systems.

- Next, pirates try to develop and customize the ran-
somware to distribute and run it on the target system. Specific
malware scripts can be created using powerful encryption
methods, complex cryptography and operational obfuscation
techniques. To avoid detection and assure execution, ran-
somware variations must be regularly updated and refined.
ChatGPT and other black hat AI tools might be used to

suggest operative ways to adjust the ransomware payload
based on the attacker’s anticipated objectives and target envi-
ronment. This is possible if these AI technologies are driven
by advanced threat actors with significant knowledge of the
tactics and techniques involved in ransomware attacks. The
payload is then packaged including the encrypted files and
data, the ransom letter and communication channels. These
AI tools might tweak the payload to strike specific file types,
implement encryption algorithms or obfuscation techniques
and change the payload’s behavior to make it difficult to
identify with the correct guidance and prompts. ChatGPT can
also generate ransom notes in any language and ease commu-
nication with the victim by simulating genuine conversation.
The hacked system is then encrypted, becoming unavailable
and unusable without the decryption key, which the attacker
only provides in return for a ransom payment. ChatGPT and
other black hat AI tools could provide insights to design
new algorithms and find patterns and flaws in the encryption
techniques by feeding into the model massive datasets of
these algorithms, as well as their corresponding strengths and
weaknesses.

In summary, it should be noted that any offensive use
of these AI tools’ features would necessitate significant
resources as well as assistance from malicious users with a
high-level knowledge. In fact, while these tools might assist
hackers by simplifying some of the steps necessary in the
development of ransomware, these models are unable to
develop and conduct a ransomware attack end-to-end without
perpetually guidance and properly stated prompts from an
advanced threat user.

K. RISK ASSESSMENT OF OFFENSIVE USE OF ChatGPT
AND BLACK HAT AI TOOLS
We conducted a thorough risk and impact assessment of the
scenarios chosen for the offensive use of ChatGPT and other
Black Hat AI Tools. This evaluation has been validated by
security professionals.We accomplished a risk categorization
by calculating an overall risk score. This score is computed by
multiplying the vulnerability score, probability, impact, and
criticality of the scenario under consideration [37], [38]. The
resulting risk score is then used to determine the overall risk
level as following:

- Very high risk: indicates that the identified vulnerability
could have severe or catastrophic effects on organizational
operations, assets, or individuals.

- High risk: refers to a vulnerability that has the potential
to significantly impact an organization’s operations, assets,
or individuals.

- Medium risk: refers to a vulnerability that could signifi-
cantly impact an organization’s operations, assets, or individ-
uals.

- Low risk: indicates that the identified vulnerability is
unlikely to significantly impact organizational operations,
assets, or individuals.

- Very low risk: means that the vulnerability is expected to
have negligible impact on organizational operations, assets,

30278 VOLUME 12, 2024



M. Charfeddine et al.: ChatGPT’s Security Risks and Benefits

or individuals. That can be accepted risk (based on acceptance
level defined by the industry).

Table 1 examines the potential risks and impacts of offen-
sive use of ChatGPT and other Black Hat AI tools. The study
identifies scenarios with a very high risk rating, such as phish-
ing attacks, malware creation, vulnerability exploitation,
malicious ChatGPT clones, and ransomware attacks. These
scenarios pose significant risks, including data breaches, data
loss, reputational damage, system compromise, operational
shutdown, critical infrastructure disruption, and identity theft.

Besides, we highlight high-risk scenarios such as Do Any-
thing Now and MaximumModes, social engineering attacks,
brute force SSH attacks, and ChatGPT package hallucination
attacks. These scenarios carry significant risks, including
reputational damage, financial loss, social manipulation and
deception, unauthorized access, data breaches, and privilege
escalation.

The risk level for prompt injection attacks is classified
as medium or high, depending on the nature of the injected
prompt, security measures in place, and user/organization
awareness.

As noticed, the major scenarios identified in the docu-
ment pose high or very high risks, emphasizing the inherent
danger associated with the offensive use of AI tools such
as ChatGPT. These risks involve a wide range of possible
harms. The gravity of these risks emphasizes the importance
of prudent and responsible deployment of AI tools, as well as
robust security measures, strict moderation, and comprehen-
sive awareness of the possible damage involved, which will
be thoroughly discussed in Section V.

IV. THE DEFENSIVE USE OF ChatGPT
Chatbots of the next generation, such as ChatGPT, generate
cohesive and meaningful text. Both regular user and cyberde-
fenders can benefit from this. ChatGPT, as a highly powerful
AI technology, has the potential to transform the way security
teams approach their daily tasks. In this section, we inspect
defensive use of ChatGPT by looking at how it can be used to
improve cybersecurity posture and how it aids cybersecurity
professionals to work easier and more effective. The better
the cybersecurity posture, the more likely it is to withstand a
potential data intrusion. Professionals face multiple problems
in protecting digital assets and data from diverse threats.
ChatGPT, an AI-powered language model, has emerged as
a powerful tool that can considerably improve cybersecurity
experts’s effectiveness and efficiency. People, hardware, reg-
ulations, technology service providers, and other variables all
contribute to this security state.

The examined defensive operations are classified using
the National Institute of Standards and Technology (NIST)
Cybersecurity Framework, which is a widely acknowledged
collection of guidelines and best practices for increasing
cybersecurity within businesses [9]. The framework is split
into five essential steps or functions, which are: identify,
protect, detect, respond, and recover.

- Identify: This function contributes to the development
of an organizational understanding of cybersecurity risk to
people, assets, systems, data, and capabilities.

- Protect: This function helps to the development and
implementation of relevant safeguards to assure service
delivery.

- Detect: This role contributes to the development and
implementation of necessary activities for identifying the
occurrence of a cybersecurity event.

- Respond: This function assists in the development and
implementation of suitable activities to take action as regards
a detected cybersecurity event.

- Recover: This role involves the development and imple-
mentation of adequate activities to maintain resilience plans
and restore any services that have been disrupted as a result
of a cybersecurity event.

Accordingly, we propose a classification of some defensive
ChatGPT-based operations that can be conducted by defend-
ers based on the NIST Cybersecurity Framework steps as
depicted in Table 2. The blue cross represents the dominant
class, while the black cross indicates a complementary cat-
egory. Indeed, the same defensive operation can be part of
various NIST framework functions.

We discuss through various examples, principally tested
from 15 August to 25 October 2023 with GPT-3.5 model,
the defensive use of ChatGPT and how it may be utilized
by defenders to improve cybersecurity posture and hence the
level of resilience to cyber threats.

A. IDENTIFY STEP
We discuss in the following, some defensive uses of ChatGPT
that fall under the ‘‘Identify’’ function.

1) ANALYZING CONFIGURATION FILES
We give ChatGPT a configuration file ‘‘rsyncd.conf’’. It is
the configuration file for the rsync daemon, an application
for transferring and synchronizing files between systems. The
rsyncd.conf file defines the rsync daemon’s settings, such as
the folders that may be accessed, the users who can access
them, and the options available for each directory. We ask
ChatGPT to analyze and explain all lines of the rsyncd.conf
configuration file presented in Fig. 26. Next, based on the
provided configuration file, we ask the Chatbot to determine
whether a pirate can remove files from the server if he has
access to the rsync daemon as depicted in Fig. 27.

As it is noticed, ChatGPT responds that a pirate can remove
files from the server if he has access to the rsync daemon
based on the provided configuration file.

A security professional who analyzes the configuration file
and compares it to the supplied response of ChatGPT may
confirm without a doubt that ChatGPT offers a cautiously
correct response by assessing the contents of the file and
identifying potential security problems.

This scenario, which involves analyzing the contents of
the ‘‘rsyncd.conf’’ configuration file and identifying potential
security concerns, falls primarily within the NIST National
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TABLE 1. Risk assessment of offensive use of ChatGPT and black hat AI tools.

Institute of Standards and Technology framework’s ‘‘Iden-
tify’’ function. It entails having a thorough grasp of what
must be secured, what potential vulnerabilities exist, and
how the rsync daemon is configured. It is about identifying
the file’s access permissions, user privileges, and options.
This information is critical for identifying potential security
vulnerabilities and risks related with the configuration of the
rsync daemon.

While ‘‘Identify’’ is the primary function in this scenario,
it is important to note that the results of this assessment could
lead to actions that fall under other NIST functions, such as
‘‘Protect’’ (if configuration changes are required to mitigate

risks), ‘‘Detect’’ (if monitoring is established to detect poten-
tial breaches), or ‘‘Respond’’ (if incident response measures
are initiated in the event of a security breach).

2) UNDERSTANDING AND EXPLAINING CVEs
CVE is an acronym that stands for Common Vulnerabilities
and Exposures [39]. The CVE program has issued a unique
identification to a publicly disclosed cybersecurity vulnera-
bility. ChatGPT can locate and describe CVEs by searching
the National Vulnerability collection (NVD), a comprehen-
sive collection of known vulnerabilities maintained by the
National Institute of Standards and Technology (NIST) [40].
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TABLE 2. Classification of defensive operations based on the NIST
cybersecurity framework.

ChatGPT may use the NVD’s search API to look for CVEs
based on keywords, vendors, products, and other parameters.
Once a CVE has been detected, ChatGPT can explain the vul-
nerability, including its severity, impact, and any mitigation
options that are available. For example, if we inquire about

the CVE-2021-34527 vulnerability, ChatGPT can respond
with the explanation shown in Fig. 28.

As revealed in Fig. 29, ChatGPT’s knowledge is current
until September 2021; so information on CVEs is only avail-
able up to that point. The model responds negatively, stating
a lack of access to information about specific vulnerabilities
found since its last knowledge update. It advised checking
online security databases, official software vendor advisories,
or security news sources for the most recent information on
the CVE-2023-39261 vulnerability. It also advised contacting
the organization’s IT or security team for further advice.

Searching for CVEs and understanding them using the
NVD is a vital part of the ‘‘Identify’’ function. It enables
enterprises to identify vulnerabilities, their severity, and the
possible impact on systems or software. This information is
essential for good cybersecurity management and is used to
lead protective measures to minimize or mitigate the impact
of the vulnerability, corresponding also to the ‘‘Protect’’ func-
tion.

3) INQUIRING ABOUT THE AUTHORITATIVE DNS SERVER
Inquiring about the domain name system (DNS) server [41]
falls under the ‘‘Identify’’ function because it aids in com-
prehending the organization’s domain name system (DNS)
infrastructure [9]. It is about identifying a critical asset, the
authoritative DNS server, which is responsible for resolving
domain names to IP addresses. Understanding the authorita-
tive DNS server is critical for a variety of reasons, including
maintaining DNS integrity, guaranteeing DNS security, and
successfully administering domain names. As exhibited in
Fig. 30, we ask ChatGPT about the authoritative DNS server
of example.com. It advices to perform a DNS lookup using
the ‘‘dig’’ command and deliver the adequate command.
Following that, we request the output of the dig command.
The response is depicted in Fig. 31. As illustrated, despite the
fact that it is a general example, it provides a basic overview
of the DNS infrastructure for ‘‘example.com’’ by identifying
the authoritative DNS servers and their vital role in managing
DNS queries and records for the domain. The outcome indi-
cates that the domain ‘‘example.com’’ has two authoritative
DNS servers: ‘‘ns1.example.com’’ and ‘‘ns2.example.com’’.
These servers are in charge of handling DNS requests, which
includes responding to queries regarding the domain’s DNS.
This scenario can assist security personnel in gathering DNS
information and identifying DNS-related threats and vulner-
abilities.

B. PROTECT STEP
The distinction between ‘‘Identify’’ and ‘‘Protect’’ functions
is based on determining when the switch from identification
to protection happens [9]. The ‘‘Identify’’ step outlines risks
to set the stage for the ‘‘Protect’’ step, but it does not describe
the particular controls or safeguards to be implemented. The
decision to shift from identifying risks to protecting against
themmight be somewhat subjective, depending on the organi-
zation’s risk tolerance and strategy. In practice, organisations
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FIGURE 26. ChatGPT analyzing and explaining all lines of the rsyncd.conf configuration file.

frequently identify risks at the ‘‘Identify’’ phase and then
implement protective measures as part of their risk man-
agement process right away. As a result, while there is a
separation, the line might blur because both responsibilities
are tightly intertwined, and there is sometimes some overlap
in risk mitigation strategy and implementation. The key is
that both functions are necessary for a strong cybersecurity
framework, with ‘‘Identify’’ providing the knowledge foun-
dation and ‘‘Protect’’ putting in place the appropriate security
mechanisms.

In the following, we’ll cover over some defensive ChatGPT
uses that can be categorized primarily under the ‘‘Protect’’
function.

1) DEVELOPING SECURITY POLICIES
Because policies serve as the framework for how an organi-
zation will safeguard its assets, developing security policies
is a vital aspect of the ‘‘Protect’’ function [9]. Security
policies [42] define the rules, standards, and recommen-
dations that must be followed to ensure the organization’s
security. Access control, data protection, encryption, incident
response, and other topics are covered in these rules. They
serve as the foundation for protecting assets identified during
the ‘‘Identify’’ step.

Creating a thorough security policy [42] can be a
time-consuming and difficult task. There are other factors to

consider, including risk assessments, threat modeling, inci-
dent response processes, etc. This procedure, however, can be
simplified and accelerated by using the capabilities of power-
ful artificial intelligence technology, such as ChatGPT. In the
example depicted in Fig. 32, we ask ChatGPT to develop a
data security policy for an enterprise of 300 employees. Aswe
perceive, ChatGPT helps a company in protecting its data
assets and minimizing the risks associated with data breaches
and illegal access by developing this data security policy.
All employees are expected to follow this policy and take an
active role in data security.

2) ChatGPT AVAILABLE IN AZURE OpenAI SERVICE
Microsoft has announced a preview integration of ChatGPT
with Azure OpenAI Service [43]. This connection enables
ChatGPT to be used to develop custom AI-powered experi-
ences for applications. It can, for example, improve existing
bots for handling unexpected questions, recap call center con-
versations to allow for faster customer support resolutions,
build a private ChatGPT interface with Azure Front Door, and
use a simple chat web application that integrates with Azure
OpenAI. Microsoft implements a layered set of mitigations
at four levels in this context, aimed to solve some previ-
ously reported ChatGPT’s challenges in section III. These
correspond to Microsoft’s Responsible AI Standard. First,
application-level safeguards that put the consumer in control,
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FIGURE 27. ChatGPT’s perspective on whether a pirate with access to the
rsync daemon can remove files from the server.

such as explaining that text output was generated by AI and
requiring the user to authorize it. Second, technical safe-
guards such as input and output content filtering. Third, there
are process and policy safeguards ranging from methods to
report abuse to service level agreements. Finally, documen-
tation such as design standards and transparency notes to
describe the benefits of a model and what has been tested is
required.

These defensive operations are classified as ‘‘Protect’’
functions. By filtering and managing the data, they ensure
the integrity and security of AI-powered apps. Process and
policy safeguards, such as means for reporting abuse and
service level agreements, further contribute to the ‘‘Protect’’
function. Documentation such as design standards and trans-
parency notes provide clarity regarding AI models and their
capabilities, which is critical for user trust and responsible
usage. This component is likewise covered by the ‘‘Pro-
tect’’ function. These activities are designed to safeguard
AI-powered apps, ensure responsible and secure usage, and
protect users from possible threats or risks related with AI-
generated content.

While these measures are largely associated with the ‘‘Pro-
tect’’ function, they can also support the ‘‘Respond’’ function
indirectly. Having these safeguards in place helps improve
response for problems such as AI-generated content misuse
or abuse.

C. DETECT STEP
In the following, we display some simulated defensive Chat-
GPT uses grouped under the ‘‘Detect’’ function.

FIGURE 28. ChatGPT explanation of about the CVE-2021-34527
vulnerability.

FIGURE 29. ChatGPT response when requesting information about the
CVE-2023-39261 vulnerability.

1) TAKING NOTES DURING SECURITY SCANS
Taking notes during security scans is a critical component of
the ‘‘Detect’’ function since it entails documenting findings
and observations from security scans. These comments may
contain information regarding potential vulnerabilities, odd
network traffic and other indicators of a security problem.
ChatGPT can assist in taking notes, particularly from the
output of programs and tools. When we asked ChatGPT to
generate notes from the results of an Nmap scan, it returned
the response depicted in Fig. 33.
Copying and pasting the scan output into the employee’s

notes is simple enough. Having a textual summary as shown
in Fig. 33, on the other hand, makes it easier to analyze
information and utilize it as input for a larger report later on.

2) REQUESTING FOR SPECIFIC Nmap SCANS
Using the nmap command to scan a host for open ports and
services is an important aspect of the ‘‘Detect’’ function.
It provides information about the host’s open ports and run-
ning services, which is critical for detecting potential security
threats and vulnerabilities.

We begin by demanding to ChatGPT an Nmap command
to scan all ports on a host. Next, we ask for better result
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FIGURE 30. ChatGPT response when requesting information about the
authoritative DNS server.

FIGURE 31. ChatGPT response when requesting the output of the dig
command.

for nmap command with more details about the Operating
System (OS) for example as depicted in Fig. 34 and Fig. 35.
Following that, we request to look into the daemons that exe-
cute on each port as illustrated in Fig. 36. This is more about
understanding the network’s configuration and the services
or applications running on various ports. This fits with the
previously described ‘‘Identify’’ step in the NIST framework,
as it applies to acquiring an awareness of assets and their
related risks. Identifying services during an Nmap scan using
service banners or signatures is critical for successful network
and securitymanagement. It aids in the assessment of service-
specific vulnerabilities, the enforcement of security policies,
the identification of anomalies, and the overall security of
the network. It also aids in assuring compliance with legis-
lation and standards. Next, we request for nmap script to find
vulnerabilities on the previously scanned host’s open ports

FIGURE 32. ChatGPT helps develop a data security policy for company.

as presented in Fig. 37. As noticed, ChatGPT gives a com-
mand that combines all previous requests with vulnerability
scanning.

These preceding activities support companies in better
understanding their network environment and prospective

FIGURE 33. ChatGPT generates notes from the results of an nmap scan.

30284 VOLUME 12, 2024



M. Charfeddine et al.: ChatGPT’s Security Risks and Benefits

FIGURE 34. ChatGPT response when requesting for better result for nmap
command.

FIGURE 35. ChatGPT response when requiring operating system
detection.

FIGURE 36. ChatGPT response when asking into the daemons on each
detected port.

threats by assisting in the early detection of potential security
concerns.

3) CHATGPT FOR SOCIAL MEDIA THREAT HUNTING
Threat hunting [44] identifies probable phishing attempts and
sensitive data exposures before they lead to a data breach.
Social media threat hunting is especially important since
cybercriminals frequently target employees via social media
channels. It entails examining social media feeds for certain
phrases indicative of sensitive data exposure or phishing
attacks.

We provide 3 examples of ChatGPT prompts helping in the
procedure of social media threat hunting:

- Example 1: Determine whether any social media posts
mentioning the organization’s name in the last 24 hours
contain suspicious terms connected to cybersecurity dangers,
such as malware or phishing.

FIGURE 37. ChatGPT response when requesting for nmap script to find
vulnerabilities.

- Example 2: Scan all social media posts from the orga-
nization’s official accounts to verify if any contain links to
doubtful domains or websites.

- Example 3: Detect all social media accounts that have
mentioned the organization’s name and conclude whether
any have a history of distrustful activity, such as frequently
posting links to malevolent websites or engaging in some
social engineering attacks.

To well use ChatGPT for helping social media threat hunt-
ing’ procedure, IT expert can first collect data from social
media platforms using scraping tools such as Hootsuite or
Brandwatch [45] and then feed that data into ChatGPT for
analysis via its API. ChatGPT can be trained on precise key-
words based on the organization’s classification of sensitive
data to do these duties. By instructing ChatGPT to moni-
tor social media feeds for mentions of the enterprise name,
potential security subjects associated with the organization’s
online exposure are better understood. In this context, these
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FIGURE 38. ChatGPT helping by examining and explaining a script.

defensive activities entail actively monitoring and analyzing
social media feeds. They are consistent with the proac-
tive approach of the NIST framework’s ‘‘Detect’’ function.
Organizations can detect possible security problems and vul-
nerabilities related to their online presence by undertaking
social media threat hunting, allowing for swift detection to
limit any risks.

4) INTERPRETING SCRIPTS
Understanding and interpreting scripts and discussing code
snippets or concepts mostly aligns with the NIST frame-
work’s ‘‘Detect’’ function. This role involves tasks such as
examining scripts, logs, and code for signs of compromise,
errors, or potential security risks. It aids in the early detection
of potential problems. This activity may also fall under the
‘‘Respond’’ function, which focuses on responding to secu-
rity incidents or possible threats and limiting their impact.
When the need to evaluate and understand scripts occurs,
it frequently indicates that the company is responding to a
scenario requiring script maintenance or troubleshooting. So,
within the NIST architecture, this activity incorporates parts
of both the ‘‘Detect’’ function (detecting possible flaws in the
script) and the ‘‘Respond’’ function (taking action to address
the situation).

ChatGPT can provide human-readable explanations for
scripts. It can assess syntaxes and structures and can generate

their descriptions. We assume we were in a situation where
a scriptwriter was unavailable. So, another developer in a
company is compelled to use this script despite a lack of
proper documentation. ChatGPT can help by examining this
script and explaining it. For example, this employee pro-
vides ChatGPT with an undocumented script as exhibited in
Fig. 38. Next, he asks it to analyze the scripts and to write an
explanation that includes both technical specifics and broader
goals. As shown in Fig. 38, we paste the script, and ChatGPT
breaks down its functionality and discusses any code snippets
or concepts.

5) GENERATING SECURITY QUESTIONNAIRES
Security questionnaires [46] is a set of questions that
analyzes a vendor’s or partner’s security and privacy pro-
cedures. It assists customers in ensuring compliance with
industry-specific regulatory frameworks. Using security
questionnaires aligns principally with the NIST ‘‘Identify’’
function. In practice, organizations can use security question-
naires to assess the risks and vulnerabilities connected with
their third-party partnerships. It gives insight into the security
procedures of vendors and partners, as well as aids in the
identification of potential threats to the organization’s data
and assets. Likewise, the use of security questionnaires can
be related with the ‘‘Protect’’ function since it educates busi-
nesses about the security measures they should implement
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while interacting with vendors or partners to protect their data
and assets. The questionnaire responses can assist businesses
in developing safeguard procedures and contractual agree-
ments that protect their interests.

ChatGPT can assist security teams in expediting the prepa-
ration of security questionnaires. We give an example in
Fig. 39 where we ask ChatGPT to create a security question-
naire for monitoring and reporting data breaches or incidents.

ChatGPT needs to be steered toward greater accuracy at
times, with follow-up suggestions refining each output. The
easiest technique to enhance accuracy is to provide an exam-
ple. Hence, in this context, ChatGPT should be utilized only
by cybersecurity professionals who understand how to mold
results for improved exactitude.

FIGURE 39. ChatGPT generates a security questionnaire.

6) CHATGPT HELPS MITIGATE HUMAN ERRORS
Human error is the principal cause of the majority of suc-
cessful cyberattacks and data breaches [15]. If the workforce
is vulnerable to cyberattacks, the cybersecurity posture will
always be poor. ChatGPT can be used to teach employees how
to identify phishing attacks [16]. Despite the fact that cyber
threat awareness training is a vital cybersecurity need, it is
frequently placed behindmore pressingwork responsibilities,
increasing an organization’s risk of a data breach. We present
in this context 3 scenarios:

- Scenario 1: as presented in Fig. 40, we ask ChatGPT
to provide a phishing email simulation prompt in which
employees are requested to identify anything odd about the
email, such as an unusual sender address or typos, and to
report the email if they feel it is a phishing effort. As noticed,
ChatGPT delivers a phishing email simulation prompt to
assist employees in identifying suspicious elements in emails
and reporting possible phishing attempts. Fig. 41 which is

complementary to Fig. 40, displays a list of recommen-
dations provided by ChatGPT, that employees should be
aware of when identifying phishing emails after replying
by the desired simulation phishing email. Suspicious sender
address, urgency and threats, phishing link, generic greet-
ing, and typos and grammatical problems are examples.
According to ChatGPT, after sending the simulated phishing
email, employees should thoroughly study it and identify any
unusual or suspicious features. If they suspect a phishing
attempt, they should not click on any links or download
any attachments in the email. Instead, they should notify
their organization’s IT or security team so that they can be
investigated further.

FIGURE 40. ChatGPT gives a phishing email simulation prompt for
employees.

ChatGPT recommends using such simulated phishing
exercises since they are useful for boosting employee under-
standing of typical phishing strategies and assisting them in
developing appropriate security practices.

- Scenario 2: as shown in Fig. 42, we request ChatGPT
to give a prompt imitating a social engineering phone call.
Employees are urged to recognize symptoms of pretexting,
such as the caller asking for information they are not permit-
ted to access, and to hang up if they suspect the call is a social
engineering attempt [15]. The exhibited scenario in Fig. 42
demonstrates how employees should respond to potential
social engineering attempts by recognizing pretexting and
taking appropriate security measures.

- Scenario 3: as depicted in Fig. 43, we request Chat-
GPT to give a simulated physical security attack in which
employees are expected to spot probable signals of unlawful
access or suspicious activity, such as tailgating, and report
the incident to the security team. As observed, ChatGPT’s
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FIGURE 41. ChatGPT advices after replying by the desired simulation
phishing email.

FIGURE 42. ChatGPT gives a prompt imitating a social engineering phone
call between an employee and an unknown caller.

response outlines the steps employees should take when they
notice someone attempting to tailgate. The answer includes a
scenario to help employees recognize and report this physical
security attack, as well as the procedures to take when they
identify someone attempting to tailgate. Prompt reporting of

tailgating events contributes to the security and safety of a
company by preventing unwanted entry to secure areas.

With the assistance of ChatGPT, companies profit from a
simple and low-cost internal phishing resistance campaign by
including those messages into email marketing services and
sending them to all employees. Well, the resources neces-
sary for simulated phishing attacks are substantially reduced,
allowing for the more cost-effective option of managing
phishing exercises internally rather than outsourcing to a
third party. Another advantage is the speed with which the
solution can generate simulated phishing emails, allowing
the organization to execute these exercises more frequently
to build phishing attack resilience and, hence, cybersecurity
posture.

FIGURE 43. ChatGPT provides a simulated physical security attack.

The first scenario concerning phishing email simulation
entails actively monitoring employees’ capacity to recognize
phishing attempts, which falls under the ‘‘Detect’’ func-
tion. Concerning the social engineering phone call imitation
scenario, it entails recognizing social engineering attempts,
which is a proactive measure to detect potential security
problems. This is also in line with the ‘‘Detect’’ function.
Finally, in the simulated physical security attack scenario,
staff are supposed to detect signals of unauthorized access or
suspicious activities, such as tailgating. Detecting these phys-
ical security threats is critical and falls under the ‘‘Detect’’
function too.

Similarly, firms are proactively training employees to
recognize phishing attempts by performing phishing email
simulations. This is a protection designed to reduce the dan-
ger of human errors, and it is part of the ‘‘Protect’’ function.
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Further, the phone call imitation scenario emphasizes taking
adequate security precautions and hanging up if a social engi-
neering attempt is suspected. Responding to such attempts
effectively is part of the ‘‘Respond’’ function. Additionally,
reporting physical events to the security team and imple-
menting relevant preventative measures corresponds with the
‘‘Respond’’ role. These scenarios involve a combination of
protections to reduce human error as well as proactive detec-
tion and response to security threats.

7) SCANNING VULNERABILITY IN A CODE AND
RECOMMENDING A REVISED VERSION
Vulnerability management is an essential component of every
company’s cybersecurity strategy. Cybercriminals are always
looking for weaknesses in systems, apps, and networks that
they may attack to gain illegal access. The earlier a vul-
nerability is identified, the easier it is to resolve. Finding
and patching vulnerabilities, on the other hand, may be a
time-consuming and tedious process for IT teams, especially
in large organizations with various systems and applications
to maintain. ChatGPT can be a helpful tool in streamlining
this procedure. OpenAI’s Codex API is a powerful vulner-
ability scanner for C, C#, Java, and JavaScript. As a result,
developer can expect huge language models, such as those in
the Codex family, to become a typical component of future
vulnerability scanners [23]. A scanner, for example, may be
created to discover and highlight dangerous code patterns
in a variety of languages, assisting developers in addressing
potential vulnerabilities before they become severe security
problems. An example of susceptible code used to feed into
ChatGPT is exhibited in Fig. 44.

Detecting and highlighting dangerous code patterns with
a vulnerability scanner is mostly a ‘‘Detect’’ function activ-
ity. It detects potential vulnerabilities in software code in
progress, making it easier to address weaknesses before they
are exploited. While vulnerability scanning’s primary func-
tion is to detect vulnerabilities, improved code for remedy
contributes to the ‘‘Protect’’ function, ultimately improving
the overall cybersecurity posture and mitigating the risk of
exploitation.

We ask ChatGPT this question ‘‘What’s wrong with this
piece of code?’’

As demonstrated through this real-world example in
Fig. 44 and Fig. 45, ChatGPT’s powerful natural language
processing capabilities may help IT teams quickly detect
potential vulnerabilities from the susceptible code and pro-
vide an improved code for remedy.

Another example used to feed into ChatGPT in order to
discover vulnerabilities by analyzing it and finding any poten-
tial security problems is displayed in Fig. 46. Then, ChatGPT
proposes mitigations with an updated code as shown in
Fig. 47.

While ChatGPT is useful for comprehending code and
new technologies on a basic level, it should not be used for
complicated code reviews because it creates responses based
on patterns and information from its training data. It lacks

FIGURE 44. An example of susceptible code used to feed into ChatGPT.

FIGURE 45. ChatGPT detect possible vulnerability and provide an
improved version of the code.

natural knowledge and the ability to fact-check. As a result,
human comprehension and rigorous revision of the output are
required.

8) SIMPLIFYING USING ELK PLATFORM FOR SECURITY
DETECTIONS
The ELK (Elasticsearch, Logstash, and Kibana) stack is an
open-source log management platform comprised of three
products: Elasticsearch, Logstash, andKibana [47]. ELKmay
provide security detections by utilizing the detection engine
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FIGURE 46. ChatGPt response to check for vulnerabilities in a python
script.

FIGURE 47. ChatGPT proposes an updated code after checking a
vulnerability in a Python code.

feature in the Elastic Security Solution, which allows for the
creation and management of rules that search indexes for
suspicious events and generate alerts when the conditions of
a rule are satisfied. ChatGPT makes it simple to use ELK
to produce security detections. We can ask it to give an
ELK query to detect registry change as presented in Fig. 48.
ChatGPT responds positively to the user’s request and pro-
vides an ELK query to detect registry changes using data
from Windows Event Logs. The query embroils monitoring
Windows Event Logs for relevant events and filtering events
related to a specific registry key using event_data.KeyName.

FIGURE 48. ChatGPT gives an ELK query to detect registry change.

In addition, the query observed in Fig. 48 uses
event_data.ValueName to filter events based on a specific
registry value within the key. Moreover, the query filters
specific event IDs that are associated with registry changes
using event_id. We notice also that ChatGPT delivers instruc-
tions on how to adjust the query according to specific data
and requirements. Providing a sample query for detecting
registry changes in ELK using data from Windows Event
Logs is a clear example of a ‘‘Detect’’ function. This query
is intended to monitor and identify events linked to registry
modifications, which is critical for detecting potential secu-
rity incidents. The ability to personalize the query based
on particular data and needs raises the ‘‘Detect’’ function
by allowing security teams to tailor detection rules to their
environment and threat landscape.

While this activity is largely related to the ‘‘Detect’’ func-
tion, it contributes to the ‘‘Protect’’ function as well. Security
professionals take proactive actions to protect their systems
and data from potential threats by creating effective detection
techniques. In fact, early detection is a critical part of cyber-
security protection.

D. RESPOND STEP
We outline various defensive ChatGPT uses that fall under
the ‘‘Respond’’ function.

1) DEVELOPING AUTOMATION CODE
We present scenarios that demonstrate the ChatGPT’s consid-
erable capabilities for reducing time to action by developing
code based on user specifications.
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- Scenario 1: we begin by outlining a successful phishing
campaign that targeted multiple people within an enterprise,
potentially exposing their passwords. While it is apparent
which employees read the phishing email, it is uncertain if
they unintentionally executed the malicious code intended to
steal their credentials. A Microsoft 365 defender advanced
hunting query [48] can be used to discover the 20 most
recent login events done by email recipients within 1 hour
after receiving suspected malevolent emails to examine this.
We request that ChatGPT provides a query identifying any
doubtful login behavior that may be related to compromised
credentials as shown in Fig. 49. The provided query consists
of multiple steps. The first step finds known harmful emails
sent during the last 7 days and extracts information on the
receivers, including their email addresses, IP addresses, and
the timestamp at when they received the infected emails.

The second stage looks for login events that occurred
within one hour of the recipients receiving the infected
emails. To avoid duplication, the third step selects the latest
logon event for each user and device.

Finally, it presents the 20 latest logon events, as well as
pertinent information such as the timestamp, user princi-
pal name, IP address, location, and result status. It should
be noted that this query was created exclusively for
Microsoft 365 Defender and may not function with other
security solutions. Accordingly, we notice that ChatGPT
provided easily a Microsoft 365 defender hunting query to
inspect compromised email account login attempts. This is
highly useful since it may ensure proactive identification of
possible threats by matching login behaviors to recipients of
known malicious emails.

- Scenario 2: As a second situation, we describe how Chat-
GPT can assist reduce the amount of time a developer must
spend writing automation scripts, given that doing so cor-
rectly takes time.We ask ChatGPT this query after explaining
it that it is for ethical purpose as noticed in Fig. 50. ChatGPT
has provided a PowerShell script that ethically scans a list of a
company’s PCs for malware. The offered script performs the
scan with Windows Defender. It defines a list of computer
names or IP addresses, loops through the list, invokes a
Windows Defender scan on the remote computer, and checks
the scan result.

ChatGPT also provide instructions on how to utilize the
script and customize it to meet certain requirements. It also
stated that this is only a basic example that may need to
be modified to meet individual needs. This script can assist
in managing malware scans and is particularly useful when
working with a big number of machines. Furthermore, this
script helps to decrease the chance of human mistake and
inconsistency.

When security threats are recognized, the two scenarios
play a significant part in the ‘‘Respond’’ function by enabling
quick response and incident handling. The first scenario helps
the ‘‘Respond’’ function by allowing organizations to respond
rapidly to possible security incidents caused by phishing
campaigns. When suspect login behavior is detected, a quick

response is possible to investigate and mitigate the threats.
In scenario 2, if a malware is discovered on a system, the
script can be used to respond swiftly by performing a scan and
reviewing the results. This can help with malware contain-
ment and eradication. The two scenarios may also fall under
the ‘‘Protect’’ function because they are aimed at lowering
risks and improving security measures through automation.

FIGURE 49. ChatGPT provides a query identifying any suspicious login
behavior.

2) ENHANCING THE PERFORMANCE OF THE SECURITY
INFORMATION AND EVENT MANAGEMENT (SIEM) SYSTEM
ChatGPT may improve the performance of a SIEM sys-
tem [49] by making it easier and faster to develop and analyze
queries, identify and extract essential information, and adjust
the AI’s behavior and interaction style. ChatGPT can also
assist in learning more about the SIEM system and how to
successfully use it.

We begin by explaining how to use ChatGPT to simplify
SIEM Query Writing. A SIEM query is a method for search-
ing and evaluating data in a SIEM system. To enable security
monitoring and threat detection, a SIEM system collects and
correlates data from numerous sources like as logs, alerts,
events, and network traffic. A SIEM query can filter, aggre-
gate, and visualize data to identify patterns, abnormalities,
or indicators of compromise. For example, if we wish to
filter IP addresses in Splunk, we ask ChatGPT to give a
regular expression to do so as shown in Fig. 51. ChatGPT
makes writing SIEM queries simple by employing a natural
language processing model that understands meaning and
generates the proper query syntax without needing to know
the precise rules or keywords of the used SIEM platform.
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FIGURE 50. ChatGPT gives a PowerShell script to scan a list of a PCs for
malware.

Giving a sentinel query is another example depicted in
Fig. 52. This query was issued to determine the number of
active login failures of users over a 12-hour period. The assis-
tance proposes a Kusto Query Language (KQL) query that
can aid in this endeavor. The query uses the SecurityEvent
table for events that occurred within the last 12 hours, filters
events, extracts the username from the TargetUserName field,
counts the number of failed login attempts for each unique
UserName within the specified time window, and orders
the results in descending order by FailedLoginCount. The
assistant also explained how to use and modify the query
according to specific data and requirements.

In addition to the fact that ChatGPT may assist in the
creation of SIEM queries, we provide a specific scenario
taking this benefit and allowing other actions to improve the
performance of a SIEM system.

A scenario explaining how to use ChatGPT in a SIEM
system:

We assume a security analyst is looking into strange net-
work behavior on his company’s network.

- Security analyst: he asks ChatGPT: ‘‘show me network
traffic from IP 192.168.1.1 to IP 10.0.0.1 in the last hour’’.

- ChatGPT: it understands the intent and generates
the query syntax for the used SIEM platform, such as

FIGURE 51. ChatGPT gives a regular expression to filter IP addresses in
Splunk.

FIGURE 52. ChatGPT gives a sentinel query to identify the number of
active login failures.

‘‘source.ip:192.168.1.1 AND destination.ip:10.0.0.1 AND
@timestamp:[now-1h TO now]’’ for Elastic SIEM.

- Security analyst: he runs the query and observes the
results in a table or a chart, showing the volume, frequency,
and duration of the network traffic between the two IP
addresses. He notices that the traffic is unusually high and
frequent, and he wants to know more details about the source
and destination hosts. He requests from ChatGPT ‘‘show me
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host names and ports for IP 192.168.1.1 and IP 10.0.0.1’’ in
the chat box.

- ChatGPT: it generates another query syntax for the used
SIEM platform, such as ‘‘source.ip:192.168.1.1 OR desti-
nation.ip:10.0.0.1 | stats values(source.host) as source_host,
values(destination.host) as destination_host, values(source.
port) as source_port, values(destination.port) as destina-
tion_port by IP’’ for Splunk SIEM.

- Security analyst: he runs the query and perceives the
results in another table, showing the host names and ports
for each IP address. He finds out that the source host is a
laptop belonging to an employee in his organization, and
the destination host is a server located in a foreign country.
He suspects that the laptop is compromised and is send-
ing data to the server without the employee’s knowledge.
He types ‘‘alert me if network traffic from IP 192.168.1.1 to
IP 10.0.0.1 exceeds 10 MB per minute’’ in the chat box.

- ChatGPT: it creates an alert rule for the used SIEM
platform, such as ‘‘source.ip:192.168.1.1 AND destina-
tion.ip:10.0.0.1 | bucket span=1m _time | stats sum(bytes)
as total_bytes by _time | where total_bytes > 10000000’’ for
Splunk SIEM.

- Security analyst: he saves the alert rule and sets it to notify
him by email or SMS if the condition is met. He also types in
‘‘block network traffic from IP 192.168.1.1 to IP 10.0.0.1’’ in
the chat box.

- ChatGPT: it gives a command to block the network
traffic between the two IP addresses ‘‘iptables -A OUTPUT
-s 192.168.1.1 -d 10.0.0.1 -j DROP’’ for Linux firewall.

- Security analyst: he confirms that the network traf-
fic is blocked and no longer appears in the SIEM system.
He reports the incident to the manager and provides evidence
of the network activity and the actions by converting the chat
history into a markdown document using ChatGPT.

This scenario demonstrates how a security analyst can
use ChatGPT to improve the operation of a SIEM system
by simplifying query writing, data analysis, alert creation,
and incident response. The interactions in this scenario are
examples of the ‘‘Respond’’ function. In fact, when a security
event or incident is discovered by SIEM queries, a proper
response is required to limit its repercussions. This involves
activities such as network traffic blocking and giving evi-
dence to decision-makers. While these operations generally
match with the ‘‘Respond’’ functions of the NIST framework,
they also have some relevance to the ‘‘Protect’’ function.
Indeed, through improving the development and analysis
of SIEM queries, security professionals may better protect
enterprises by proactively reducing threats before they lead to
security incidents. Furthermore, boosting incident response
effectiveness can indirectly contribute to the organization’s
ability to recover swiftly after an incident, which falls under
the ‘‘Recover’’ function.

3) IMPROVING SECURITY IN WAZUH PLATFORM
Nmap is an open-source security scanner [50] that identi-
fies network endpoints and services and generates a detailed

network map. ChatGPT can do security auditing and network
endpoint scans in conjunction with Nmap and Wazuh [51].
Wazuh is a security platform that can combine Nmap and
ChatGPT to conduct network endpoint scans and improve
security audits. Wazuh command monitoring module enables
the execution of specified commands on monitored end-
points, allowing crucial information to be gathered or
scheduled activities to be performed. The output of these
instructions is recorded as log data. Security expert can verify
it to identify potential security threats or obtain important
insights into network behavior.

To connect ChatGPT with Nmap and Wazuh, we can use
the Wazuh command monitoring capabilities in conjunction
with Nmap to query the endpoints’ open port services on a
regular basis. The output of these commands is recorded as
log data, which can be evaluated to discover potential security
concerns or acquire important insights into the network’s
activities.

Alerts generated while integrating ChatGPT with Nmap
scans onWazuh for an Ubuntu endpoint are shown in Fig. 53.

FIGURE 53. Generated alerts while integrating ChatGPT with nmap scans
on Wazuh [51].

As we observe in Fig. 53, ChatGPT can communicate
with Nmap and Wazuh using natural language processing
to provide intelligent assistance. This feature enables the
organization to acquire better security insights by combining
the strengths of Nmap, ChatGPT, and Wazuh.

While the activity aims to fall under the ‘‘Detect’’ function
by proactively monitoring and identifying potential security
threats, the capacity to respond to threats also helps the
organization’s ability to recover from security incidents more
efficiently. The ‘‘Recover’’ function requires the capacity
to recognize and respond to threats efficiently. Early iden-
tification and response, in fact, can help limit the effect of
security breaches and speed up the recovery process. The log
data produced by the Wazuh command monitoring module,
as well as any insights derived from network activity, can
be extremely useful for the recovery function. Organizations
frequently rely on historical data during the recovery process
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to understand the nature and scale of the incident, estimate
damage, and determine how to restore systems to normalcy.

E. RECOVER STEP
We explain how a security professional might use a tool
like ChatGPT to facilitate some operations of the recovery
process.

Assume a company detects a security incident, such as a
data breach, and initiates its incident response plan. The secu-
rity team contains immediately to the situation and mitigates
any immediate threats. The organization then collects detailed
forensic data, such as log files, network traffic records, and
system snapshots, to determine the extent and nature of
the breach. Following that, the security professional uses
ChatGPT to examine the massive amount of data collected.
By processing data and providing insights, ChatGPT can
assist with identifying patterns, anomalous behavior, and
potential vulnerabilities.

Additionally, ChatGPT may assist security professionals
in delving into the root cause of the attack by interpreting
log files and determining the exact point of compromise.
It can make recommendations based on its study. Follow-
ing that, the security experts can use ChatGPT to create
extensive incident reports that outline the findings, impact,
and actions done throughout the incident response. Chat-
GPT makes certain that the report is well-structured and
complete. Furthermore, ChatGPT can assist in crafting mes-
sages and notifications for key stakeholders such as the IT
team, legal department, and executives. It aids in maintaining
good communication during the recovery process. Following
that, ChatGPT can be utilized to go over the organization’s
incident recovery plan. It offers ideas for improvements
depending on the specifics of the incident. Besides, ChatGPT
can assist on data recovery solutions in the event of data
loss or corruption. It can aid in the prioritization of data
recovery attempts. ChatGPT can be used also to conduct
a post-incident review after the incident has been resolved.
It can aid in the identification of lessons learnt and suggests
changes to the recovery process. Thus, ChatGPT can be used
by security professional to deliver knowledge on the most
recent security best practices and recommendations in order
to prevent future incidents.

The suggested scenario focuses primarily on the
‘‘Recover’’ function. It describes how the organization uses
ChatGPT to help with incident recovery by assisting with
root cause investigation, incident documentation, commu-
nication, recovery plan enhancement, data recovery tactics
and post-incident review. Nevertheless, other NIST functions
are also indirectly involved. The scenario, presupposes the
initial detection of a security incident, which initiates the
incident recovery procedure. Thus, the ‘‘detection’’ process
must be accomplished before the recovery process can begin.
Moreover, the incident recovery procedure includes inci-
dent containment and prompt response. So, the usage of
ChatGPT in crafting messages, notifications, and incident
reports helps the ‘‘Response’’ function. While the scenario

does not directly address the ‘‘Identify’’ function, it does
require some level of identification during the detection and
containment phases. Similarly, improving the recovery plan
and implementing recommendations can help to indirectly
contribute to ‘‘protection’’ measures.

Examining the previously described defensive scenarios
and activities assisted by ChatGPT, we notice that they fall
into theNISTCybersecurity Framework’s functions (identify,
protect, detect, respond, and recover), and they are frequently
tasks that overlap across multiple of its roles. Therefore, they
can be harmoniously integrated through theNIST ’s processes
to build a proactive approach that improves overall cyberse-
curity posture. Thus, it is a dynamic and integrated approach
rather than a linear process. That is why, cybersecurity spe-
cialists can collaborate throughout various functions while
maintaining a high level of security by carefully deploying
ChatGPT.

After discussing how threat actors might use ChatGPT’s
capabilities to cause harm and how defenders can use it to
improve security operations and strengthen threat intelligence
systems, we move on to present some useful guidelines and
mitigations for secure enterprise usage.

V. SECURE ENTERPRISE USAGE GUIDELINES AND
MITIGATIONS FOR OFFENSIVE CHATGPT’S USAGE
ChatGPT is a sophisticated tool that can assist organizations
in producing accurate and succinct notes by analyzing data
and generating natural-sounding language. However, like
with any technology, when using ChatGPT for business, there
are important cybersecurity concerns to consider.

We propose various strategies and mitigations classified
into five categories enabling an organization’s secure, ethical,
and responsible use of AI technology and LLM like ChatGPT.
Table 3 illustrates these five essential classes.

A. POLICY AND TRAINING
The category ‘‘policy and training’’ includes ‘‘establish-
ing usage standards and guidelines’’ and ‘‘raising aware-
ness through employee trainings’’ as secure strategies and
mitigations.

1) ESTABLISHING USAGE STANDARDS AND GUIDELINES
Establishing clear usage standards and guidelines is a crit-
ical step in enabling secure business use of ChatGPT. It is
important to guarantee that all employees are aware of these
principles and understand their obligations. That why, it is
crucial to clearly define the scope of ChatGPT usage in the
organization by stating which departments or teams will use
the tool, what types of information ChatGPT can analyze, and
what types of notes it can generate.

2) RAISING AWARENESS THROUGH EMPLOYEE TRAININGS
Besides, it is very important to conspicuously clarify employ-
ees’ roles. This involves training personnel on how to use
the tool, what types of data can be handled, and how to
report any security concerns including social engineering
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TABLE 3. Classification of the proposed strategies and mitigations.

attacks. Likewise, making certain that the policies [18], [24]
and guidelines handle data privacy problems associated with
ChatGPT usage is fundamental. This involves awareness and
training on how the tool will gather, store, and process data,
as well as how it will be safeguarded against unauthorized
access.

Likewise, raising awareness through frequent employee
trainings on validating the sender’s identity before responding
on any requests, avoiding clicking on suspicious links, and
keeping software up to date should be pushed. An employee
can better protect against the expanding threat landscape
and limit the dangers associated with sophisticated phishing
attempts [16] if he keeps educated and proactive. The most
troubling element ofmaliciously using ChatGPT and other AI
technology is that both novice and advanced threat actors may
readily abuse them. As a result, it is essential to implement a
solid defense-in-depth approach by conducting BEC-specific
training to ensure adequate security telemetry [28]. These
BEC trainings provide awareness and best practices for email
verification procedures, ensuring that security efficacy is
tested in observability mode and that better email verifica-
tion mechanisms are in place. In addition, proactive user
education regarding the dangers of jailbreaking [10], [13] is
ultimate.

B. DATA PROTECTION AND PRIVACY
The category ‘‘data protection and privacy’’ covers ‘‘pro-
tecting sensitive data including PII’’, ‘‘ensuring regulations

compliance and data protection’’ and ‘‘enhancing model reli-
ability and relevance’’.

1) PROTECTING SENSITIVE DATA INCLUDING PII
When using ChatGPT, whether for business or research pur-
poses, the protection of Personally Identifiable Information
(PII) [52] and other sensitive data must be prioritized. This is
vital in maintaining data security and user trust. PII includes
any data that can identify an individual, such as their name,
address, or email address. If PII falls into the wrong hands,
it can be used for malicious purposes such as identity theft
and fraud. As a consequence, when ChatGPT processes sen-
sitive information, it is critical to protect it from unauthorized
access by implementing appropriate access controls, encrypt-
ing critical data at rest and in transit, restricting access to
authorized personnel, and monitoring usage to detect anoma-
lies or security breaches.

Beyond data security, it is essential to understand that
ChatGPT’s capabilities can extend into areas that may cause
physical harm to users.

For example, a recent study examined ChatGPT’s ability to
suggest IoT-oriented attacks based on user-installed devices
in smart environments [53]. This research has shed light
on the potential risks associated with ChatGPT scenarios,
emphasizing the importance of continuous improvement in
input mechanisms on platforms such as Technology-Assisted
Programming (TAP). Such enhancements may result in
improved user protection and faster real-time responses to
potential threats.

Moreover, the abstract nature of high-level model sys-
tems like ChatGPT has raised legitimate privacy and security
concerns among users. The risks associated with disclos-
ing personal information via End-User Development (EUD)
platforms amplify these concerns. Therefore, it is impor-
tant to carefully evaluate and address these concerns when
implementing such high-level representations. To summarize,
protecting sensitive data, including PII, when using ChatGPT
entails a combination of strong security measures, continuous
system monitoring, and acknowledging the dual nature of
risks, both software and physical. This stresses the impor-
tance of using such advanced tools responsibly and ethically,
with a focus on the potential dangers they may pose if mis-
used.

2) ENSURING REGULATIONS COMPLIANCE AND DATA
PROTECTION
Businesses can assist maintain the security of their data and
compliancewith relevant regulations and legislation by secur-
ing PII and other sensitive information. The usage of PII
by ChatGPT and other LLMs for both training and replies
may contradict with the compliance standards established in
the European Union’s General Data Protection Regulation
(GDPR) [54]. To address this risk, developers must hold
discussions and take efforts to guarantee that theseAI systems
adhere with GDPR regulations. Failure to do so may result in
potential bans in regions subject to these laws.
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3) ENHANCING MODEL RELIABILITY AND RELEVANCE
Several measures can be used to reduce the danger of sen-
sitive information exposure. These include not retaining a
user’s chat history, setting company policies governing data
processing, and giving users the choice to erase messages
from ChatGPT’s history. Furthermore, ongoing training and
frequent model upgrades might help reduce the spread of old
knowledge, which is important given ChatGPT’s information
cutoff deadline of September 2021. This strategy, however,
demands regular updates to the source datasets in order to pre-
serve the model’s accuracy and relevance. The overarching
goal is to ensure that ChatGPT and other LLMs can pro-
tect sensitive information while conforming to regulations.
By attaining these goals, thesemodels will be able to establish
themselves as safe and dependable tools that can be used by
all persons and organizations.

C. ACCESS CONTROL AND SECURITY
The class ‘‘access control and security’’ covers secure
strategies and mitigations such as ‘‘implementing authenti-
cation measures and managing software maintenance’’ and
‘‘applying access restriction, least privilege, and final user
authority’’.

1) IMPLEMENTING AUTHENTICATION MEASURES AND
MANAGING SOFTWARE MAINTENANCE
Adopting single sign-on (SSO) or better Multi-Factor
Authentication (MFA) [55] to guarantee that only authorized
users have access to ChatGPT is a good enterprise security
practice. Besides, to protect against the emerging dangerous
class of AI-enabled attacks such as WormGPT or FraudGPT,
it is essential to utilize robust email authentication such as
DMARC [56] to avoid spoofing [57]. Additionally, keep-
ing ChatGPT and all other software up to date with the
newest security patches and upgrades is essential. In fact,
it is important to review security bulletins and advisories on
a regular basis to discover any security concerns that may
affect ChatGPT, particularly new vulnerabilities. This can be
accomplished by creating a patch management strategy and
automating updates.

2) APPLYING ACCESS RESTRICTION, LEAST PRIVILEGE AND
FINAL USER AUTHORITY
In addition, because ChatGPT uses natural language and
does not distinguish between commands and external data,
it considers both types of input to be user-provided prompt
injections. Thus, OWASP Top 10 for LLM [21] advises
limiting the impact of fast injections by requiring access
restriction to backend services for LLMs as ChatGPT. It is
important to give this AI technology with its own API tokens
or expandable functionality, such as plugins, data access, and
authorization at the function level. Furthermore, the notion of
least privilege must be applied by restricting ChatGPT to the
bare minimum of access required for its intended operations.
Moreover, while undertaking privileged operations such as
sending or deleting emails, the user must first accept the
activity. This reduces the potential of an indirect prompt

injection acting on the user’s behalf without their knowledge
or consent. In addition, an LLM that has been compro-
mised, such as ChatGPT, may still act as an intermediary
‘‘man-in-the-middle’’ [58] between the application’s APIs
and the user, as it may conceal or manipulate information
before sending it to the user. As a result, visually exposing
potentially untrustworthy responses to the user is essential.
In summary, by treating ChatGPT as an untrusted user and
maintain final user authority over decision-making processes,
harmful prompt injection impacts can be reduced.

D. MONITORING AND DETECTION
‘‘Monitoring and detection’’ class encompasses ‘‘monitoring
ChatGPT usage, regular security assessments and surveil-
lance,’’ as well as ‘‘content filtering’’ as secure strategies and
mitigations.

1) MONITORING CHATGPT USAGE, REGULAR SECURITY
ASSESSMENTS AND SURVEILLANCE
Monitoring [59] ChatGPT usage to detect any suspicious
activity or potential security breaches is vital for organiza-
tional security. It effectively includes looking for odd patterns
of usage, such as a significant number of notes being gen-
erated in a short period of time. It also entails monitoring
ChatGPT usage’s logs on a regular basis to discover any
potential security breaches or vulnerabilities. Indeed, it is
essential to ensure that logs are securely maintained and that
only authorized individuals have access to them. Further-
more, surveilling ChatGPT use emphasizes directing regular
security assessments for the company. These assessments can
assist in identifying any vulnerabilities affecting the organiza-
tions. This includes identifying potential risks connected with
ChatGPT usage in the company through the development of
a security assessment plan that focuses on which systems will
be reviewed, what types of tests will be run, and how results
will be communicated. In fact, doing penetration testing is
essential for conducting adequate security monitoring. As a
result, addressing detected vulnerabilities in ChatGPT during
security assessments will be simple, as will implementing
new security controls, revising rules and guidelines, and pro-
viding further employee training.

2) CONTENT FILTERING
It is essential to perform content filtering to prevent or flag
specific types of content or requests that may indicate social
engineering attempts, such as phishing-related keywords or
requests for sensitive information. In effect, content filtering
and keyword-based checks are essential to prevent ChatGPT
from generating malicious or damaging information through
jailbreaking techniques. Thus, requests containing sensitive
or banned phrases should be blocked or flagged.

E. ADVERSARIAL ATTACK PREVENTION AND EMERGING
THREATS
The class titled ‘‘Adversarial attack prevention and emerg-
ing threats’’ addresses ‘‘conducting advanced AI-powered
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security approaches’’, ‘‘using reinforcement learning to
mitigate malicious input and ChatGPT package halluci-
nation problems’’, ‘‘watermarking generated content’’ and
≪staying informed about emerging AI security threats’’.

1) CONDUCTING ADVANCED AI-POWERED SECURITY
APPROACHES
It is also important to employ advanced AI-powered security
solutions such as anti-phishing and anomaly detection to dis-
cover new unknown threats. Furthermore, keeping thorough
visibility into network activity to detect post-phishing mali-
cious acts and having rigorous incident response procedures
to mitigate damages quickly are indispensable safeguards
against this malevolent class of AI-enabled threats. Besides,
it crucial to conduct periodic attack simulations in order
to analyze and improve defense capabilities, as well as to
implement a zero-trust approach [60] with effective identity
and access control.

2) USING REINFORCEMENT LEARNING TO MITIGATE
MALICIOUS INPUTS AND CHATGPT PACKAGE
HALLUCINATION PROBLEMS
To effectively prevent adversarial attacks like jailbreak,
an intuitive strategy requires training sufficiently the model
to recognize inputs that use these manipulation approaches.
Following that, the model can be designed to reject or refuse
to generate potentially dangerous or unsuitable content in
response to such inputs. This requires training the model to
recognize input fragments that may solicit harmful informa-
tion and weighing the probable repercussions of responding
in particular ways. Models can also be constructed with a
built-in rejection mechanismwhen presented with prompts or
queries that indicate traits associated with malevolent intent.
The model may assess its own reactions and exclude those
that are dangerous or harmful. Reinforcement learning [61]
may help ChatGPT reject malicious prompts by training the
model to make better judgements about the content it creates
in response to specific inputs. It emphasizes the significance
of providing models with comprehensive adversarial attack
training in order to develop trust in their responsible and
secure use. This includes building a training dataset, defin-
ing a reward function, and training a reinforcement learning
agent that interacts with ChatGPT. Continuous fine-tuning,
threshold implementation, and user input all contribute to
the model’s capacity to successfully recognize and reject
fraudulent queries, assuring responsible and secure use. This
method has the potential to be a proactive and important
step in assuring the ethical and secure implementation of
ChatGPT and comparable language models. This may con-
siderably improve a model’s resilience against cybercriminal
exploitation and the spread of harmful code by strengthening
its ability to detect and deny malicious queries. Besides, as a
preventative measure to the problem with package halluci-
nations in ChatGPT discussed in section III, we recommend
never downloading and running code from a source we don’t
understand or haven’t verified. Furthermore, we advocate

storing private versions of code rather than importing directly
from public repositories, which have been compromised as
a result of the ongoing attack. In addition, according to
Vulcan Cyber research [25], developers can adopt a variety
of preventive measures to identify suspicious packages and
defend themselves against invasions. They must investigate
the package’s creation date. Indeed, if a package was recently
generated, it may raise red flags. In addition, they must exam-
ine the amount of downloads. In fact, if a package has very
few or no downloads, it may be untrustworthy and should be
avoided. Furthermore, it is essential to review the comments
and ratings in a package. In practice, if a package lacks com-
ments or ratings, it is advised to proceed with caution before
installing it. Additionally, any attachments or documentation
must be thoroughly examined. If the package’s supporting
documentation or notes are insufficient, deceptive, or raise
concerns, it is preferable to reconsider before proceedingwith
the installation. Thus, developers can lessen the risk of falling
victim to a cyberattack using ChatGPT by being vigilant and
implementing these preventivemeasures. It should be pointed
out that hallucinations in ChatGPTmight be caused by biases
inside or simply the complexity of large datasets, as ChatGPT
uses a large quantity of training data. On such vast datasets,
errors are unavoidable. Thus, one approach to reduce these
hallucinations is to use automatic reinforcement learning,
as described in the previous paragraph, to alert the model
when it makes a mistake. With this method, it will be possible
to automate a system that finds and corrects errors before
they enter the model’s pool of knowledge. Consequently,
ChatGPT and other LLMs can become more accurate and
trustworthy sources of information by adopting system-based
reinforcement learning.

3) WATERMARKING GENERATED CONTENT
Generative AI has burst in the public realm, with image
generators like DALL-E [62], and word generators like Chat-
GPT. These systems can generate an eerily convincing image
from a caption, produce a speech of a political personality,
replace one person’s likeness with another in a video, etc.
For example, images that can be created by a generative
artificial intelligence system, looked like news photos, but
they can be fake. This is the case of the images purporting to
show the arrest appeared online of former President Donald
Trump’s impending indictment [63]. Generative AI is capa-
ble of producing very realistic content. An ordinary human
cannot dependably differentiate an image of a real individual
from an AI-generated person. Audio and video can also be
AI-generated. Consequently, distorting reality will become
easier. Thus, creating a movie of a world leader threatening
military action and causing a geopolitical crisis is simple. It’s
also conceivable to create a video of a CEO declaring her cor-
poration’s profits are down 20%, which may result in billions
of dollars in market share loss. As a result, developments in
generative AI may lead to an even messier information ecol-
ogy by easily dismissing actual video evidence of everything
like human rights breaches, police violence, etc.
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Fortunately, thanks to computer scientist researcher and
digital forensics professionals, there are technologically pos-
sible solutions such as digital watermarking [64], [65], [66]
that can assist prevent these abuses. Imperceptible digital
watermarks are also used to validate the provenance, integrity,
and authenticity of data [65]. In fact, a watermark can be
hidden invisibly to a digital image by utilizing the Human
Visual Model features [67], or inaudibly to a digital audio
signal by exploiting the Human Psychoacoustic Model char-
acteristics [68], [69]. Specific information, such as a unique
user ID, can be embedded in the data (picture, text, audio,
video, etc.) [70], [71], [72], [73]. The perfect watermark is
undetectable while also being robust to simple operations like
as color modification, changing digital formats and compres-
sion but also to malicious manipulations [64], [71], [74].
By watermarking all training data, these marks can be

integrated into generative AI systems. OpenAI is testing a
technique for watermarking ChatGPT’s creations [75], [76].
Because characters in a paragraph cannot be modified like
pixel values, text watermarking takes on a different form.
Text-based generative AI works by generating the next most
logical word in a sentence. For example, beginning a state-
ment with ‘‘an AI system can. . . ’’, ChatGPT will suggest that
the next word must be ‘‘learn’’, ‘‘predict’’ or ‘‘understand’’.
A probability relating to the chance of each of these words
appearing next in the phrase is associated with each of these
words. ChatGPT derived these probabilities from the enor-
mous corpus of text on which it was trained. Watermarking
generated text involves secretly tagging a subset of words and
then biasing the range of a word to be a synonymous tagged
word. For example, the tagged word ‘‘comprehend’’ can be
substituted for ‘‘understand’’. A body of text is watermarked
based on a specific distribution of tagged words by regularly
biasing word selection in this manner. This method will not
work for little tweets, but it will work for text of more
than 800 words depending on the watermark specifications.
If major gatekeepers such as Amazon, Apple and Google
app stores, GitHub and Microsoft cloud services encourage
this strategy by prohibiting noncompliant software, some
described harms in section III will be much reduced. Hence,
all content generated by generative AI systems should be
watermarked, permitting easy downstream identification and,
if necessary, intervention. It can be also interesting to authen-
ticate by digital watermarking original audiovisual recordings
at the point of capture. A dedicated camera application can
sign the recorded content cryptographically as it is being
recorded. This signature cannot be tampered with without
leaving evidence of the attempt [77]. After that, the signature
is saved on a centralized list of trusted signatures.

Scott Aaronson, an OpenAI-hired computer scientist, has
been working on a tool for statistically watermarking the
outputs of text models like ChatGPT [78]. The purpose of this
tool is to implant an otherwise imperceptible secret signal in
the word selections generated by ChatGPT, which can later
be used to prove that the text was generated by ChatGPT.
The watermarking procedure entails selecting the next token

pseudorandomly using a cryptographic pseudorandom func-
tion, the key to which is only known to OpenAI. Someone
who didn’t know the key would regard the decision as uni-
formly random, but someone who did know the key could
subsequently total g over all n-grams and notice that it was
abnormally large. We present the algorithm that shows how
Scott Aaronson’s watermark works:

Algorithm 1 Scott Aaronson’s Digital Watermarking
Define a cryptographic pseudorandom function f that takes
an n-gram (n consecutive token sequence) as input and
returns a score between 0 and 1.

Define a secret cryptographic key k that only OpenAI
knows.

For each token in the ChatGPT’s output:
-Using f and k, compute the scores of all potential
next tokens.
-Bias the scores by adding a small constant to the
score of the following token chosen if f was uniformly
random.
-Using the biased ratings, choose the next token
pseudorandomly.

Produce the watermarked text

Watermarking generated content, in truth, falls into both of
these classes: ‘‘Data protection and privacy’’ and ‘‘Adversar-
ial attack prevention and emerging threats’’. Watermarking
content is a strategy for preventing adversarial attacks in
which AI-generated content could be used fraudulently or
maliciously. It can, however, be viewed as a safeguard against
misleading and fraud by offering a way to identify content
generated by AI systems. Thus, it contributes to the authen-
ticity and integrity of information.

4) STAYING INFORMED ABOUT EMERGING AI SECURITY
THREATS
New vulnerabilities and security problems may emerge as
new AI technologies are developed. Thus, keeping up with
AI security is vital for companies that utilize ChatGPT to
guarantee they work safely and ethically. This can help
organizations to detect and mitigate security problems. Fur-
thermore, AI systems like ChatGPT handle massive volumes
of data, some of which may be sensitive or confidential.
Consequently, continuing to pursue AI security can assist
industries in ensuring that this data is secure and that suitable
access restrictions are in place. Likewise, many industries
are subject to data privacy and cybersecurity regulations and
laws. Keeping abreast of AI security can assist enterprises in
ensuring compliance with these regulations. Finally, a cyber-
security breach can have major ramifications for a company’s
brand. Thus, incessantly hunting around AI security can help
organizations avoid breaches and keep client trust.
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In summary, companies can employ ChatGPT securely
and responsibly while preventing harmful exploitation of
AI systems and benefiting from their long-term advantage
by adopting these given guidelines and mitigation. Contin-
uous efforts and collaboration among technology developers,
cybersecurity experts, and policymakers is essential for col-
lectively addressing potential risks. This includes establishing
collaborative platforms for sharing threat intelligence, orga-
nizing workshops, and participating in joint research projects
to facilitate information exchange. It is important to define
and implement industry-wide standards for secure AI devel-
opment and user interactions, while also taking into account
data privacy and ethical concerns. Policymakers play an
important role in promoting these standards through legal
frameworks and implementing mandatory training programs
for companies that use AI. Additionally, developers and
cybersecurity experts can help by providing educational
materials and campaigns. Developers can create technical
white papers, while cybersecurity experts can conduct inde-
pendent audits and share their findings, building trust and
accountability among stakeholders.

VI. ChatGPT: DISCUSSION AND FUTURE ATTACKS
First, based on the preceding sections, we give a detailed
integrated discussion of the balance between innovation and
risk in ChatGPT offensive and defensive applications.We dis-
cuss then the principle of using ChatGPT as a tool, not
a replacement in the context of cybersecurity and privacy.
Next, we deliberate some potential future attacks that could
take advantage of ChatGPT’s abilities and we recommend
appropriate strategies for their mitigation.

A. DISCUSSION OF THE MULTIFACETED APPLICATIONS OF
ChatGPT
In this discussion, we debate the multifaceted implications of
ChatGPT within the realm of cybersecurity by highlighting
the balance between innovation and potential risks in both
offensive and defensive contexts. Following that, we address
why it is imperative to use ChatGPT as a tool rather than a
replacement when considering cybersecurity and privacy.

1) BALANCING THE INNOVATION AND RISKS OF USING
ChatGPT
ChatGPT’s integration into offensive and defensive cyber-
security strategies introduces a paradigm shift in the
digital security landscape. As AI continues to play an
ever-expanding role in cybersecurity, it is imperative for
organizations to stay ahead of the curve in harnessing its capa-
bilities while mitigating its risks to maintain the integrity of
digital ecosystems. A comparative analysis of the attacker’s
misuse and defender’s utilization of ChatGPT can help under-
stand the trade-offs and implications of using this technology
highlighting the importance of proactive mitigation, user edu-
cation, and responsible innovation:

- The level of sophistication and complexity necessary
to exploit ChatGPT for offensive or defensive purposes is

one area of comparison. As we’ve discussed in section III,
attackers can employ ChatGPT’s capabilities with little effort
and expense because they can access the model via public
APIs or platforms, or use pre-trained or fine-tuned versions
available online. Defenders, on the other hand, must invest
more resources and experience to properly use ChatGPT as
explained in section IV, since they must tailor the model for
their specific use cases, connect it with their existing systems
and tools, and assure its stability and accuracy.

- Another dimension to consider is the level of harm
and favor created by offensive or defensive ChatGPT use
as noticed through sections III and IV. On the one hand,
attackers can cause significant harm to individuals, compa-
nies, or society by compromising security, privacy, integrity,
or trust through the use of ChatGPT. Defenders, on the other
hand, can significantly benefit themselves and others by using
ChatGPT to improve security, resilience and awareness.

- The third level of comparison is the ethical and legal
considerations that arise when using ChatGPT aggressively
or defensively [79]. On the one hand, attackers may breach
ethical and legal norms and principles by deceiving, manip-
ulating, or harming others through ChatGPT. When using
ChatGPT, defenders, on the other hand, must follow to eth-
ical and legal standards and regulations, such as preserving
personal data, respecting intellectual property rights, assuring
openness and responsibility, and avoiding bias or discrimi-
nation. As a result, dangers of threat actors as well as the
benefits and opportunities for security teams, must all be
evaluated and addressed.

2) USING CHATGPT AS A TOOL, NOT A REPLACEMENT
WHEN CONSIDERING CYBERSECURITY, PRIVACY AND
ETHICS
Significant progress has been achieved in the use of LLMs
in cybersecurity. Indeed, one fresh advanced pre-trained lan-
guage model ‘‘SecurityLLM’’ designed for threat detection
shown an exceptional ability to identify fourteen various
types of attacks with an accuracy rate of 98%, emphasiz-
ing the transformational potential of LLMs in cybersecurity
applications [80]. Another recent study known as ‘‘Secure-
Falcon’’ highlights the tremendous potential of LLMs in
detecting software vulnerabilities [81]. This LLM achieved
an impressive 94% accuracy rate in detecting software vul-
nerabilities while reducing the false positives associated with
traditional static analysis. We’ve also provided in section IV,
examples of how ChatGPT can assist and facilitate tasks like
bug finding, vulnerability identification, report generation,
security monitoring, etc.

However, these LLMs cannot take the role of cybersecurity
judgment, creativity, or knowledge. In fact, it is crucial for
security professionals to constantly verify the output gen-
erated by LLMs and make conclusions based on their own
logic and reasoning to ensure the accuracy and appropriate-
ness of the responses. A study published in [82] investigates
the feasibility of using LLMs, such as ChatGPT, to synthe-
size cyberattack scenarios represented as attack trees, which
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has traditionally been a challenge for organizations. The
study proposes a method for ChatGPT to generate attack
tree-like models, introduces an approach for assessing the
quality of the synthesized attack trees, and evaluates them
in two case studies. The findings demonstrate that ChatGPT
can be a helpful tool for designing attack trees. However,
it should be noted that it is struggle to understand the meaning
of the refinement operators, necessitating the obligation of
the inclusion of human analysts to monitor and ensure the
accuracy of the results. Thus, LLMs can serve as valuable
tools in cybersecurity applications, but human knowledge is
still required for successful decision-making and problem-
solving.

When using ChatGPT for example, cybersecurity experts
should also be aware of the privacy implications as explained
in the following situations:

- ChatGPT can be used by a security researcher or tester to
simulate scenarios and attacks, or evaluate defenses. How-
ever, he should not expect that ChatGPT will cover all
potential threats, weaknesses, or risks. He has to check
the results for feasibility, impact, and mitigating options.
He should also obey his domain’s ethical and legal rules.

- ChatGPT can be used by a security analyst or engineer to
uncover bugs, identify vulnerabilities, and generate reports.
He must not, however, rely on ChatGPT to offer accurate, rel-
evant, or meaningful analysis. He should validate the output
in terms of data quality, statistical validity, and business value.
He has also to clarify his analysis’ techniques, assumptions,
and limits.

- ChatGPT can be used by a security manager or consultant
to assist with security monitoring, auditing, or compliance.
Nevertheless, he must not rely on ChatGPT for complete,
reliable, or actionable information. He should ensure that the
output is complete, consistent, and correct. He has to propose
his own suggestions, feedback, and guidance.

Hence, because ChatGPT has limitations and possible
risks, a security professional should always check the out-
put of ChatGPT and apply his own logic and reasoning to
make judgments. Indeed, ChatGPT can sometimes generate
erroneous, irrelevant, or deceptive responses that may not
correspond to reality or the context of the scenario. It can
elicit hostile or negative responses, compromising the secu-
rity or privacy of users or systems. It may struggle with
difficult, confusing, or innovative questions or prompts that
necessitate deeper comprehension or reasoning. Moreover,
some ChatGPT challenges can be distinctive. In fact, training,
testing, and evaluating ChatGPT for various domains, sce-
narios, or tasks that need specific knowledge or abilities may
be difficult. Furthermore, it may be tricky to explain, under-
stand, or justify ChatGPT output for different stakeholders,
audiences, or reasons that need transparency or accountabil-
ity. Additionally, it may be expensive to maintain, update,
or develop ChatGPT for various changes, requirements,
or expectations that necessitate adaptability or scalability.
When utilizing ChatGPT, user should also think about his
privacy. The increasing popularity of language model-based

chatbots introduces a new and significant threat: the mali-
cious use of these models to collect private and sensitive
information from users. According to a recent study in [83],
pre-trained language models may accurately infer personal
attributes, allowing for large-scale privacy violations.

ChatGPT was trained using a big corpus of text from
multiple internet sources. This means that it may have access
to sensitive or confidential information that he doesn’t want
others to know about. User should be cautious about what
he enters into and outputs from ChatGPT. He cannot put
any sensitive information onto ChatGPT, such as passwords,
credit card details, or social security numbers, as they may be
stored in its memory and exposed to others.

ChatGPT, as an advanced language model, delivers pow-
erful capabilities that can be harnessed for a wide range
of security applications. However, it is critical to recognize
that these capabilities come with a significant responsibility:
ensuring the technology is used ethically and legally. Viola-
tions of OpenAI’s terms of service, privacy policy, or code
of conduct [18] may result in serious consequences, so users
and organizations have to employ the AI responsibly and
follow established ethical principles and guidelines. The eth-
ical principles for AI advocated by organizations such as
the European Union, UNESCO, and the OECD [84] pro-
vide a comprehensive framework for responsible AI use.
These guidelines emphasize the importance of AI respecting
human dignity, rights, values, and interests. They highlight
the importance of transparency, accountability, and fairness,
as well as the need for AI systems to be secure, private,
and human controlled. When using ChatGPT, users should
try to embody these principles. These guidelines require that
AI be used for beneficial purposes in a reliable manner, and
with respect for human autonomy and diversity. Embracing
AI ethical standards entails respecting a variety of human
experiences and identities, as well as using technology to
enhance rather than hinder this diversity. Furthermore, it is
critical to consider the legal implications of AI use, such
as GDPR compliance [54]. This regulation is intended to
protect individuals’ and organizations’ rights to data process-
ing, security, and privacy. GDPR’s key legal requirements
include obtaining consent, ensuring data quality, providing
information rights, implementing security measures, report-
ing breaches, and conducting impact assessments. Adhering
to these rules and regulations not only safeguards users from
legal liabilities, penalties, and punishments, but also fosters
a culture of responsible and ethical AI use. In this way, the
power of ChatGPT can be harnessed responsibly, ensuring
that the technology serves a beneficial purpose while miti-
gating the potential risks and negative implications of misuse
or abuse.

B. ChatGPT’s FUTURE ATTACKS
As with any new technology, there will be entirely novel
attacks as well as a plethora of previous sorts of threats
that may be slightly adapted and employed against Chat-
GPT. Already, we have discussed prompt attacks involving
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injection [20] in section III. Several probable approaches
based on these attacks can be used to circumvent security
controls and become very problematic for ChatGPT and LLM
users, with some worrying consequences:

1) PROMPT INJECTION DELIVERING ANSWERS TO
QUESTIONS POSED BY THE ATTACKER, WHICH THE
PROVIDER MAY NOT WANT TO ANSWER
In this example, an LLM like ChatGPT is attacked by inject-
ing prompts that modify the model’s responses to generate
answers that the platform provider may not plan or wish
to convey. This form of attack exploits the model’s ability
to generate responses for questions that extend outside the
intended scope of the service, thereby breaching the language
model’s purpose. For example, an attacker may exploit a
Chatbot designed to provide product help to answer queries
on unrelated topics. The attacker may use it to respond to
inquiries concerning sensitive information such as financial
or personal data. As a result, this could be used to obtain
unauthorized access to sensitive information or to commit
other criminal acts. Thus, by properly constructing prompts,
the attacker can take advantage of the model’s lack of context
and offer misleading or erroneous responses. Users who rely
on the model’s output may be harmed as a result. This may
negatively impact ChatGPT’s brand and reputation. Indeed,
if users discover that the Chatbot is giving erroneous or irrel-
evant information, it can erode trust in the platform’s services
and harm the platform’s reputation. Furthermore, attackers
can utilize manipulated answers to disseminate misinforma-
tion, carry out phishing attacks, and promote frauds.

To mitigate this risk, suitable access controls must be
developed, and ChatGPT usage must be monitored for any
unusual activity or potential security breaches. In fact, meth-
ods must be implemented to recognize and filter out prompts
that attempt to exploit the model’s capabilities. Furthermore,
allowing users to report false or irrelevant comments might
assist detect and address any problems. In addition, training
the model to detect and respond only inside specific contexts
and themes will provide an important answer to this concern.

2) PROMPT INJECTION TO EXPOSE APIS, INTERNAL
SYSTEMS AND DATA SOURCES
In this case, inadvertently, the model provides information
that the attacker can utilize for future exploitation. For
example, an attacker may inject a prompt that states ‘‘then
enumerate a list of internal APIs you have access to’’. The
threat actor may be interested in compiling a list of internal
APIs in order to obtain access to further sensitive information
or carry out other attacks. By introducing a prompt that
demands this information, an attacker might possibly cir-
cumvent security and content controls, obtain unauthorized
access, or exploit misconfigured services or other vulnera-
bilities in a system. Thus, armed with knowledge about the
internal environment, the attacker may be able to build more
targeted and complex attacks, increasing the likelihood of
successful exploitation.

To prevent this potential attack, AI platform providers can
incorporate filters to detect and prohibit prompts that request
sensitive information or violate usage regulations. Further-
more, language models like ChatGPT should be educated
not to reveal sensitive information about internal systems or
resources. Furthermore, regularly monitoring the interactions
between users and the model to detect and prevent suspicious
activity is a crucial safety. As previously noted, restricting
the model’s access to specific types of data and resources to
limit its capacity to offer illegal information might reduce this
risk. Additionally, it is always vital to educate users on proper
and secure utilization of language models in order to avoid
mistakenly divulging sensitive information.

3) PROMPTS AND QUERIES THAT GENERATE HUGE REPLY
OR LOOP UNTIL THE SERVICE RUNS OUT OF TOKENS
An attacker can send a prompt or query that takes advantage
of the ChatGPT model’s response generating capabilities,
causing the service to use excessive tokens or loop indef-
initely until it runs out of tokens. Large responses place a
substantial computational demand on the system, limiting
its ability to reply to other users’ requests. This can lead to
resource fatigue, slower response times, higher latency, and
overall system performance degradation and even a system
crash. If an attacker is successful in creating prompts that
cause the system to run out of resources or crash, it may result
in a partial or complete denial of service, rendering the service
unavailable to legitimate users.

Because such potential risk can negatively impact legit-
imate users by degrading service quality, increasing wait
times, and potentially rendering the service unavailable, it is
essential to implement token limits for responses. This will
prevent excessive resource consumption and rate limiting
to restrict the number of requests from a single source
within a given time frame. Furthermore, it is important
to examine incoming searches for patterns that indicate
resource-intensive or looping questions, as well as to contin-
uously monitor response sizes and system performance for
anomalies. Moreover, developing tools to gracefully handle
queries that approach token limits or display looping behavior
is a useful precaution.

4) PROMPTS FOR LEGALLY SENSITIVE CONTENT, SUCH AS
LIBEL AND DEFAMATION
These are attacks in which threat actor injects malicious code
into a prompt in order to generate slanderous or libelous out-
put. The attacker intends to influence the model by carefully
designing prompts in order to generate information that could
potentially lead to legal concerns, such as false claims that
affect the reputation of an individual, company, or entity, or to
cause other sorts of injury. If the generated content contains
private or confidential information, privacy violations may
occur.

To limit the risk of such probable attack, we advise imple-
menting filters to detect and prohibit prompts that aim to
generate libelous or legally sensitive information, as well
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as consulting legal professionals to identify potential legal
problems and terms that should be filtered. Moreover, it is
essential to enable users to report content that appears defam-
atory, deceptive, or improper, as well as to educate them on
the responsible and ethical use of language models in order
to prevent generating damaging content. It would be perhaps
an excellent plan for platforms hosting language models to be
held legally liable for content generated by their models that
causes harm or legal implications.

5) ATTACKS MODIFYING AND DELETING DATA DURING
TRAINING MODELS
It will be possible as a potential attack to alter or even remove
data during training of an AI model such as ChatGPT. In this
case, the expense of retraining and redeploying the model
may be high. It has major effects, possibly endangering the
trained model’s integrity and security. In this attack, an adver-
sary deliberately may inject damaging or malicious data into
the training dataset needed to train ChatGPT’s model. This
data could contain biased, offensive, or deceptive content
intended to alter the model’s behavior. The model learns from
the input data provided to it during training. If the injected
data contains biased, offensive, or otherwise unwanted con-
tent, the model may learn to duplicate these behaviors and
respond in an erroneous improper, or dangerous manner.
In this situation, harmful data is jeopardizing the model’s
integrity, causing it to generate inappropriate or unsafe infor-
mation when engaging with users. This may erode trust
in the model’s output and possibly result in real-world
consequences if the model offers inaccurate or harmful infor-
mation. Injection of harmful data targeting the vulnerability
of the preprocessing or the training model is a type of
data poisoning attacks [85]. While these attacks are usually
connected with model degradation, they can also result in
data erasure during retraining or fine-tuning. An attacker
with unauthorized access or insider privileges may be able
remove data from a ChatGPT model’s training process by
manipulating data handling, preprocessing, or cleaning tech-
niques. Data corruption, exclusion, overwriting, tampering
with storage, modifying data pipelines, or exploiting vul-
nerabilities in the data handling infrastructure could all be
involved. If such an attack succeeds on an open platform
like ChatGPT, the platform provider ‘‘OpenAI’’ may face
a public backlash and reputational damage. Users may lose
trust in the system’s responses, and the platform’s reputation
may suffer as a result. Besides, detecting and mitigating the
effects of fraudulent data injection necessitates considerable
work. Detecting and deleting fraudulent data, retraining the
model, and distributing the revised version can all take time
and resources. Likewise, removing the fraudulent input and
retraining the model is a time-consuming procedure. Sig-
nificant computational resources, time, and experience are
required. Additionally, once the model has been retrained,
it must be rigorously checked to ensure that the malicious
behavior has been handled without creating new problems.

Thus, even after the original problem has been resolved,
ongoing monitoring is required to prevent new attacks and
maintain model integrity.

Combating the risk of an attacker modifying or deleting
data from a ChatGPT model’s training process necessitates a
combination of security measures and best practices. In fact,
to prevent unwanted access to data handling and preprocess-
ing systems, rigorous access and authentication restrictions
must be implemented. Moreover, encrypting important train-
ing data at rest and in transit will protect it from illegal
access or alteration. Effectually, Encryption protects the
data’s integrity and confidentiality. In addition, to prevent
illegal deletions or modifications, training data should be
stored in secure, well-monitored environments with appro-
priate access controls. Besides, it is essential to do frequent
security audits and monitoring of data handling processes,
as well as to keep backups of training data and version control
repositories. Likewise, using the concept of least privilege to
limit access to data processing tools and methods is funda-
mental. As a result, users should have just the minimum level
of access required to achieve their duties.

VII. COMPARISON WITH RELATED STUDIES AND
SUMMARY OF KEY FINDINGS
Several scientific works on ChatGPT have been published
in recent studies. However, there has been limited research
conducted regarding the security implications associated
with both offensive and defensive applications of ChatGPT.
To evaluate our research work, we present four of these most
recently published works and compare our findings to them.
Moreover, we provide a clear summary of key findings while
analyzing our overall contributions.

A. COMPARISON WITH RELATED STUDIES
A new research paper in [11] explores weaknesses in the
ChatGPT model that malevolent actors can use to disrupt the
model’s privacy and ethical constraints. This scientific work
looks into how cybercriminals can useGenAI tools to develop
cyberattacks, as well as some offensive scenarios in which
these adversaries can use ChatGPT leading to serious threats.
Likewise, authors demonstrate shows how to use GenAI
and ChatGPT for cyberdefense, as well as how to lever-
age protection automation and other relevant technologies
to enhance security measures. Moreover, authors focus on
problems related to ChatGPT and its social, legal, and ethical
impacts, such as privacy concerns. This paper compares two
popular LLM tools, ChatGPT and Google Bard, focusing on
their cybersecurity capabilities. Besides, it outlines potential
directions for improving cybersecurity as GenAI technology
advances.

In a second research work [86], the authors compare the
performance of two versions of ChatGPT (gpt-3.5-turbo and
gpt-4) related to four common vulnerability tasks: func-
tion and line-level prediction, vulnerability classification,
severity estimation, and vulnerability repair. They compare
ChatGPT’s performance to cutting-edge language models
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TABLE 4. Comparison of ChatGPT offensive use with related works.

intended to detect software vulnerabilities. These pre-trained
language models are with substantially lower sizes than Chat-
GPT but have been fine-tuned to perform software vulnerabil-
ity prediction tasks. After analyzing real-world datasets with
over 190,000 C/C++ functions, the research work demon-
strates that ChatGPT produced the least favorable results
across all vulnerability-related activities, particularly when it
came to generating proper patches for the vulnerability repair
assignment. These findings demonstrate that vulnerability
repair is a more difficult task than other vulnerability predic-
tion tasks. The results emphasize the need of having security
experience while solving software vulnerability prediction
challenges, which ChatGPT did not incorporate through-
out its extensive pre-training phase. Thus, as mentioned by
authors in [86] a further round of fine-tuning is required
for ChatGPT to effectively generalize and perform software
vulnerability duties.

A further study [87] examines ChatGPT’s security and
privacy applications, with the goal of assisting companies in
improving their cybersecurity posture. Authors demonstrate
how such a tool can assist security analysts in analyzing,
designing, and developing security solutions for cyberattacks.
Likewise, the paper shows how ChatGPT may be used to
create false data injection attacks and anomaly detection on
vital infrastructure such as industrial control systems. Finally,
it examines the security problems that come with using Chat-
GPT. The authors advise system designers and developers not
to rely utterly on such a tool when developing and designing
hardware or software, as it could cause privacy and security
problems. They also suggest some potential future directions
related to its design and implementation. The authors of
paper [17] present some types of security threats related to

ChatGPT, such as malicious text and code generation, private
data leakage, and so on. In addition, they conduct an empirical
study analyzing the effectiveness of ChatGPT’s content filters
and investigate various ways to circumvent these safeguards.
They highlight the ethical consequences and security risks of
LLMs even with defenses in place.

They present alternative risk-mitigation measures based on
a qualitative study of the security implications. Based on this
analysis, they instruct researchers, policymakers, and indus-
try experts about the complex security challenges presented
by LLMs such as ChatGPT. They suggest future studies
looking into a broader range of LLMs to gain an improved
comprehension of the potential security risks.

We begin by comparing our study to the four previously
introduced articles in terms of offensive use of ChatGPT,
as shown in Table 4. We observe that our work and the one
of [11] are the most exhaustive when it comes to addressing
the offensive usage of ChaGPT and the malevolent activ-
ities of threat actors with this AI-technology. The authors
of [11] distinguish their offensive experiments by simulating
a virus that affects CPU architecture as well as payload
generation.

However, in our paper, we differentiate through testing
brute force SSH script attacks, automated vulnerability detec-
tion and exploitation, and personal information disclosure.
We also differ when discussing different dangerous ChatGPT
clones generated by hackers, as well as when discussing
the serious challenge of ChatGPT package hallucination.
Regarding the jailbreaking, we deduce that because users
share their jailbreaks [13], OpenAI will patch them, and cer-
tain situations, such as those conducted in [11] and [12], can
fail when using basic DAN prompts. That’s why we switched
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TABLE 5. Comparison of ChatGPT defensive use with related works.

to Maximum mode [14]. Our work appears in providing a
detailed offensive use case of preparing and developing a
ransomware attack using ChatGPT or others black hat AI
techniques.

The authors of [86] don’t abord the offensive use of Chat-
GPT in their paper. Without accomplishing testing, the paper
in [87] describes social engineering and phishing attacks,
malicious code generations, and automating vulnerability
detection and exploitation. However, this article undertakes
a full offensive use case simulation of an industrial system
including false data injection. Considering the paper in [17],
the authors test certain threat actors’ activities using Chat-
GPT, such as filtering unethical prompts, social engineering
and phishing attacks, malicious code generation, prompt
injection attack and personal information disclosure. Papers
in [11] and [17] do not include a detailed offensive use case
simulation. Our research stands out from others because we
conducted an evaluation of the risks and impacts inherent in
the selected scenarios for the offensive use of ChatGPT and
other Black Hat AI Tools.

After examining a comparison between our scientific work
and some recent ones about the offensive use of ChatGPT,
wemove on to exploring the defensive use by security experts
that has been studied through these studies, as shown in
Table 5. Because of the specific classification of defensive
activities based on thewidely recognizedNISTCybersecurity
Framework, our research outperforms other research studies.
Other articles do not discuss defensive operations classifica-
tions whatsoever. As mentioned in section IV, we categorize
these into five essential functions: identify, protect, detect,
respond, and recover.

As stated in Table 5, the results demonstrate that
researches [11], [86], [87] only cover a few examples of the
defensive ChatGPT use and it is not addressed in paper [17].
In the other side, our paper, excels in the defensive concern
by emphasizing tests such as analyzing configuration files,
detecting security problems, inquiring about the authoritative
DNS server, interpreting scripts, identifying attack and mal-
ware, generating security questionnaires, developing security
policies, hunting threats from social media, taking notes
during security scans, mitigating human errors, scanning
vulnerability and recommending a revised version, under-
standing and explaining CVEs, requesting for specific Nmap
scans, developing automation code, enhancing the perfor-
mance of the SIEM system, developing custom AI-powered
Azure OpenAI Service, simplifying using ELK platform for
security detections, improving security in Wazuh platform,
recovery of cybersecurity incident and disinformation and
misinformation. Defenders can execute all of these defen-
sive ChatGPT-based operations in accordance with the NIST
Cybersecurity Framework step’s classification. As we notice,
our work exceeds all of the compared studies when address-
ing ChatGPT’s security implications in terms of defensive
use.

We also conduct a comparative study of guidelines and
mitigations ensuring the secure and ethical use of AI tech-
nology and Large Language Models like ChatGPT for an
organization. Once more, as indicated in Table 6, our work
is the exclusive research paper that categorizes this study in
five classes, which includes policy and training, data pro-
tection and privacy, access control and security, monitoring
and detection and adversarial attack prevention and emerging
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TABLE 6. Comparison of proposed guidelines and mitigations with related works.

threats. The paper in [86] does not discuss these measures and
remedies. Aswe observe in Table 6, the papers [11], [17], [87]
address some secure uses of ChatGPT in enterprises.

The findings reveal that all compared papers fully address
the importance of conducting advanced AI-powered security
approaches. Though, our paper is the especial work that
consider a big variety of security guidelines and mitigations
spread through five classes including establishing usage stan-
dards and guidelines, raising awareness through employee
trainings, protecting sensitive data, ensuring regulations com-
pliance and data protection, enhancing model reliability and
relevance, implementing authentication measures and man-
aging software maintenance, monitoring ChatGPT usage,
regular security assessments and surveillance, content filter-
ing, conducting advanced AI-powered security approaches,
using reinforcement learning to mitigate malicious input and
ChatGPT package hallucination problems, staying informed
about emerging AI security threats and open collaboration.
It is noticed that our approach is the unique research work
that proposes applying access restriction, least privilege and
final user authority. Particularly, our research work is the
exclusive one that discussed watermarking generated content
from ChatGPT. The goal is to prevent adversarial attacks
during which AI-generated content could be used fraudu-
lently or maliciously, as well as to ensure the authenticity
and integrity of the Chatbot’s watermarked data. This can
be accomplished by embedding an unnoticeable secret signal
in the produced content, which is then usable to prove that
the text was generated by ChatGPT. Once again, our work
outperforms all other studies when we address the secure
enterprise usage guidelines and mitigations.

Then, we present through Table 7 a comparative analy-
sis of our work with the four presented papers in regard
to different facets of ChatGPT security concerns, such as
its impact on cybersecurity, privacy, trust, social, legal, and

ethical features, and its multifaceted applications that include
balancing innovation and risks and exploiting it as a tool
necessitating fine-tuning. This comparison covers also Chat-
GPT’s future challenges and the information cutoff aspect.
Additionally, Table 7 displays which papers perform com-
parisons with various AI technologies and some related
works. With the exception of paper [86], all papers examined
the ChatGPT’s impact on cybersecurity, privacy, and trust.
The findings reveal that our paper and [11], [87] explore the
impact of ChatGPT on social, legal, and ethical aspects in
depth. Only study [87], and particularly our paper, highlight
the multifaceted applications of ChatGPT and debate how to
balance innovation and risks of deploying AI-technology in
terms of security and privacy. Furthermore, paper [86] and
especially, our study work analyzes the ChatGPT’s role as a
tool, as well as its critical fine-tuning for effectiveness, which
is not covered in papers [11], [17], and [87].

Additionally, unlike articles [11], [17], [86], and [87], our
paper discusses ChatGPT future attacks and challenges. Our
review does not include comparisons of ChatGPT with other
AI technology, as done in studies [11], [86]. Only our paper
and paper [11] describe ChatGPT’s information cutoff, but
papers [17], [86], and [87] do not. Concerning comparisons
with related studies, researchers in paper [87] provide a brief
paragraph describing some generic researches connected to
security with ChatGPTwithout discussing or comparing their
experimental results to the cited scientific works.

In summary, it is obvious that our work is the only one that
conducts a detailed comparison analysis with previous studies
on several aspects of ChatGPT security concerns.

B. SUMMARY OF KEY FINDINGS
We begin by addressing our findings regarding the offen-
sive use of ChatGPT and other clones created by hack-
ers. These results highlight the significant risks posed to

VOLUME 12, 2024 30305



M. Charfeddine et al.: ChatGPT’s Security Risks and Benefits

TABLE 7. Comparison of different facets of ChatGPT security concerns with related works.

organizations by threat actors who exploit AI’s capabilities
through these tools. We uncovered various cyberattack areas,
such as jailbreak, social engineering, phishing attacks, mal-
ware generation, prompt injection attacks, and the creation
of malicious ChatGPT clones, through meticulous evalua-
tion and a comprehensive use case for ransomware threats.
Notably, illicit actors can profit from jailbreak tactics, cir-
cumventing AI’s ethical constraints and allowing the creation
of harmful content, misinformation dissemination, and other
nefarious applications. We highlighted dangers such as Chat-
GPT automating social engineering, reproducing webpages,
and circumventing OpenAI’s limitations, which could lead
to its misuse for sinister purposes. Threats such as prompt
injection, automated vulnerability detection, package hallu-
cination, and ChatGPT clones were discovered, emphasizing
the serious implications for cybersecurity. Our study was
notable for conducting a thorough assessment of the risks
and impact associatedwith these offensive scenarios.We con-
cluded that most offensive scenarios pose high or very high
risks. We demonstrated that our research is the most com-
prehensive on the offensive use of ChatGPT by threat actors,
outperforming four previously published articles. Our inves-
tigation into the defensive use of ChatGPT revealed that
this tool encompasses numerous capabilities for improving
cybersecurity measures across multiple domains.

Distinguished from prior studies, we classified defensive
operations covering all the NIST Cybersecurity Framework’s
five main functions. Through extensive testing and simula-
tions, we demonstrated ChatGPT’s ability to improve security
operations, automate incident response, and strengthen threat
intelligence systems. The methodology extended beyond
existing works to include thoroughly tasks such as configu-
ration analysis, inquiring about the authoritative DNS server,
security questionnaire generation, social media threat hunting
and more. Notably, ChatGPT’s ability to find and describe
CVEs from the NVD demonstrated how important it is in
proactive cybersecurity management. Furthermore, ChatGPT
proved to be a versatile tool simplifying using ELK platform
for security detections, enhancing the performance of the
SIEM system and Developing custom AI-powered Azure
OpenAI service.

Notably, our paper outperforms recent research works by
covering a wide range of enterprise usage guidelines and mit-
igations to the malicious use of this AI technology. Moreover,
it stands out as the only one that categorizes these strategies
into five classes. Under ‘‘Policy and training≫, we focused
on establishing clear usage standards and we stressed the
importance of comprehensive training for Business Email
Compromise (BEC) scenarios. For ‘‘Data protection and pri-
vacy,’’ we emphasized the importance of protecting sensitive
information as well as the need for a responsible approach,
given ChatGPT’s potential to extend into areas that may cause
physical harm to users. Compliance with regulations and the
continuous improvement of the model’s reliability were also
highlighted as important considerations. Regarding ‘‘Access
control and security,’’ we recommended to treat ChatGPT
as an untrusted user, to maintain final user authority and
to implement measures to mitigate the impact of harmful
prompt injection. In terms of ‘‘monitoring and detection’’
strategies, we encouraged regular security assessments and
content filtering. Ultimately, under ‘‘Adversarial attack pre-
vention and emerging threats,’’ we suggested implementing
advanced approaches such as reinforcement learning and
watermarking generated content. We also emphasized the
importance of staying up to date on emerging AI security
threats ongoing collaboration among developers, cybersecu-
rity experts, and policymakers to address potential risks.

Our study extends further by diving into an analysis of
the balance between innovation and risk in ChatGPT’s offen-
sive and defensive applications. This analysis considered
the potential harm and benefit, as well as ethical and legal
implications. Moreover, we stressed ChatGPT’s role as a
tool rather than a replacement in cybersecurity, emphasiz-
ing its complementary function alongside human expertise.
We emphasized that, while ChatGPT can provide valuable
insights and assistance, it cannot replace essential human
qualities like judgment, creativity, and knowledge. Like-
wise, we highlighted the importance of cybersecurity experts
considering privacy implications when using ChatGPT,
verifying its outputs, and applying their own reasoning to
make informed decisions. We underlined that users should
exercise caution when sharing sensitive information with
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ChatGPT due to the risk of unauthorized access to such
data.

Our study is unique in that it investigates at the impact
of ChatGPT on social, legal, and ethical concerns, as well
as potential future attacks and challenges. In fact, the
responsible and ethical use of AI, including compliance
to ethical standards and legal regulations, is imperative to
protecting users and fostering a culture of responsible AI
deployment. Besides, in preparation for future challenges,
we foresaw potential risks and attacks that may exploit Chat-
GPT’s capabilities, outlining the significance of maintaining
a strong security posture and promising ethical use of this
technology.

Finally, when compared to other related studies, our work
stands out as the only one that conducts a comprehensive and
detailed comparative analysis across multiple dimensions of
ChatGPT security implications.

It is essential to note that the assessment of ChatGPT’s
security concerns is dependent on the model version and
content filters in use at the time of the study. Threats and
vulnerabilities could change as technology and safeguards
evolve.

VIII. CONCLUSION AND FUTURE DIRECTIONS
ChatGPT undoubtedly represents a historical milestone in
enterprise AI. It is a sophisticated and powerful tool that
can deliver relevant results. Users and organizations must,
however, remain cautious regarding security, privacy, and
ethics when interacting with ChatGPT. In this comprehensive
study, we investigated ChatGPT’s multifaceted implications,
including its potential for both malicious exploitation and
defensive applications. On the adversarial front, we explored
the strategies used by threat actors to exploit ChatGPT, pro-
viding a detailed analysis of illegal usage. A thorough risk and
impact assessment of offensive scenarios using ChatGPT and
other Black Hat AI tools was conducted. Afterwards, through
extensive testing and simulations, we demonstrated how
defenders can use ChatGPT to improve their overall cyberse-
curity posture. We differentiated our work by aligning defen-
sive operations with NIST Framework. Next, our research
specified secure enterprise usage guidelines as well as mitiga-
tion strategies for malicious AI technology applications. Fol-
lowing that, we thoroughly discussed the multifaceted appli-
cations of ChatGPT that we had explored. Then, anticipating
future challenges, we identified potential risks and attacks
that could exploit this GenAI tool. Ultimately, we involved a
comparison with recent studies on ChatGPT-related security
concerns and provided a clear summary highlighted the key
findings, strengthening readers’ comprehension of the overall
analysis.

As a future work, we envision exploring some use cases,
both offensive and defensive, through real-world imple-
mentations and deployments, allowing for more hands-on
validation in enterprise environments. In addition, we plan
to conduct empirical studies and experiments to evaluate
the recommended guidelines and mitigations for ChatGPT

usage and abuse, with a systematic analysis based on factors
such as feasibility, effectiveness, and broader implications.
Moreover, we foresee to study the usage of AI-driven content
filtering and reinforcement learning approaches to defend
ChatGPT against offensive use. Furthermore, we intend to
consider meticulously the ethical and privacy implications of
ChatGPT for security operations. Besides, we contemplate
to investigate the points of view of key stakeholders such
as developers, policymakers, cybersecurity experts and users
in analyzing challenges and solutions related to ChatGPT’
security concerns.
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